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Theoretical work on physics and design of ICF targets driven by laser or heavy ion beams is reported. It is related to laser plasma experiments at the MPQ iodine laser and to the German feasibility study on heavy ion fusion guided by the Gesellschaft für Schwerionenforschung (GSI) in Darmstadt. Results of a parameter study on target gain, simulations of heavy ion target implosions and laser driven plane foils, and a proposal for dense plasma experiments with high energy ion beams at GSI are presented.

1. Target Energy Gain

A key function for ICF power production is target gain versus beam energy. A gain model has been developed (for details see ref. /1/) that reproduces

Fig. 1 Fit of the present gain model to the 'conservative' and 'optimistic' gain predictions obtained at Livermore on the basis of extensive code simulations. The LLL results correspond to a central pressure of $p = 0.2$ Tbar; the 'conservative' band is well reproduced with an isentrope $\alpha = 3$ and an hydroefficiency ranging between $5\% < \eta < 10\%$, whereas the optimistic curve corresponds to $\alpha = 1$ and $\eta = 15\%$.

Fig. 2 Gain curves for fixed isentrope $\alpha$ and hydroefficiency $\eta$, but increasing spark radius $R_s$. Lines of equal fuel mass $M_f$ (short dashes) are labelled by the mass value. Limiting gain curves (max. gain at given $E_{\text{beam}}$ for any $R_s$) are shown for the present model assuming uniform pressure (fat solid line) as well as for the Kidder model with uniform density (long dashed line).
results of complex computer codes in terms of three free parameters characterizing the DT fuel at ignition: (1) the hydrodynamic efficiency $\eta$ which is the fraction of beam energy $E_{\text{Beam}}$ transferred into internal fuel energy, (2) the radius $R$ of the igniting spark in the centre of the highly compressed fuel ($R_{s}$ is limited by implosion symmetry!), (3) the isentrope parameter $\alpha$ giving the deviation from pure degeneracy pressure ($p = \alpha p_{\text{deg}}$, $\alpha$ is a measure for preheat). Fig. 1 shows a fit of the present model to Livermore gain predictions and Fig. 2 the gain dependence on spark radius. High gain for $E_{\text{Beam}} < 100$ kJ would require $R_{s} \approx 10$ $\mu$m; a possible regime for ICF power production is $R_{s} \approx 100$ $\mu$m with $1$ MJ $< E_{\text{Beam}} < 10$ MJ, $1$ mg $< \text{fuel mass} < 10$ mg, and $\text{Gain} \approx 1$60.

2. Reactor-size target for heavy ion beam fusion

Heavy ion beams are presently considered as a promising driver for ICF power production. This is due to the high efficiency and high repetition rate of heavy ion accelerators. Within the German feasibility study of heavy ion fusion and the HIBALL reactor study /2/, reactor-size targets for heavy ion drivers have been investigated at MPQ/Garching /2,3/ and KfK/Karlsruhe /2,3/. A target sector is shown Fig. 3. The shell radius is given by the multi-beam focal spots of about 3 mm, the shell thickness by the range of 10 GeV Bi-ions, the fuel mass by a 1 GJ output limit. 10 GeV ion energy is found as an optimum for this target. Implosion hydrodynamics /4/, the relation between pulse shape, shocks, and fuel ignition and also the growth of Rayleigh-Taylor instability has been investigated. Results of a typical implosion run is given in Table 1.

![Fig. 3 HIBALL target sector. The spherical shell consists of three material layers: (1) PbLi deposition and pusher layer in the middle, (3) cryogenic DT layer inside. 10 GeV Bi-Ions are stopped in the Pb and part of the PbLi layer.](image)

<table>
<thead>
<tr>
<th>Pulse Energy</th>
<th>Pulse Power</th>
<th>Hydrodynamic Efficiency</th>
<th>Implosion Velocity</th>
<th>Ignition Pressure ($pR$)</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MJ</td>
<td>500 TW</td>
<td>8%</td>
<td>$3 \cdot 10^7$ cm/sec</td>
<td>1.2 g/cm$^2$</td>
<td>140</td>
</tr>
</tbody>
</table>
3. Laser acceleration of plane foils

A 1D-Lagrangian hydrodynamic code with laser energy deposition and flux-limited electron heat conduction has been developed to simulate laser impact on thin foils. (The original version of this code has been written by P. Mulser and G. Spindler.) A typical result is shown in Fig. 4. With laser intensities of $10^{12}$ to $10^{15}$ W/cm$^2$, maximum pressures of 1-50 Mbar are obtained in the compressed part of the foil and velocities of $10^6$-$10^8$ cm/s. These values are calculated with a heat flux limit (2% of free streaming limit). They agree well with experiments made at the MPQ Asterix laser [5]. Material velocities above $2 \cdot 10^7$ cm/s have to be achieved in spherical implosions of ICF targets for DT ignition. Theoretical work on equation-of-state and transport properties of such foils is now in progress to further study the potential of the Asterix laser for hot, dense matter research. In colliding foil experiments, pressures above 300 Mbar, the atomic pressure unit, should be achievable and effects from squashing inner atomic shells are expected.

Fig. 4 Laser irradiation (pulse: $P(t) = 10^{15}$ W/cm$^2 \cdot \sin^2 (\pi t/600 \text{ ps})$) from front side on a 2 um plane plastic foil. Density in units of critical density ($N_{\text{crit}} = 6.4 \cdot 10^{20}$ cm$^{-3}$ for $\lambda = 1.3$ um iodine laser) is plotted versus Lagrangian space coordinate (foil depth at $t=0$) and time. Three distinct regions are seen: (1) the unperturbed foil to the left, (2) the high density region to the rear between the shock front at the left and the ablation front at the right, and (3) the laser heated ablation region (right front side) with a density jump near the critical density. A heat flux limit of $f = 0.02$ was used in the simulation.
4. Proposal for ICF experiments with heavy ion beams at GSI

A proposal has been worked out to use the heavy ion synchrotron planned at GSI/Darmstadt for basic atomic and nuclear research also for investigating accelerator and target problems of heavy ion fusion. The advantage of using very energetic (even relativistic) heavy ion beams for this purpose is that they have low emittance and can be focussed on very small spots (radii of 100 μm and below) to produce high power density. We have studied corresponding target physics /7/. The beam heats needle-like cylinders of solid target material to temperatures of 10 - 100 eV. In Fig. 5, temperatures are plotted versus specific power deposition, and regions which may be attained with different accelerator options now under discussion are indicated. In addition to beam-target coupling, target hydrodynamics including instabilities (e.g. Rayleigh-Taylor inst.) and energy transport mechanisms crucial for ICF target behaviour can be investigated. Detailed 1D and 2D simulations of structured targets (e.g. with different material, and hollow targets with cylindrical implosions) have been performed.

Fig. 5 Temperatures achievable in ion beam heated cylinders as a function of specific beam deposition. For the beams considered here, maximum temperature is limited by hydrodynamic expansion rather than pulse energy. Results from scaling and detailed simulations are shown. Power regions attainable with different accelerator options (SIS 18, SIS 100) under discussion at GSI as well as physics areas and temperature regions where they become interesting are indicated.
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1. INTRODUCTION

We present Cannonball implosion of a double shell target with holes. This target structure has been studied with one-dimensional model calculation \(^{11}\) and with two-dimensional simulation calculations \(^{12}\), and also tested by using a double-foil target with a hole \(^{13}\). In these works several advantages of this target have been noted, such as high laser absorption efficiency, high hydrodynamic efficiency and excellent uniform compression. In this paper we report the implosion experiments on the several types of cannonball targets, and discuss their implosion characteristics comparing with the results from the computer simulation.

2. TARGET STRUCTURE AND PLASMA DIAGNOSTICS

The cannonball target was composed of an outer shell (tamper) made of parylene and an inner glass microshell (pusher) filled with DT gas. The two beams from GEKKO M-II \(^{14}\) glass laser were injected into a cavity, which was formed between the shells, generating the hot plasma and the thermal radiation. The laser was operated at the output energy of \(\approx 450J\) in the pulse width of 100ps. The tamper coated with gold on its inner surface was also examined on the contribution by the thermal radiation to the implosion of the pusher. The effect of the gold coating on the outer surface of the pusher was also studied for the preheat suppression.

The implosion characteristics dramatically changed with the different target materials and sizes, these were investigated by using the several diagnostic instruments; eg. the pinhole cameras for observation of the implosion uniformity, an X-ray streak photograph with one-dimensional spatial resolution and a fast X-ray diode for the implosion dynamics, an X-ray crystal spectrometer for temperature and density measurements, \(S^+\) streak camera for the backscattered and sidescattered lights, neutron detectors (plastic scintillator-photomultiplier, silver activation counter) for the neutron yield, an α particle zone plate camera, an X-ray URCA camera \(^{7}\), ion charge collectors and a transmission-grating soft X-ray spectrometer.

3. IMPLOSION UNIFORMITY

We first discuss the implosion uniformity based on the pinhole camera observation. Figure 2(b), (c) show the typical X-ray images of the imploded cannonball targets. It is remarkable that the spherically symmetric compressions were obtained in spite of the irradiation by only two beams of the relatively large F number \((f/2.75)\). This is quite different from the exploding pusher compression driven by the same laser (Fig.2(a)). The implosion uniformity of the fuel can be evaluated from the ratio \(\Delta r_f/r_f\), where the deformation amplitude \(\Delta r_f\) and the average radius \(r_f\) are defined as

\[
\Delta r_f = (r_2 - r_1)/2 \quad \text{and} \quad r_f = (r_1 + r_2)/2,
\]

respectively, by using the minimum radius of the fuel-pusher interface \(r_1\) and the maximum radius \(r_2\). It is useful to evaluate \(\Delta r_f\) as a function of the volume compression ratio \(R\) and the nonuniformity of the implosion velocity \(\Delta v/v\) or the nonuniformity of the compress-
ed fuel $\Delta r_f/r_f$. The nonuniformity $\Delta r_f$ normalized to the initial radius $r_f$ is expressed as $\Delta r_f/r_f = (1 - (R_f)^{-1/3}) \Delta v/v$ or $\Delta r_f/r_f = (\Delta r_f/r_f)(R_f)^{-1/3} P_0$. These relations are plotted in Fig. 3 for the different parameters $\Delta v/v$ and $\Delta r_f/r_f$ by the solid lines and the dashed lines, respectively. The measured data show the significant uniform compression of $8\% \Delta r/f/r_f \leq 20\%$ and $1\% \Delta v/v \leq 4\%$. The observed uniformity is satisfactory, since only two beams have been used in this experiment. This great advantage for high density compression is also predicted from the 2-D computer simulation.$^{12}$.

4. IMPLOSION EFFICIENCY

The implosion efficiency $\eta$, which is defined here as the ratio between the kinetic energy of the accelerated pusher and the incident laser energy, depends on both the pusher-tamper aspect ratio ($c_0 = r_{p0}/r_t$) and the material of the tamper as shown in Fig. 4.

The low Z (parylene) tamper shows that the implosion efficiency in-

![Figure 1](image1.png)

**Fig. 1.** Schematic illustration of a cannonball target.

![Figure 2](image2.png)

**Fig. 2.** Typical X-ray images of (b) a low-Z tamper cannonball target and (c) a high-Z tamper cannonball target which are quite different from (a) the explosive pusher compression.

![Figure 3](image3.png)

**Fig. 3.** The core deformation normalized to the initial pusher radius $(\Delta r_f/r_f)$ as a function of the volume compression ratio $R_v$. The numbers for the data points are initial aspect ratio of the cannonball targets.
creases with $\xi_c$ is expected from the model calculation. The application of the adiabatic cannonball model \cite{1} to the spherical geometry gives a simple scaling on the aspect ratio as $\eta = n_{abs} n_{cav}^{-1} \left[ 1 - \frac{(1-\xi_c^3)}{(1-\xi_c^3)^{2/3}} \right] \xi_c^{2/3} \eta_{abs} \eta_{cav}^3$, where the product of the absorption and the cavity coupling efficiencies can be estimated to be 0.15-0.4. This implosion scheme, in which the pusher acceleration is driven by the pressure of the confined plasma, does not raise the decrease in the hydrodynamic efficiency even if the thicker pusher is used. The decrease of the sound velocity of the cavity plasma, which affects the pusher acceleration to limit the pusher velocity, was not so serious because of the temperature of higher than 2keV and the pusher velocity of (2-4) x 10^7 cm/s.

On the other hand the gold-coated tamper shows the relatively weak dependence of the implosion efficiency on the aspect ratio. The ablative acceleration driven by the thermal radiation from the tamper is expected to have the implosion efficiency scaled as $\xi_c^2$ (a=2). The factor $\xi_c^2$ corresponds to the simple geometrical coupling of the radiation from the tamper to the pusher. Therefore the higher efficiency is obtained at the higher aspect ratio and the high-Z coated tamper. Furthermore it is noteworthy that the efficiency does not so decrease at the lower aspect ratio. This is promising for the high density compression because of the improvement of implosion uniformity at the lower aspect ratio as is shown in Fig.3.

5. FUEL CORE DENSITY AND NEUTRON YIELD

The core density and the neutron yield depended on the aspect ratio as shown in Fig.5. The fuel density was determined from the volume compression ratio. The maximum neutron yield of 1.7 x 10^8/shot was observed in the case of the low-Z tamper, and 2.4 x 10^8/shot in the case of the high-Z tamper. These neutron yields were obtained at the higher aspect ratio of $\xi_c = 0.62$ which also gave the maximum implosion efficiencies. On the other hand the higher core density was obtained with the lower aspect ratio target and with the gold-coated pusher, because the less preheating of the fuel pellet improves the compression density. In the present experiment the compression densities up to 1.4 g/cm³ (low-Z tamper) and 3.9 g/cm³ (high-Z tamper) have been achieved.

---

**Fig. 4.** Dependence of the implosion efficiency on the aspect ratio of the target in the cases of (a) low-Z tamper and (b) high-Z tamper.
6. CONCLUSION

We have demonstrated that the cannonball target satisfies both the high compression density and the high neutron yield, arising from high implosion efficiency and good implosion uniformity. The cannonball target presents a new concept of pellet implosion which would be regarded as alternative to the isentropic and explosive compressions. Another properties, such as the hot electron generation, the preheating of the fuel pellet and the laser absorption efficiency, will be also reported.
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INTRODUCTION

The progress of inertial confinement fusion (ICF) research has been paced by the development of sophisticated, high quality diagnostics. As our emphasis at KMSF has shifted from studies of laser absorption to energy transport in laser fusion targets, our diagnostic requirements for improved spectral, spatial, and temporal resolution have grown. Efforts in experiment design and diagnostic instrument design have been merged to optimize the amount of data extracted from experiments. The targets have become a part of the diagnostic, providing temporal and spectral fiducials on streaked and dispersed records, respectively. Most instruments have been upgraded via temporal, spectral, and intensity calibrations. This applies not only to optical detectors, but to x-ray diagnostics as well. Improvements in instrument resolution and sensitivity have brought dramatic results, in particular in the area of holographic interferometry. The detailed data we have recovered from laser-target experiments have allowed scrupulous comparisons between theoretical models of energy transport and hydrodynamic phenomena in dense plasmas.

THERMAL TRANSPORT DIAGNOSTICS

Electron energy transport experiments at KMSF provide an excellent example of the power of thorough diagnostic measurements. Our study of thermal transport in spherical geometry involved measurements of energy burnthrough from plastic to aluminum layers of varied depth in 73 to 105 μm diameter targets.1 Burnthrough times were used to infer mass ablation rates in spherical geometry. A square 1 ns pulse of 1.05 μm laser radiation illuminated paralyene-on-aluminum coated glass Microshell® targets with absorbed intensities varying from 4 x 10¹³ to 4 x 10¹⁴ W/cm². An outer target coating of 0.01 μm titanium provided a diagnostic x-ray timing fiducial. Streaked x-ray pinhole imaging (Lawrence Livermore National Laboratory soft x-ray streak camera on loan to KMSF) with a CsI photocathode clearly identified the initial titanium fiducial, and at later times observed strong emission as energy was transported to the aluminum layer. A densitometer trace from one such streak record appears in Figure 1. The late time x-ray emission from the transport targets was spectrally examined by replacing the x-ray streak camera pinhole with a 3000 line per mm transmission grating (on loan from LLNL). Streaked spectra showed the burnthrough emission to be primarily composed of Al XII resonance radiation. The streak camera maintained 20 ps resolution and contained a demountable photocathode. We fabricated a 1000 Å CsI photocathode evaporated on 250 Å Au and standing on a 3000 Å carbon substrate.2 (The gold was found to stabilize the alkali halide for long times.) In comparative studies at KMSF, normal density CsI sensitivity was found to be \( \times 5 \) times that of gold at 1–2 keV. The camera was temporally calibrated with a series of 100 ps x-ray pulses
Figure 1. X-ray streak signature

spaced 100 ps apart. The corresponding set of laser pulses was readily generated in our coherent pulse stacker.

Coronal electron density profiles were measured to $2 \times n_{\text{crit}}$ with 80 ps 0.264 μm holographic interferometry. By recording interferograms at different times into the laser pulse, we were able to confirm the establishment of a static density profile after the first 300 ps. This permitted theoretical modeling of the experiment with a steady state transport model. Brilliant, high-data-content interferograms were obtained by long-path spatial filtering of the ultraviolet (UV) beam and by low f/number collection optics. One such interferogram can be seen in Figure 2. Collection efficiency was optimized by the design of an f/2.0 catadioptric imaging optic, which placed an image of the target plane near the recording plate. Timing of the probe pulse was established by merging the 0.264 μm probe pulse and the second harmonic of the main 1.05 μm laser pulse on a Hamamatsu S-20 streak camera with 10 ps resolution.

(Recent improvements to the holographic probe pulse have reduced its pulse length to $\lesssim 20$ ps by use of a regenerative amplifier. This has dramatically improved our ability to record high velocity plasma events. Fringe contrast has remained high by careful attention to temporal beam overlap.)

Additional diagnostic measurements included absorption calorimetry and hard x-ray spectrometry. A KMSF-designed thermistor flake calorimeter (TFC) differentially measured plasma energy to determine the laser absorption fraction. The TFC is smaller and more sensitive than a thermoelectric module, and can be readily calibrated \textit{in situ} with an electrical self-heating pulse. Hard x-ray analysis was performed with a conventional array of K-edge filtered
TIME OF PROBE: +450ps

Figure 2. UV interferogram of laser-irradiated microballoon target.

PIN diodes and scintillator photomultiplier tubes. Data were recorded in charge integrators and computer analyzed on-line.

The results of this well-diagnosed thermal transport experiment supported a model of strongly flux-limited transport. They showed mass-ablation rates higher than planar-target experiments at absorbed intensities above $10^{14}$ W/cm$^2$. Finally, the data were all internally consistent.

SUPRATHERMAL TRANSPORT DIAGNOSTICS AND CALIBRATIONS

A separate experimental series studied the transport of suprathermal electron energy at laser intensities around $5 \times 10^{15}$ W/cm$^2$. These experiments utilized x-ray spectroscopy with crystal spectrographs calibrated for absolute intensity measurements. The targets consisted of a glass Microshell® target coated with 0.5 µm V, 1-3 µm Al, 0.5 µm Ti, and 2.9 µm of parylene. Ti and V Kα yields were measured with two convex curved crystal spectrographs. From knowledge of the absorbed incident energy and hard x-ray yield, one could infer the absolute spectrum of fast electrons. Energy transported to the fluorescing layers was modeled theoretically by multi-group diffusion and by an analytical electron range model. Comparison of calculated Kα yields to experimental data required an intensity calibration of both spectrographs at Ti Kα (4.51 keV) and V Kα (4.95 keV).

To meet this need and other x-ray calibration needs, we have constructed an x-ray test facility. The facility is based upon a Manson point soft x-ray source and low energy proportional counter. The test chamber is shown in Figure 3 and has operated on many characteristic lines from C Kα (283 eV) to Ti Kβ (4.93 keV). Manson's source is a 5 W radiatively-cooled, open Coolidge-type tube with Wehnelt electrostatic focusing. Our x-ray pinhole photographs show a 350 µm diameter spot size. The proportional counter operates with
either a 1500 Å VYNS window or a 5000 Å parylene window and is operated sub-atmospheric. Calibrations are based on photon counting, and a multichannel analyzer records and integrates the dispersed source flux in real time. Vacuum in the test chamber is maintained at $10^{-6}$ Torr with a trapped diffusion pump. The x-ray test facility was inexpensive to set up and can be a model for small laboratory x-ray calibration systems. It is capable of absolute calibration of x-ray diodes, filters, spectrographs, and photocathodes.

Calibration of the LiF and PET spectrographs proceeded with a Ti-coated Cu anode. The source produced both Ti Kα and Ti Kβ lines, which proved adequate to complete the spectrograph calibrations. This work revealed that laser-target Kα emission was an order of magnitude lower than theoretical models would predict. This suggested strong flux inhibition of suprathermal energy transport, a result never directly experimentally observed. Again, sufficient data of high quality yielded an internally consistent, albeit perplexing, physical picture.
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IGNITION CRITERION FOR DENSE, ISOBARIC D-T PLASMAS AND CONSEQUENCES ON ICF TARGET DESIGN

S. Atzeni and A. Caruso

Associazione EURATOM-ENEA sulla Fusione, Centro di Frascati, C.P. 65, 00044 Frascati, Rome, Italy

The design of high-gain ICF targets is strongly influenced by the efficient attainment of thermonuclear ignition. In this connection we have applied the results of a study of D-T ignition in plasmas relevant to ICF, to envisage a set of suitable driver and target parameters. We have then investigated the potentiality of a class of double-shell targets, requiring unshaped, moderate intensity laser pulses.

To study D-T ignition in conditions close to those achieved in hollow-shell implosions, we have analyzed the evolution of a system initially at uniform pressure $P_0$, and consisting of a cold, dense D-T plasma at density $\rho_c$, containing a hot-spot of radius $R$ at temperature $T \geq 3$ keV and density $\rho_0 < \rho_c$. In the analysis that follows we will use the equation of state of a perfect gas for the hot-spot, and that of a partially degenerate electron gas for the cold fuel, namely, $\epsilon_c = C T, \epsilon_e = \alpha \epsilon_0; \epsilon_0 = 3.1 \times 10^{12} \rho_c^{2/3} \text{erg/g}$, and $P = (2/3) \rho \epsilon$ everywhere; here $\alpha$ is the isentrope parameter; other symbols are of standard use; subscript $0$ indicates quantities at time $t = 0$.

Ignition occurs if the energy that the $\alpha$ particles deliver to the hot-spot (whose mass is increased by cold fuel ablation) is larger than the losses due to thermal conduction, radiation emission and mechanical work. Four stages of this process have been identified [1]. 1) At first the hot-spot quantities evolve in order to have $\tau = R/t \equiv 0.6$ [2] ($t$ [cm] $\equiv 0.02$ (T [keV])$^{3/2}/P$ is the $\alpha$-particle range); 2) The hot-spot self-heats; 3) When $T > 10$ keV a self-similar burn-wave develops at constant $t$. This is a deflagration, sustained by fusion ($\alpha$) energy and propagated by $\alpha$-particles, thermal conduction and radiative transfer; all of them heat and ablate the cold fuel just out of the burning region (see Fig. 1 of ref. [1]); 4) When the pressure $P \gg P_0$, then the burning is propagated hydrodynamically (detonation).

When radiative losses, neutron heating and hot-spot inertia are negligible, i.e. if $T > 7$ keV, $\rho \leq 2$ gcm$^{-2}$ and $\rho_0 < \rho_c$, the system is described by the dimensionless quantities $\tau$, $\gamma_0 = \omega \omega /\epsilon_0 P_0$, and $\gamma_e = W t /\epsilon_0 P_0$ [2]. Here $W$ and $\omega$ are the power density produced as $\alpha$-particles, and lost via thermal conduction, respectively, and $t_0 = = R_0 (\rho_0 /\rho \epsilon_0 )^{1/2} (2C T_0)^{3/2}$ is the relevant time scale. The factor $(\rho_0 /\rho \epsilon_0 )^{1/2}$ accounts for the damping action of the dense fuel, opposing hot-spot expansion.

Recent numerical simulations have shown that the results of refs. [1,2] apply to the wider temperature range $4 \leq T \leq 15$ keV. In particular, rapidity of ignition depends only on the values of $\gamma_0$ and $\gamma_e$, and an
The ignition criterion can be approximately written as

\[ \rho_o R_o \left( \frac{\rho}{\rho_o} \right)^{1/3} \geq 5 \times 10^{-16} T_o^{19/12} / \langle \sigma v \rangle^{3/8} \] (g/cm²); \hspace{1cm} 4 \leq T_o \leq 15 \text{ keV.} \quad (1)

The RHS on eq. (1) is below 0.5 if 6.5 \leq T_o \leq 30 \text{ keV} and is a minimum (0.35) at \( T_o = 14 \text{ keV.} \) These results have been obtained by an upgraded version of the 1-D IMPLO Code [3], now a 3-T code, including radiation, neutron and charged fusion product energy diffusion [4] (the latter by either a simple model or a multigroup package; both are valid at \( T < 100 \text{ keV} \) [4]).

By using eq. (1) and imposing isobaricity we can write the minimum hot-spot energy required for ignition as \( E^* = E (P_o, T_o, \alpha) \), and the fuel gain of targets which are isobaric at ignition as \( GF = GF (M, T_o, P_o, \alpha) \) or \( GF = GF (E, T_o, P_o, \alpha) \) [5,6]; here \( M \) is the D-T mass and \( E \) its internal energy just \textit{before} ignition. We have \( E \) [kJ] = 0.8 \( Q'(T_o) \alpha^{3/5} / (P_0[T_{\text{bar}}])^{8/3} \), where \( Q'(T_o) \geq 1 \) is a weak function of \( T_o \) in the range \( 6 \times 15 \text{ keV}; \) \( Q'(9 \text{ keV}) = 1.0 \).

The fuel gain is practically independent on \( T_o \) (5 \leq T_o \leq 15 \text{ keV}), and its limiting value, and the corresponding pressure are

\[ GF = 1150 \times (E \text{ [kJ]}^{1/3} / \alpha = 4300 \times (M \text{ [mg]}^{4/15} / \alpha^{4/15}) \]

\[ P_o \text{ [Tbar]} = 8.3 \times (E \text{ [kJ]}^{2/3} / \alpha^{3/5} = 0.6 \times (M \text{ [mg]}^{8/15} / \alpha^{1/5}) \] \quad (2)

"Optimal working points" [6] could instead be those corresponding to the minimum energy \( E^+ \) required to ignite a fuel mass \( M \): \( E^+ \) [kJ] = \( 5 \times 3/5 \times (M \text{ [mg]}^{8/15} / \alpha^{1/5}) \). Indeed \( GF (M, \alpha) \) is close to limiting gain (\( GF \approx 2 GF \)), but \( P^+ \approx 0.4 P_o \), and \( R^+ \approx 2.2 R_o \), thus relaxing pressure and symmetry requirements.

From the gain curves of fig. 1 and eq. (2), we infer that, for "realistic" values of \( \alpha \approx 2 \div 4 \) and \( P_o \approx 0.1 \div 0.4 \text{ Tbar}, \) values of \( GF \geq 10^3 \) require that energies in the range \( E \approx 10^3 \div 300 \text{ kJ} \) (corresponding to absorbed driver energy \( E_a \approx 4 \text{ kJ} \)) are delivered to a D-T mass \( M \approx 1 \div 5 \text{ mg}, \) and that ignition is effectively triggered.

These results are being applied to the design of thermonuclear laser-fusion targets, imploded by unshaped laser pulses in a moderate intensity regime (i.e. \( 10^{12} \leq I \leq 10^{14} \text{ W/cm}^2 \)), in which plasma instabilities are not expected to occur (they should be important at \( I \lambda^2 > 10^{14} \text{ W/cm}^2 \)). Also, if \( I \leq I_S = 1.1 \times 10^{14} \text{ W/cm}^2 \), heat flow should not be saturated [7], making simulation results independent on the value chosen for the flux limiting parameter \( f (R_a \text{ is the ablation radius, } \lambda [\mu] \text{ is the wavelength}) \).

With the regard to the choice of the wavelength, it has been pointed out [8] that while shorter wavelengths yield higher ablation pressures (\( P \) scales as \( I^{4/9} / \lambda^{2/9} \) in the inverse-bremsstrahlung regime [9], i.e. if \( I \ll I_0 = 5 \times 10^{14} \text{ W/cm}^2 \)), as \( I > I_0 \), \( R \approx \lambda^4 / I \) [10], and as \( I \ll I_0 \), \( f < 1 \) [7], they result in lower thermal conductivity smoothing of illumination non-uniformity.
Intensities can be kept in the above range if thin hollow-shells are used [12]; an upper limit to their aspect ratio $A$ could be set by Raleigh-Taylor instability. Furthermore the implosion velocity has to be larger than some ignition velocity $\sim 3 \times 10^7$ cm/s. In the attempt to satisfy both of these conditions we consider double shell targets, which exploit the velocity multiplication (up to a factor $\approx 2$), that occurs when a larger mass collides elastically with a smaller one.

Preliminary results show that medium gain ($G \sim 100$) targets with fuel mass $M = 2 \pm 6$ mg, outer-shell radius $R_2 = 0.4 \pm 0.6$ cm, inner-shell radius $\sim R_2/3$, aspect ratio $40 \leq A \leq 80$, require $2 \pm 2.5$ MJ in a $25 \pm 50$ ns triangular pulse, with $0.53 \div A \leq 2\mu$ (we have taken $0.04 \leq \mu \leq 0.4$; lower mass and higher aspect ratio correspond to longer wavelength and/or lower $f$). A reference target is shown in Fig. 2. The gap between the shells is filled with low pressure gas, to make the collision elastic; the Al layer is a thermal shield.

Work is in progress to improve the design of this kind of targets (in particular to attain higher hydrodynamic efficiency) and to explore the potentiality of other concepts.
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Fig. 1 - Fuel gain GF versus the energy E delivered to the D-T fuel, for different fuel masses M.
1) \( M = 10^{-1} \) mg; 2) \( M = 1 \) mg; 3) \( M = 10 \) mg.

Fig. 2 - Reference double-shell target (not to scale). \( E_L = 2.3 \) MJ; \( \Delta t = 25 \) ns; \( \lambda = 1.06 \) \( \mu \).
NONLINEAR ION WAVES IN ABSOLUTE BRILLOUIN SCATTERING

J.A. Heikkinen, S.J. Karttunen, and R.R.E. Salomaa*
Technical Research Centre of Finland
Nuclear Engineering Laboratory
P.O.B. 169, SF-00181 Helsinki 18, Finland

Absolute growth of stimulated Brillouin scattering (SBS) occurs in the regime of weak linear damping of ion waves. In laser-plasmas mainly electrons are heated so that the conditions for weak ion wave damping (i.e. $Z T_e / T_i \gg 1$) are likely at the early stage of Brillouin scatter. In absolute Brillouin process the backscattered wave grows from zero level and no electromagnetic noise source is required for the onset of the instability. To prevent high SBS-reflectivities the damping of ion acoustic waves must strongly increase during the evolution of Brillouin process. This can be obtained by nonlinear ion heating (i.e. tail-heating) [1] or by subharmonics [2] and higher harmonics generation of ion waves [3].

In this paper we study the effects of higher ion wave harmonics on the absolute Brillouin backscattering using a time and space dependent WKB-model. For simplicity the plasma is taken homogeneous because a weak density gradient was not shown any essential new features in our study. By including higher harmonics of the SBS-excited ion wave $e_1 (k_1, \omega_1)$ we obtain the normalized equations [4]

$$
\frac{\partial e_0}{\partial \xi} = -e_1, \quad (1)
$$

$$
\frac{\partial e_-}{\partial \xi} = -e e^*, \quad (2)
$$

$$
\frac{\partial e_n}{\partial \tau} + \alpha_n \frac{\partial e_n}{\partial \xi} + (\beta_n + i \Delta_n) e_n = e_0 e^{*n}_1, \quad (3)
$$

$$
+ \kappa n \left[ \frac{1}{2} \sum_{p=1}^{n-1} e_p e_{n-p} - \sum_{p=1}^{n} e^{*}_n e_{n+p} \right],
$$
where $e_0$ is the pump, $e_-$ the backscattered amplitude and $e_n$ ($n = 1, 2, \ldots$) is the nth harmonic of the ion wave. The normalized damping $\beta_n$, detuning $\Delta_n$ and group velocity $\alpha_n$ depend on the mode number $n$ as: $\beta_n = nLg_1/c_s$ and $\Delta_n = n(n^2-1)k_1Lg_1^2\lambda_D^2/2$ and $\alpha_n = (1+n^2k_1^2\lambda_D^2)^{-1}$ where $Lg = 2/\sqrt{2}(c/v_0)\lambda_D$ is the basic gain length of SBS. The length is in units of $Lg$ and time is normalized to $Lg/c_s$ where $c_s$ is the ion sound velocity. Due to the large group velocity ratio $c^2k_0/\omega c^2$ the time derivatives in Eqs. (1) and (2) are neglected. The efficiency of the ion harmonics generation is described by the coefficient $\kappa = 4k_1^2c^2/\omega D^2$ which depends on plasma density. The electromagnetic modes $e_0$ and $e_-$ couple resonantly to the primary ion wave $e_1$ only. Thus the excitation of higher harmonics represent a loss mechanism i.e. a nonlinear damping for the SBS-generated ion wave.

The task remains to solve numerically Eqs. (1)-(3) with the boundary and initial conditions: $|e_0(0,\xi)| = |e_0(\tau,0)| = 1$, $|e_-(0,\xi)| = |e_-(\tau, L/Lg)| = 0$, $|e_n(0,\xi)| = |e_n(\tau,0)| = 0$, for $n > 1$ and $|e_1(\tau,0)| = 0$ where $L$ is the plasma length. To start the instability we assume the initial condition $|e_1(0,\xi)| = \varepsilon \neq 0$ which affect the initial transient stage only. Due to the boundary conditions the phases are locked at $\xi = 0$ and $L/Lg$. The time dependent SBS-reflectivity $r(\tau)$ is defined by the boundary condition $|e_-(\tau,0)| = \sqrt{r(\tau)}$.

Higher harmonics appear after the excitation of the primary ion mode $e_1$ so that they have no effect on the onset of Brillouin scattering. This means that the condition for the absolute SBS is same as for the pure three-wave case i.e. $\beta_1 < 2 [5,6]$.

Fig. 1 shows SBS-reflectivity as a function of time with harmonic number $n = 2, 6$ and $10$. The parameters are $L/Lg = 6.9$, $\beta_1 = 0.73$, $\kappa = 23 (n/\n cr = 0.15)$ and $\Delta_n = n(n^2-1) \times 0.024$. In the cases $n = 2$ (second harmonic) and $n = 6$ (six harmonics) the reflectivity approaches a limit cycle after the initial
transient and no steady-state exists. The period 5.5 is of the order of the acoustic transit time $t_{tr} = 6.9$ but no simple relationship between the two characteristic times was found when the parameters were varied. When ten harmonics ($n = 10$) are included the time structure disappears and a proper steady-state is reached. The steady-state reflectivity $r = 0.31$ is considerably smaller than the corresponding three-wave value [6]: $r = 1 - \beta_{1}^{2}/4 = 0.87$.

When the plasma length or the pump intensity (i.e. $L/L_g$) is increased the steady-state reflectivity approaches the three-wave limit $1 - \beta_{1}^{2}/4$. This is illustrated in Fig. 2 which shows the reflectivity as a function of $L/L_g$ for $n = 1$ (no harmonics) and $n = 6$ with the parameters $\kappa = 36$ ($n/n_{cr} = 0.1$), $\Delta_n = n(n^2 - 1)x 0.12$ and $\beta_{1} = 1$. Due to the larger detuning than in previous case (Fig. 1) a proper steady-state is obtained with six harmonics. In the region $L/L_g < 20$ harmonics generation dominates the linear damping leading to well reduced reflectivities as compared to the three-wave value.

In the limit of small damping and detuning ($\beta_{r}^{2}, \Delta_n + 0$) the amplitudes oscillates strongly when only few harmonics are included. The convergence with the harmonic number $n$ is slow and large values of $n$ are required to describe the process properly. When the damping and detuning are increased the time behaviour relaxes and typically 6 - 10 harmonics are needed ($\beta_n \sim n$ and $\Delta_n \sim n^3$). For a large damping or detuning the excitation of higher harmonics is quenched and the process behaves according to three-wave equations.

The harmonics generation of ion waves reduces SBS most strongly in well underdense plasma $n/n_{cr} < 0.2$ where SBS-growth is rather weak (recall the density dependence of $\kappa$).

Qualitatively results remain same for inhomogeneous plasmas where the absolute growth takes place if the condition $\beta_{1} < 2$ can be met locally in the high density region ($\beta_{1}$ decreases
with increasing density). This expands the parameter range for absolute Brillouin scatter in comparison with the homogeneous case.

4. J.A. Heikkinen et al., to be published.
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1. INTRODUCTION

The GEKKO XII (G-XII) system is designed and constructed in order to perform high-density compression experiment. System assembly of G-XII were completed in March 1983 and initial testing is going. The target experiment will start in December 1983 following the completion of the target irradiation system.

The conceptional view of G-XII is shown in Fig. 1. The laser beam from the master oscillator room on the first floor is guided to the steel optical bench on the second floor of the laser bay, and then is divided into twelve-beams.

Passing through the main amplifier chains fixed to the steel space frames, laser beams are guided into the gear room. The beams are switched to either a symmetric or a two directional irradiation target room.

The main oscillator is located in the oscillator room of 382m² clean room of class 1,000. The areas of the laser, the gear room, the target room I and II are respectively 2,250m², 900m², 900m² and 600m², which are class 10,000.

Fig. 1. Conceptional design of GEKKO XII glass laser system.
2. SYSTEM DESCRIPTIONS

The layout of G-XII is shown in Fig. 2. The design is similar to the GM-II system (which is a prototype of G-XII) except for several modifications. The laser system consists of a preamplifier section, a beam-splitting section, and twelve main amplifier chains. In the preamplifier section a spatially shaped laser pulse is generated to obtain a high filling factor, amplified and expanded to the beam diameter of 44mm. In the beam-splitting section, the laser pulse is split into twelve beams. The optical path lengths of the twelve beams are adjusted in this section. In each main amplifier chain the laser beam is amplified and expanded to the output diameter of 340mm. Each component is connected with beam tubes for dust-shield and air-turbulence protection. Nitrogen gas without dust is supplied to the components and beam tubes for the cooling of amplifiers and humidity prevention.

An actively mode-locked and Q-switched oscillator with a Nd:YLF crystal as an active medium provides a pulse train at 1.053μm. Table 1 shows the operating characteristics of this oscillator. The pulsewidth is variable between 90ps and 1.2ns by changing intracavity etalons and a modulation depth of the mode-locker. Wavefront distortion of the laser beam, measured by the Mach-Zhender interferometer, was less than λ/10 (λ=1.053μm). Single pulse energy from the pulse selector with triple Pockels cells which is activated by electronically triggered avalanche transistor circuits provides ~11μJ with variation of ±1.9 percent in 1,000 shots. The selected pulse is expanded to 22mm diameter. After amplification, the beam diameter is expanded to triple in size and the central 10.5mm is passed through a hard aperture AA. The beam diameter is then successively expanded to 44, 94, 190, and 340mm by the spatial filters. These spatial filters completely relay the image of the hard aperture AA to the target lens in order to reduce intensity nonuniformity due to Fresnel diffraction. The optical shutters prevent coupling between the amplifiers and reduce background emission reaching the target before the main pulse. The Faraday rotators prevent the damage of optical
components from the laser beam reflected from or transmitted through the target.

Table 2 lists the measured transmission wavefront distortions of the major optical components of the G-XII laser. Nd : phosphate glass LHG-8 was adopted as a laser glass of the G-XII system. All the components have wavefront distortions less than $\lambda/7$ ($\lambda=632.8$ nm). In assembling the disk amplifiers and Faraday rotators, optical components are arranged to cancel the wavefront distortions each other. All laser components are assembled in a clean room of class 100 adjacent to the laser bay.

A block diagram of the control system is shown in Fig. 3. It monitors the flashlamp current, the Faraday rotator current, the nitrogen flow rate, the purity of the cooling water, and the vacuum of the spatial filters. The functions of the beam diagnostics controller are to monitor the laser beam, the optical shutter and the oscillator.

Table 1. Operating characteristics of the oscillator.

<table>
<thead>
<tr>
<th>Item</th>
<th>Number of components</th>
<th>Wavefront distortion at 632.8nm (average value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Laser glass RA 29 V</td>
<td>3</td>
<td>$\lambda/16.3$</td>
</tr>
<tr>
<td></td>
<td>80 V</td>
<td>$\lambda/8.2$</td>
</tr>
<tr>
<td>2. Faraday glass FR 100 V</td>
<td>12</td>
<td>$\lambda/16.5$</td>
</tr>
<tr>
<td></td>
<td>200 V</td>
<td>$\lambda/17.2$</td>
</tr>
</tbody>
</table>

Table 2. Measured transmission wavefront distortion of the optical components.

Fig. 3. Block diagram of the control system for GEKKO XII.
Table 3. Laser performance of GEKKO XII.

<table>
<thead>
<tr>
<th></th>
<th>12 beams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam number</td>
<td>12 beams</td>
</tr>
<tr>
<td>Beam diameter</td>
<td>340mm</td>
</tr>
<tr>
<td>Output energy</td>
<td>20kJ</td>
</tr>
<tr>
<td>Peak power</td>
<td>40TW</td>
</tr>
<tr>
<td>Output reproducibility</td>
<td>± 10%</td>
</tr>
<tr>
<td>Energy balance</td>
<td>± 5%</td>
</tr>
<tr>
<td>Prepulse ratio</td>
<td>3x10^-8</td>
</tr>
<tr>
<td>Repetition time</td>
<td>1 hour</td>
</tr>
</tbody>
</table>

3. LASER PERFORMANCE

Table 3 shows the laser performances of G-XII. The design performance of G-XII is output energy of 20kJ at 1ns and peak power of 40TW at 0.1ns. These performances are guaranteed with sufficient margin.

4. SUMMARY

The GEKKO XII glass laser can deliver 20kJ in 1ns and 40TW in 0.1ns. Twelve-beams with the final output diameter of 340mm are switched to the target room I or II depending on the experimental program. Target rooms I and II have a symmetric and two directional irradiation target chambers respectively.
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HIGH ELECTROSTATIC FIELDS AND OSCILLATIONS IN EXPANDING INHOMOGENEOUS PLASMAS WITHOUT EXTERNAL FIELDS OR WITH LASER IRRADIATION

H. Hara, P. Lalousis, A.K. Ghatak, D.A. Jones* and S. Talapaga-Rosenberger
Department of Theoretical Physics, The University of New South Wales, Kensington, 2033, Australia

This paper reports on the numerical discovery and the analytical formulation of the fact that all plasmas with inhomogeneities in the plasma density and/or the temperatures have high electrostatic fields. These fields are important for inertial confinement as a reason for strongly reduced thermal transport or by suppression of energetic electron penetration by electrostatic double layers, or for magnetic confinement when causing $E \times B$-drifts not generally recognized before.

The motivation was to study the nonthermal direct electrodynamic interaction of lasers with plasmas by nonlinear forces[1] where the optical fields act at the plasma electrons dragging along the ions electrostatically. While the two-fluid plasma theory was so successful for explaining very many phenomena (including the ponderomotive effects of the nonlinear forces), the restriction to small local non-neutrality prevented the treatment of the electrostatic effects. In order to overcome these difficulties, a numerical code with one spatial dimension $x$ for two genuine fluids (for electrons and ions) was established where detailed nonlinear optical and dynamical effects were included and time steps much less than the plasma oscillation time was necessary. Though advanced programming led to several reductions - especially a matrix procedure for exact solutions of the wavefields with reflection - nevertheless, only long computer runs led to the first results[2].

Without any external magnetic or laser fields, Fig. 1 shows the electrostatic fields up to some $10^6 \text{V/cm}$ in the real plasma slab of 10 $\mu \text{m}$ thickness of about keV temperature and about $10^{21} \text{cm}^{-3}$ density. After 40 periods, the fine ripple of the oscillations has decayed by Coulomb collisions (seen as faster decay for lower temperature) and the monotonous slope of the strong electrostatic field remains.

While the numerical results deserve full generality, the following analytical model includes some simplifications. Differing from the two-fluid model, the two genuine fluid model does not run into difficulties with the Poisson equation[3] but can actively use it unrestrictedly. After temporal differentiation, substitution by the equation of continuity and spatial integration, Poisson’s equation for the electric field strength $E$ in the $x$-direction of the plasma

$$\frac{\partial}{\partial t} E = 4\pi n \left( \frac{\partial E}{\partial x} - Z n I \right)$$

where $Z$ is the ion charge number. Further temporal differentiation and substitution of the terms on the r.h.s. by the equations of motion and assuming - only at this point of the analytical model - $n_e = Z n I$ for adding viscosity terms with the Coulomb collision frequency $\nu$, we arrive at

$$\frac{\partial^2}{\partial t^2} E + 2 \gamma \frac{\partial E}{\partial t} + \omega_p^2 E = 4\pi n \left( \frac{3Z n I}{m_i} \frac{3T n I}{3x} - \frac{3k}{m_e} \frac{3T n e e}{3x} \right)$$

where

$$\gamma = \frac{\nu}{2} \left( 1 + \frac{Z m e}{m_i} \right); \quad \omega_p^2 = 4\pi e^2 \left( \frac{n_e}{m_e} + \frac{Z^2 n I}{m_i} \right); \quad \text{if } \omega_p > \frac{\nu}{2}$$

using the plasma frequency $\omega_p = \omega_p \nu$. Simplifications in the interpretation of the partial differentiations lead to the local solution of Eq. (2)
well explaining that fast oscillations with the plasma frequency $(\omega_p^2 - \nu^2)^{1/2} = \omega_p$ are decaying by the collisions. What remains is an electrostatic field, determined by the first bracket in Eq. (3) where the ion and electron pressures are $p_i = n_i kT_i$ and $p_e = n_e kT_e$. This remaining field is approximately

$$E = -\frac{4\pi e}{\omega_p^2 m_e} \frac{3}{3x} \left( n_e kT_e \right)$$

(4)

For the example of Fig. 1, the temperatures and the densities have not changed much from the initial values at $x = 0$, with the result $E = 2.58 \times 10^6 \text{ V/cm}$ from Eq. (4) in agreement with the numerical values.

For the case with laser irradiation, Fig. 2 represents the numerical result of $10^{16} \text{ W/cm}^2$ neodymium glass laser irradiation, where electrostatic fields up to $2 \times 10^8 \text{ V/cm}$ are produced after 1.5 psec. The nonlinear force requires an additional term in the equation of motion for the electrons

$$f_{NL} = \frac{1}{2} \left( \frac{\partial}{\partial x} \right) \left( E^2 + H^2 \right)$$

(5)
where \( E \) and \( H \) are the electric and the magnetic field strength of the laser in the plasma. Further terms are not effective for this geometry as long as we consider the monochromatic wave interaction. The question what additional terms are to be used [5, Eq. (10)] was clarified before [1] since 1969: only all these terms and no others produce the necessary shearfreeness of the forces at oblique incidence of laser radiation on plasma. The electron density between \( x = 0 \) and the caviton at 4 \( \mu \)m has been increased by the dynamics from low initial values up to densities above the critical density \( n_{\text{cr}} = 10^{21} \text{cm}^{-3} \) which, at this time step, prevents the penetration of light to the plasma. This self-shutting of laser irradiation by the plasma was observed before from one-fluid computations [1] if the exact wave field with reflection was included. The result confirms the driving mechanisms of the electrons by the nonlinear forces. Electrostatic oscillations are generated at each change of the driving of the electrons by the laser field and have been followed up within the laser field oscillations.

The result of Eq. (4) has very general validity for plasmas: Any inhomogeneity in a plasma produces electrostatic fields, any gradient in the electron density and/or any temperature gradient. For laser-fusion, these fields lead to a reduction of thermal conduction current \( C \). The double layer in a DT plasma reduces \( C \) to the pure ion conduction (smaller by \((m_e/m_i)^{1/2} = 1/68\)), or explained from the kinetic theory from

\[
\begin{align*}
\left( E^2 + H^2 \right) / 8\pi & \quad \text{and} \\
(\varepsilon \varepsilon_0)^{1/2} & \quad \text{or explained from the kinetic theory from}
\end{align*}
\]

Fig. 2. \(10^{16} \text{ W/cm}^2 \) neodymium glass laser irradiation from the left side on a 25 \( \mu \)m thick hydrogen layer at 1.5 psec. Initially at \( t = 0 \), a parabolic density profile \( n_e = n_i \) of \( T_e = T_i = 1 \text{ keV} \) at rest \( v_i = v_e = 0 \) was thermally expanding and developing during the first 0.5 psec without laser irradiation damping out electrostatic oscillations due to the initial conditions. When the laser is switched on, producing an electromagnetic field density \((E^2 + H^2) / 8\pi \), the nonlinear force driven motion produced a density minimum (caviton) at 4 \( \mu \)m producing ion velocities up to \( 10^7 \text{ cm/sec} \) and electrostatic fields up to \( 2 \times 10^8 \text{ V/cm} \).
\[ C = -\frac{4\pi m_e}{6} \int_0^\infty v^5 \mathcal{L} \left( \frac{\partial f^0}{\partial x} - \frac{e}{2m_e} \frac{\partial}{\partial (v^2)} E \right) \, dv \]  
(6)

\( v \sim \) kinetic electron velocity, \( f^0 \sim \) equilibrium distribution function; \( \mathcal{L} \sim \) mean free path

what has been concluded indirectly[4] from pellet fusion gains which agree with the measurements only if C is taken 100 times smaller.

For cases of magnetic fusion confinement, one has to generalize Eq. (4) by a magnetic pressure term

\[ E = -\frac{4\pi e}{\omega^2 m_e} \frac{\partial}{\partial x} (p - H_s^2/8\pi) \]  
(7)

where the interpretation of internal and external fields has to be given[6]. Assuming the confining magnetic field \( H_s \) in a similar way as the wall limitation by a probe, the static electric field of Eq. (7) will cause an \( E \times B \) drift with a velocity \( v_d \) in a cylindrical or toroidal plasma column of approximately

\[ v_d = \frac{3T}{rB} \]  
(8)

in m/sec, if the average plasma electron temperature T is given in eV, the magnetic field B in Tesla, and the radius r of the plasma in meter. This would explain the observed rotation velocity of \( 3 \times 10^4 \) m/sec of theta-pinches[7] taking \( r = 1 \) cm, \( B = 3 \) Tesla, and \( T = 300 \) eV. For a stellarator of \( B = 3 \) Tesla, \( T = 1 \) keV, \( r = 3 \) cm, \( v_d \) results in \( 3 \times 10^4 \) m/sec plasma rotation velocities.
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SCALING LAWS FOR THE RESISTIVE LONGITUDINAL INSTABILITY IN FINITE CHARGED BEAMS*

Abraham Sternlieb
Soreq Nuclear Research Centre
Yavne 70600, Israel

ABSTRACT

Heavy ion beams are considered as possible drivers in an inertial confinement fusion scheme /1/. The high required intensities introduce space-charge effects. It has been shown analytically that a finite cold beam is longitudinally stable when a small resistive term is present /2,3/. This is confirmed by our simulations /4/ which show that for resistivities causing less than one e-folding of a perturbation over the bunch length, the beam is stable (unlike a coasting beam), probably due to end reflections. However, for resistivities causing more than three e-foldings, the beam is unstable (emittance deteriorated exponentially). We discuss the implication of this instability threshold for a few cases: (a) a full-scale driver model; (b) a multiple-beam driver; (c) single beam transport experiment-SBTE (LBL); (d) slow e-beam experiment (Maryland).

INTRODUCTION

A 1-d particle simulation code /5/ is used to investigate the stability of finite charged beams in a resistive transport line. Linear theory shows stability for resistive force values to be small compared to space-charge forces /2,3/. It was suggested that this occurs when the e-folding length of the perturbation is long compared to bunch length. To check this, particle computer simulations have been performed /4/ including various resistive force values. The line charge density distribution was parabolic /3/. The simulation results indicate clearly that for a resistive force corresponding to less than one e-folding of the perturbation over the beam length, the beam is stable, while for a resistive force corresponding to more than three e-foldings, the beam is unstable and the longitudinal emittance grows uncontrollably. The simulation results both confirm and extend the theoretical results beyond the linear regime. It seems that for low enough resistive force terms, the perturbation is stabilized during reflection from the bunch ends.

It is calculated that the resistance of typical one beam driver model is in the instability range. Stability may be achieved, e.g. using a multiple beam driver /6/. We also calculate the resistive threshold values for the design parameters of SBTE /7/ at LBL and for the slow e-beam experiment /8/ at Maryland.

The longitudinal resistive threshold is a pure computer simulation result. No coupling to the transverse modes is assumed. Therefore a 2-d or 3-d simulation code is desirable. The resistance is assumed to be frequency independent and the beam velocity constant. Coasting beam results /9/ indicate

(*) Part of this work was performed during the author's stay at Lawrence Berkeley Lab.
that longer wave length modes are more active. This result seems to complement a more detailed investigation /10/.

Finally, we suggest that results obtained from computer simulation may provide input for a possible active feedback stabilization of the longitudinal resistive instability.

THEORETICAL AND SIMULATION MODEL

The simulation follows in a self-consistent manner the non-linear longitudinal behavior of a bunched beam in the presence of a resistive wall. The distribution function is given by /3/:

\[ f_o(x,v) = \frac{(3N/2\pi x_o v_o)}{(1 - x^2/x_o^2 - v^2/v_o^2)^{3/2}} \]  

where \( x_o, v_o \) are the maximum values for \( x \) and \( v \). The resultant linear density is:

\[ n(x) = \frac{(3N/4x_o)}{(1 - x^2/x_o^2)} \]  

where \( N \) is total number of particles in the bunch. The forces acting on the bunch are:

(a) Space-charge defocussing force: \(-e\partial n(x)/\partial x \) (long bunch).

(b) Resistive force: \(-eRn(x)\), where \( R = R'v_o \). \( R' \) is the average wall resistance per unit length, and \( v_o \) is the beam velocity.

(c) Focussing forces to balance (a) and (b): \(-Kx + eRn(x, t=0)\), where \( K \) is a constant.

We study a cold finite beam moving with the simulation system. For a cold beam we require: \( v_{th} << v \). \( v_{th} \) is thermal spread and \( v \) is the phase velocity of the perturbation, given by: \( v = q(n/m)^{1/2} \), where \( q \) is the particle charge and \( m \) is the particle mass. For comparison purposes, we use cold coasting beam formulae for growth rate \( \gamma_k \) and real frequency \( \omega_R \):

\[ \gamma_k = \frac{\pm 1}{2} \frac{v}{p} \frac{R}{g} \quad ; \quad \omega_R = \frac{\pm v}{p} \frac{k}{l} \]  

where \( g \) is a geometric factor taken as 1 and \( k \) is the wavenumber of the perturbed mode. Relations (3) hold to good accuracy for \( R/kg<1 \), which in our computer model becomes \( R<0.1 \) (\( k>0.1 \)). This condition is equivalent to the small resistive term approximation, which predicts stability /2/.

We use dimensionless code units, explained in Ref (5), and take: \( L_s \) (system length) = 128; \( L_B \) (bunch length at \( t=0 \))=64; \( v_{th} \) (maximum)=13; \( v_p \) (at \( t=0 \))=2.2; \( R=0.03,0.1 \).

The e-folding time of the perturbation is defined as \( \gamma_k t=1 \), and the e-folding length \( l \) is defined as: \( l=\gamma_k t/v = \gamma_k = 2\pi R \). For \( R=0.03 \) we have \( t=5 \) and \( l=66(L_B) \). For \( R=0.1 \) we have \( t=1,7 \) and \( l=20 \) (\( L_B/3 \)). We have not checked whether \( R=0 \) (1=\( \omega \)) means stability, irrespective of initial perturbation amplitude. This should be further investigated.
SIMULATION RESULTS AND APPLICATIONS

The simulation results can be summarized as follows:

1. For $R \leq 0.03$ ($R = 0.03$ corresponds to one e-folding of the perturbation over the bunch length), the bunch is stable. This regime corresponds to the linear theoretical analysis /2/.

2. For $R \geq 0.1$ (more than 3 e-foldings), the bunch is destroyed by the growing waves.

It is desirable to check this non-linear threshold behavior in experiments. The translation from code units to MKS-C unit (or vice-versa) is performed by using the following relationship:

$$ R^{-1} = \left( \frac{L_B}{4\pi\varepsilon_0} \right) \left( \frac{m/2eT_B}{R} \right), \tag{4} $$

where the barred quantities are in MKS-C units, the unbarred are in code units, $R^{-1}$ is resistance per unit length, $L_B = 64$, $\varepsilon_0 = 8.85 \times 10^{-12}$ (MKS), $m$ is particle mass, $E$ is particle energy, $\tau_B$ is pulse length, and $R = R'v_B (R = Rv_B)$. In obtaining eq. (4) we have used Ref. (5), $E = mv_B^2/2$, and $L_B = v_B\tau_B$.

We also require a minimum accelerator length which permits at least one end reflection. This can be formulated as: $L_A > L_B - v_B\tau_B$, where $L_A$ is the accelerator length. We use the following relationships (MKS-C) to find how to change the beam parameters in order to permit a practical $L_A^*$ value, when necessary: $L_B = v_B\tau_B$, $v_p = q(n/4\pi\varepsilon_0 m)^{1/2}$, $m v_B^2/2 = E$, $n = \tau/e v_B$. Then we get:

$$ \frac{2.2^{1/4} \sqrt{4\pi\varepsilon_0}}{\sqrt{m} - 1/4 \sqrt{q}} \frac{E^{5/4} \tau_B}{\sqrt{1}} \leq L_A \tag{5} $$

Next, we calculate the threshold behavior for some proposed or existing experiments:

1. A typical HIF driver design includes: $R = 100 \Omega/m$, $v_B = 10^8 \text{m/sec}$, $L_B = 10 \text{m}$, $N = 10^{15}$, Cs$^{+1}$. Using eq. (4), we obtain $R = 0.2$, which is unstable.

2. An approach has been proposed for a HIF driver which uses a multitude of low current beamlets /6/. This permits a larger current to be transported through the same aperture as compared to a single beam, so one can use shorter bunches to transport the same charge. When $I = v_p/\gamma_k$, $R^{-1}$ and $v_B$ are kept constant, shorter bunches tend to be more stable.

3. The single beam transport experiment (SBTE) at LBL has: Cs$^{+1}$ ions, $E = 200 \text{ keV}$, $I = 20 \text{mA}$, $\tau_B = 5 \text{usec}$, $v_B = 5.36 \times 10^5 \text{ m/sec}$, $L_B = 2.68 \text{m}$. To have instability, one uses eq. (4) with $R \geq 0.1$, which gives: $R > 40 \Omega/m$. Below 13 k$/\mu\text{m}$ we expect stability. However, from eq. (5) we get $L_A > 93 \text{m}$ which is much longer than in reality. We can reduce $E$, $\tau_B$ and/or increase $I$, e.g., $E\tau_B$ can be reduced by a factor of 10 and eq. (4) should then be used again e.g., $R^{-1} > 0.5 \text{ k$/\mu\text{m}$}$, if we desire instability ($R = 0.1$).

4. The slow e-beam experiment at U. of Maryland has: $E = 1-10 \text{ keV}$ (we take 5 keV), $\tau_B = 5 \text{usec}$, $I = 200 \text{mA}$, $v_p = 4.18 \times 10^7 \text{ m/sec}$, $v_B = 2.75 \times 10^7 \text{ m/sec}$. One gets: $L_B = v_p \tau_B = 209 \text{m}$ and $L_A > 300 \text{km}$. To have practical $L_B$ and $L_A$ values, one may, e.g., reduce $E$ and $\tau_B$ by two orders of magnitude each and increase $I$ by
two orders of magnitude (eq. 5). This will decrease $L_B$ by three orders of magnitude, to $21\text{cm}$, $v_p$ will be increased by $\sqrt{10^{32}}=30$, to $8\times10^7\text{m/sec}$, and $L_A$ will become: $L_A \approx 1\text{m}$. Then we have: $E=50\text{eV}$, $\tau=50\text{msec}$, $I=20\text{A}$. From eq. (4) we find ($R=0.1$) that $R_B=50\text{k}\Omega/\text{m}$ should cause instability.

In summary, by inserting known artificial resistances in existing experiments, one can check the validity of the computer-found threshold for the resistive longitudinal instability in finite charged beams.
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INVERSE BREMSSTRAHLUNG EFFECTS IN THE CORONAE OF
LASER-IRRADIATED PELLETS AND SLABS

J.A. Nicolás and J.R. Sanmartín
E.T.S.I.Aeronáuticos, Universidad Politécnica de Madrid
Ciudad Universitaria, Madrid-3, Spain

In recent, quasi-steady analyses of the spherical, ablative corona of a laser-irradiated pellet, absorption was assumed to occur at the critical density \( n_{CR} \). Both classical and saturated heat-flux, and ion-electron energy exchange where taken into account. If the ion charge number \( Z_i \) and mass per unit charge \( m_i = m_e/Z_i \), the instantaneous pellet radius \( r_a \) and laser power \( W_L \), and its wavelength (or equivalently \( n_{CR} \)), are given, one can obtain quantities of interest such as the ablation pressure \( P_a \), the critical radius \( r_{CR} \), and the mass ablation rate \( 4\pi m_i \). Dimensionless functions \( (P_a = P_a/r_Cr \cdot V, r_{CR}/r_a, \text{ and } \mu = \mu/r_Cr \cdot V) \) of the parameters \( Z_i, W = W_L/r_Cr \cdot V^3 \), and heat-flux limit factor \( f \). We have introduced \( r_Cr = \frac{m_e r_Cr}{m_i} \), a convenient speed \( V = (r_a \cdot n_{CR}/m_Cr \cdot K)^{1/4} \), and the factor \( K \) of Spitzer’s classical heat-flux \( (\approx -K T^{5/2} dT/dr, \text{ the electron temperature } T \text{ being in energy units}). \)

Lately the search for more ablative conditions in laser-irradiation of targets has moved the interest into shorter wavelengths (larger \( n_{CR} \)) and larger pellet radii. For such conditions inverse Bremsstrahlung absorption in the underdense flow can be substantial /5/. Here we attempt to quantitatively determine that absorption using the model of Refs. /3/ and /4/. Inverse Bremsstrahlung introduces into the model the electron mass \( m_e \) and the light speed \( c \), and is found here to be parametrized by the ratio \( m_Cr/m_e \). Close to unity for all cases of interest. Large values of \( n_{CR} \) and \( r_a \) lead to relatively low \( I_0 \) typically). Recently Sanmartín et al. have considered effects due to a suprathermal electron population generated by resonant absorption, at higher values of \( W \) (105-106); it was found that hot-electron effects are parametrized by the ratio \( m_Cr/m_e \) too /6/.

Using the continuity equation \( n_r v^2 = \mu \) (independent of \( r \)), the momentum and energy equations for the quasineutral ion-electron fluid read

\[
\frac{m_e v}{dr} = \frac{T}{r} \left( 2 - \frac{d}{dr} \ln T/\ln r \right) , \tag{1}
\]

\[
\frac{\mu}{r^2} \left[ \frac{1}{2} m_v^2 + \frac{5}{2} T \right] - K T^{5/2} \frac{dT}{dr} = 0 , \quad r < r_{CR} \tag{2a}
\]

\[
=r , \quad r > r_{CR} \tag{2b}
\]

where \( v \) is the ion velocity and \( I \) the laser irradiance, which is given by

\[
\frac{1}{r^2} \frac{d}{dr} r^2 I = K I \tag{3}
\]

here \( K \) is the absorption coefficient /7/. Equations (1)-(3) can be solved for \( v(r), T(r), \text{ and } W(r) = 4\pi r^2 I(r) \), and the eigenvalues \( \mu, r_{CR}, \text{ and } P_a \), by using the conditions

\[
n = 0 , \quad \frac{v}{T} = \frac{\mu}{r_a^2 P_a} \quad \text{at } r_a
\]
$T \to 0$, $W \to W_L$ as $r \to \infty$

$\nu r^2 = \mu / n_{cr}$ at $r_{cr}$

either $r = r_{cr}$ or $2 = d \ln T / d \ln r$ where $\overline{m} v^2 = T$.

In Eqs. (2b) and (3) we assumed that the light power $W_{cr}$ reaching the critical surface is absorbed there by some unspecified anomalous process. We also assumed that $Z_i \gg 1$; in this way the ion temperature is uncoupled (ion pressure and internal energy are negligible) and the problem is simplified. We use classical heat-flux everywhere, an approximation justified, for the $W$ values of interest, in Refs. /4/ and /6/.

The ratio $r_{cr} / r_a$ decreases as $\hat{W}$ decreases with $\overline{m} V / m_{ec}$ fixed. We find that for $r_{cr} > 1.215 r_a$ the flow at $r_{cr}$ is supersonic (the sonic speed is reached at $r = 1.215 r_a$); the solution for the range $r_a < r < r_{cr}$ is the same one given in Ref. /3/. The flow at $r_{cr}$ is sonic if $\eta^* r_{cr} < 1.215 r_a$; here $\eta^*$ is a function of $\overline{m} V / m_{ec}$, and lies within the range 1--1.215. For $r_a < r_{cr} < \eta^* r_a$ the flow at $r_{cr}$ is subsonic. When $(r_{cr} - r_a) / r_a$ is small heat conduction is restricted to a thin layer surrounding the pellet.

If $(r_{cr} / r_a) - 1 = 0(1)$, the results of Ref. /3/ are recovered for $\overline{m} V / m_{ec}$ small. If $(r_{cr} / r_a) - 1 < 1$, those results are recovered when $10^2 x (\overline{m} V / m_{ec}) / W$ is small. The ratio $(\overline{m} V / m_{ec}) / W$ is proportional to the quantity $1 \lambda^3 / r_a$ ($\lambda$ is wavelength) introduced by Mora /5/.

In Fig. 1(a) we have represented the fraction of laser power absorbed by inverse Bremsstrahlung, as a function of $\hat{W}$ for several values of $\overline{m} V / m_{ec}$; also shown is the ratio $r_{cr} / r_a$. In Fig. 1(b) we represented the ablation pressure $P_a$ normalized to its value for $W = 0$, $\overline{m} V / m_{ec} = 0$. The curves change behaviour when $r_{cr} / r_a = 1.215$, and again when $r_{cr} / r_a = \eta^* (\overline{m} V / m_{ec})$. Numerical data for $r_{cr} / r_a < \eta^*$ are not shown in the figure. Asymptotic results for low $\hat{W}$ ($r_{cr} / r_a + 1$) are also presented. The mass ablation rate $4 \pi m_{amu}$ is the same of Ref. /3/ for $r_{cr} / r_a > 1.215$.

We have also considered large focal-spot irradiation of slabs, leading to one-dimensional, unsteady problems. We approximated the irradiance $I$ in the rising-half of the laser pulse by a law $I(t) = I_0 (t / \tau)^{5}$. For large $Z_i$ and classical heat-flux one has the equations ($x > 0$, $t > 0$)

$$\frac{\partial n}{\partial t} + \frac{\partial}{\partial x} n v = 0, \quad \overline{m} n \left( \frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} \right) = - \frac{\partial}{\partial x} n T$$

$$n T \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} \right) \ln \frac{n^{3/2}}{\eta^*} - \frac{\partial}{\partial x} \frac{\partial T}{\partial x} = \frac{\partial}{\partial x} K I .$$

There are two dimensionless parameters, as in the spherical case,

$$\hat{I} = \frac{I_0}{\rho c U^3}, \quad \overline{m} U / m_{ec} ,$$

where $U = (n_{cr} / K m_{ec}^{5/2})^{1/3}$. If $\hat{I} \ll 1$, conduction is restricted to a thin deflagration layer, which is quasisteady /8/. If, in addition, $s = 3/2$ the flow outside that layer is self-similar. We have determined all quantities for $\hat{I} \ll 1$ and $(\overline{m} U / m_{ec})^{3/2} / \hat{I}$ large and small (when the results of Ref. /8/ are recovered). The ratio $(\overline{m} U / m_{ec})^{3/2} / \hat{I}$ is proportional to $I_0 \lambda^3 / \tau^{1/2}$ a quantity
Fig. 1(a) Ratio of critical to pellet radius $r_{cr}/r_a$ and inverse Bremsstrahlung absorption $(W_L - W_{cr})/W_L$, and (b) ablation pressure $P_a$ (normalized), versus laser power $W_L$ (in dimensionless form), for values of $mV/m_ec$ indicated; ---, behaviour at low power.
introduced by Mora /5/. For the ablation pressure \( P_\text{a} \) at \( t=\tau \) we get

\[
\frac{P_\text{a}}{\rho_{\text{cr}} I_0^{1/3}} = \frac{8}{5^{4/3}} \left( \frac{\mu U/m_e c}{\xi^{2/3}} \right)^{2/3} \ll 1
\]

\[
= 0.45 \frac{\mu U/m_e c}{\xi^{2/3}} \ll 1.
\]
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SPHERICAL EXPANSION PLASMAS IN ION BEAM IMPINGED PELLETS

A. Barrero and L. Rosety
J. Sanz
E.T.S.I.Aeronáuticos. Universidad Politécnica de Madrid, Madrid, Spain

Hydrodynamics of the ion beam plasma interaction plays an essential role for achieving break-even conditions in ion beam fusion, since entropy (generated in the energy absorption process) should be kept low inside the dense pellet while mass and energy should inflow efficiently. Clearly, this is only possible if the pressure at the pellet surface (the ablation pressure \( P_a \)) depends on time in a spherical manner and therefore ion beam energy pulse and ion beam current should be appropriately shaped.

Our purpose is to obtain, by means of an analysis of the corona flow, simple analytical scaling laws relating the ablation pressure and the plasma mass ablated rate to the beam energy and other parameters such as the beam current (or beam mass rate), the pellet radius \( r_a \) and the plasma ion mass \( \text{m}_i \) and charge number \( Z_i \).

The planar problem has recently been studied assuming ion beam pulses for which self-similar solutions are possible /1/. The results showed the existence of an ablation regime with a well-defined surface ablation (where density peaks and temperature goes to zero) separating an isentropic compression region from a much wider expansion flow where the energy beam absorption occurs.

Here we consider a spherical quasi-neutral expansion flow of a single ion-species plasma under the irradiation of an intense ion beam. This expansion flow may be assumed steady (\( \partial \theta / \partial t \ll \partial \theta / \partial r \)) if the pellet/corona characteristic velocity ratio (and therefore the characteristic time) is small. Since the momentum fluxes produced by \( P_a \) in pellet and corona are comparable, the characteristic density in the expansion must be much smaller than the density pellet, so that the density in the corona should go to infinity at the pellet surface while temperature vanishes there since \( P_a \) remains finite.

We have also assumed that the beam is both cold and neutralized previously by electrons, and beam density is so small compared with plasma density that ion beam backward flow occurring after the release of its energy may be neglected; beam and plasma interact through the classical Coulomb scattering /2/, but we only consider low \( Z_i \) targets since modifications to the stopping power due to collective plasma and atomic ionization processes are not taken into account /3/.

In addition, it is easy to prove that for the conditions of interest in ion beam fusion 1) the momentum transferred from the beam to the plasma is negligible compared with the isotropic energy deposition, 2) heat conduction is small as against energy convection and 3) ion-electron energy exchange is so efficient that the ion and electron temperatures become equal. Then, for a spherical steady flow the continuity and momentum equation for the beam and continuity, momentum and total energy equations for the plasma
may be written
\[ n_b \nu_b r^2 = \nu_b, \]
\[ m_b n_b \nu_b \frac{dv_b}{dr} = R, \]
\[ n \nu r^2 = \mu, \]
\[ m_i n \nu \frac{dv}{dr} = -(Z_i + 1)Z_i^{-1} \frac{d(n \mu T)}{dr}, \]
\[ \mu [5(Z_i + 1) k T / 2 Z_i + m_i \nu^2 / 2 Z_i] = \nu_b m_b \nu_b^2 / 2, \]
\[ R = 4\pi e^4 \ln \Lambda n \nu_b (m_e \nu_b^2)^{-1} \int_{0}^{\nu_b/(2 k T / m_e)^{1/2}} \phi(y) = 2\pi^{-1/2} \left[ \int_{0}^{y} \exp(-t^2) dt - y \exp(-y^2) \right], \]
where \( n, \nu \) and \( T \) are density, velocity and temperature respectively (subscripts \( b, e \) and \( i \) referring to beam, electrons and ions) and \( e, k \) and \( \ln \Lambda \) are the electron charge, Boltzmann's constant and Coulomb logarithms. Both the beam and the ablated plasma flow rates \( 4\pi m_b \nu_b^2 / 2 \) and \( 4\pi m_i \mu Z_i \) are independent of the radius \( r \).

Since \( \mu \) and \( P_a \) are unknown we must have two additional boundary conditions, then
\[ T = 0 \quad \text{at} \quad r = r_a, \]
\[ T + 0 \quad \text{as} \quad r \to \infty. \]

Now defining the dimensionless variables
\[ \Omega = \alpha^{-2/5} \beta^{1/5} \eta^{2/5} m_b \nu_b^2 / 2E_b, \quad \Theta = \alpha^{-2/5} \beta^{-4/5} \eta^{2/5} T / T_r, \]
\[ Y = \alpha^{-2/5} \beta^{-4/5} \eta^{2/5} m_i \nu^2 / Z_i k T_r, \quad n = r / r_a, \]
choosing
\[ k T_r = \frac{Z_i}{m_i} \left( \frac{Z_i}{Z_i + 1} \right)^{2/5} r_a^4, \quad \beta = \frac{\nu_b E_b}{\mu k T_r}, \]
\[ \alpha = \frac{2\pi e^4 \ln \Lambda m_b \mu}{m_e E_b r_a (Z_i k T_r / m_i)^{1/2}}, \quad \beta^* = \frac{m_e E_b}{m_b k T_r}, \]
and introducing them into the above equations we arrive (after some manipulation) to the following phase plane equations
\[ \frac{d\Omega}{dY} = \frac{[2\Omega^2 Y^{1/2} + 5\phi(X)] (2Y - \Omega)}{Y^{1/2} [6Y \Omega (3\Omega - Y) - 10Y^{1/2} \phi(X)]}, \quad (1) \]
the boundary conditions are:
\[ \Omega = \frac{5(Z_i+1)Y^{1/2}}{2Z_ia^{1/2}B^{2/5}} \quad \text{and} \quad \eta = 1 \quad \text{at} \quad Y = 0 , \]
\[ \Omega = Y/2 \quad \text{and} \quad \eta = \beta^2(Y/2)^{5/2} \quad \text{at} \quad Y \to \infty . \]

The solution to equation (1) near the nodal point \( Y=0, \Omega=0 \), is \( \Omega=CY^{1/2} \) (the constant \( C \) being related to the eigenvalues \( \alpha \) and \( \beta \) through the boundary conditions) and since \( \Omega=Y/2 \), for large \( Y \), we must have \( \Omega=2Y \) in a certain point of the interval \( 0 \leq Y \leq \infty \). In addition, \( dY/d\eta \) must remain finite to avoid a multivalued solution, so that the numerator on the right hand side of equation (2) must vanish if \( \Omega=2Y \). This condition leads to
\[ 6C^5/2 = \phi(X_s) , \quad X_s = \left[ 10(Z_i+1)\beta^8/3Z_iB \right]^{1/2} , \]
which gives the singular point coordinates \( (Y_s,2Y_s) \) as a function of \( \beta^*/\beta \); \( Y_s \) ranges from 0, for \( \beta^*/\beta = 0 \), to .488, for \( \beta^*/\beta \to \infty \).

For a given value of \( \beta^*/\beta \) we may determine \( Y_s \) and find that there exists a value of \( C \) (call it \( C^* \)) that allows to reach the saddle (sonic) point \( (Y_s,2Y_s) \). Starting from this point and integrating backward to the node we numerically find \( C^* \) for each \( \beta^*/\beta \) (see fig. 1). The numerical integration of equations (1) and (2) beyond \( Y_s \) yields the value of \( C_l = \eta^{2/5}/Y \) (for \( Y \) large) which is related to the eigenvalues \( \alpha \) and \( \beta \) through the boundary conditions.

Fig. 1. Integral curve solution to equation (1)
Once $\alpha$ and $\beta$ are determined from the calculated values of $C^*$ and $C_1$, we may obtain the profiles of beam density and velocity and plasma density, velocity and temperature respectively, and from the expressions of $\alpha$, $\beta$ and $B^*$ we arrive at the following simple analytical laws that related the beam energy $E_b$ and beam mass rate $\mu_b$ with the ablation pressure

$$E_b = f \left( \frac{2\pi e^4 \ln \Lambda}{(m_e/m_b)^{2/3}} \right) \frac{(P_a r_a)^{1/3}}{r_a^{11/6}},$$

$$\mu_b = g \left( \frac{2\pi e^4 \ln \Lambda}{(m_e/m_b)^{1/6}} \right) \frac{(Z_i/m_i)^{1/2}}{x_{a}^{5/6}} \frac{(\beta^*/\beta)^{1/3}}{r_a^{11/6}},$$

where $f = C_1 (5/2C^*)^{1/3} (\beta^*/\beta)^{1/3}$ and $g = (5/2C^*)^{5/6} (\beta^*/\beta)^{2/3}$, that depend weakly on $Z_i$ are given in fig. 2 as functions of $m_e\mu/m_b\mu_b$.

Then, for a given target, one may determine the ablation pressure $P_a(t)$ that generates an optimal compression; this problem has been studied elsewhere /4/ and its solution also determines the pellet radius $r_a(t)$. Our solution yields, for given instantaneous $P_a$ and $r_a$, the required beam energy $E_b$ and the mass beam rate $\mu_b$, for each value of the ablated plasma mass rate.

![Graph](image)

**Fig.2.** Numerical values of $f$ and $g$ as a function of $m_e/\mu_b m_b$.


Electron densities have been determined by holographic interferometry of plasmas produced when CO₂ laser radiation was incident on plane solid targets. Soft X-ray emission was recorded simultaneously by means of a pinhole camera. From these measurements it is seen that the density profile steepened near the target but also developed fine structure. These results are compared with theory and simulations of profile modification /1,2/.

The TEA CO₂ laser had an unstable cavity and produced pulses of 10.6 µm radiation with energies of 15 to 20 J. The temporal pulse profile had a rise time of 20 ns, a fall time of 40 ns, and a tail of 200 ns. In these pulses, partial mode locking resulted in intensity fluctuations of about 30% on a 5 ns time scale. The output beam was focussed to a spot diameter of 200 µm by a germanium lens of 120 mm focal length and aperture f2.5, producing irradiance up to $2 \times 10^{16} \text{Wm}^{-2}$.

The plasma density was determined by using a double exposure holographic interferometer with a ruby laser of 3 ns (fwhm) duration. From published work it appeared to be preferable to use the infinite fringe technique as this required no movement of the reference beam for the second exposure. This method also permitted the fringe shift in the lower density regions to be determined by linear extrapolation and is less likely to show Moiré artefacts. The X-ray pinhole camera carried a 0.75 µm aluminium filter foil and produced an image magnified twice.

Electron densities determined after Abel inversion from the fringe shift in the holograms are shown in fig. 1. These values are subject to an error of ± 20% which results from refraction and the minimum fringe shift of 0.1λ that could be estimated.

Fig. 1 Density profiles at (1) 10 ns (2) 25 ns (3) 35 ns (4) 65 ns (5) 90 ns and (6) 115 ns after the onset of the laser pulse. Profiles stepped 100 µm to right.
Fig. 2 X-ray emission coefficient (arb. units) varying with distance from the surface of a plane carbon target.

In the results now reported the target was carbon and the laser irradiance was $10^{16}\text{Wm}^{-2}$. Successive profiles obtained from separate plasma shots are displaced 100 $\mu$m. Development of profile steepening can be seen to occur over the first 50 ns in which time the irradiance has reached its peak value and is falling. The plateau at 0.3 $n_c$ is predicted by the theory of Lee et al. [1] but the plateau at 0.5 $n_c$ has yet to be explained. Further information on the underdense plasma is obtained from the spatially resolved X-ray emission shown in fig. 2. A peak exists in this emission where the density is $n_c/4$, a region where parametric processes such as two plasmon decay occur. There is also a peak in emission near to the $n_c/2$ region which could be related to the density plateau there. There are marked periodic variations in emission along the axis and in a radial direction, showing that fluctuations extend well into the underdense plasma and must represent a structure that persists for most of the plasma lifetime.

Another feature of the density profile is a bump which occurs between 1.6$n_c$ and 2.2$n_c$ with a density modulation of about 30%. This feature resembles the rarefaction wave predicted by Max et al. [3]. In the expanding plasma there is a rarefaction or compression front depending on the Mach number being less than:

$$\left(1 - \frac{P_C}{P_1c_1^2}\right)^{1/4}$$

Fig. 3 Dependence of density at upper plateau on irradiance. The line shows the density expected for a plasma temperature of 200 eV.
where $E$ and $H$ are the electric and the magnetic field strength of the laser in the plasma. Further terms are not effective for this geometry as long as we consider the monochromatic wave interaction. The question what additional terms are to be used [5, Eq. (10)] was clarified before [1] since 1969: only all these terms and no others produce the necessary sheafreeness of the forces at oblique incidence of laser radiation on plasma. The electron density between $x = 0$ and the caviton at $4 \ \mu m$ has been increased by the dynamics from low initial values up to densities above the critical density $n_{cr} = 10^{21} \text{cm}^{-3}$ which, at this time step, prevents the penetration of light to the plasma. This self-shutting of laser irradiation by the plasma was observed before from one-fluid computations [1] if the exact wave field with reflection was included. The result confirms the driving mechanisms of the electrons by the nonlinear forces. Electrostatic oscillations are generated at each change of the driving of the electrons by the laser field and have been followed up within the laser field oscillations.

The result of Eq. (4) has very general validity for plasmas: Any inhomogeneity in a plasma produces electrostatic fields, any gradient in the electron density and/or any temperature gradient. For laser-fusion, these fields lead to a reduction of thermal conduction current $C$. The double layer in a DT plasma reduces $C$ to the pure ion conduction (smaller by $(m_e/m_i)^2 = 1/68$), or explained from the kinetic theory from
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Fig. 2. $10^{16} \ W/cm^2$ neodymium glass laser irradiation from the left side on a 25 $\mu m$ thick hydrogen layer at 1.5 psec. Initially at $t = 0$, a parabolic density profile $n_e = n_i$ of $T_e = T_i = 1 \ \text{keV}$ at rest $v_i = v_e = 0$ was thermally expanding and developing during the first 0.5 psec without laser irradiation damping out electrostatic oscillations due to the initial conditions. When the laser is switched on, producing an electromagnetic field density $(E^2 + H^2)/8\pi$, the nonlinear force driven motion produced a density minimum (caviton) at 4 $\mu m$ producing ion velocities up to $10^7 \ \text{cm/sec}$ and electrostatic fields up to $2 \times 10^8 \ \text{V/cm}$. 


\[
C = -\frac{4\pi m e}{6} \int_{0}^{\infty} v^5 \left( \frac{3f^0}{x} - \frac{e}{2m_e} E \frac{\partial f^0}{\partial (v^2)} \right) dv
\]  
(6)

\(v \sim \text{kinetic electron velocity}, \ f^0 \sim \text{equilibrium distribution function}; \ \ell \sim \text{mean free path})

what has been concluded indirectly[4] from pellet fusion gains which agree with the measurements only if \(C\) is taken 100 times smaller.

For cases of magnetic fusion confinement, one has to generalize Eq. (4) by a magnetic pressure term

\[
E = -\frac{4\pi e}{\omega^2 m_e} \frac{\partial}{\partial x} \left( p - \frac{H_s^2}{B} \right)
\]

(7)

where the interpretation of internal and external fields has to be given[6]. Assuming the confining magnetic field \(H_s\) in a similar way as the wall limitation by a probe, the static electric field of Eq. (7) will cause an \(E \times B\) drift with a velocity \(v_d\) in a cylindrical or toroidal plasma column of approximately

\[
v_d = \frac{2T}{rB}
\]

(8)
in m/sec, if the average plasma electron temperature \(T\) is given in eV, the magnetic field \(B\) in Tesla, and the radius \(r\) of the plasma in meter. This would explain the observed rotation velocity of \(3 \times 10^4\) m/sec of theta-pinch plasmas[7] taking \(r = 1\) cm, \(B = 3\) Tesla, and \(T = 300\) eV. For a stellarator of \(B = 3\) Tesla, \(T = 1\) keV, \(r = 3\) cm, \(v_d\) results in \(3 \times 10^4\) m/sec plasma rotation velocities.


REFERENCES

SCALING LAWS FOR THE RESISTIVE LONGITUDINAL INSTABILITY IN FINITE CHARGED BEAMS

Abraham Sternlieb
Soreq Nuclear Research Centre
Yavne 70600, Israel

ABSTRACT

Heavy ion beams are considered as possible drivers in an inertial confinement fusion scheme /1/. The high required intensities introduce space-charge effects. It has been shown analytically that a finite cold beam is longitudinally stable when a small resistive term is present /2,3/. This is confirmed by our simulations /4/ which show that for resistivities causing less than one e-folding of a perturbation over the bunch length, the beam is stable (unlike a coasting beam), probably due to end reflections. However, for resistivities causing more than three e-foldings, the beam is unstable (emittance deteriorated exponentially). We discuss the implication of this instability threshold for a few cases: (a) a full-scale driver model; (b) a multiple-beam driver; (c) single beam transport experiment—SBTE (LBL); (d) slow e-beam experiment (Maryland).

INTRODUCTION

A 1-d particle simulation code /5/ is used to investigate the stability of finite charged beams in a resistive transport line. Linear theory shows stability for resistive force values to be small compared to space-charge forces /2,3/. It was suggested that this occurs when the e-folding length of the perturbation is long compared to bunch length. To check this, particle computer simulations have been performed /4/ including various resistive force values. The line charge density distribution was parabolic /3/. The simulation results indicate clearly that for a resistive force corresponding to less than one e-folding of the perturbation over the beam length, the beam is stable, while for a resistive force corresponding to more than three e-foldings, the beam is unstable and the longitudinal emittance grows uncontrollably. The simulation results both confirm and extend the theoretical results beyond the linear regime. It seems that for low enough resistive force terms, the perturbation is stabilized during reflection from the bunch ends.

It is calculated that the resistance of typical one beam driver model is in the instability range. Stability may be achieved, e.g. using a multiple beam driver /6/. We also calculate the resistive threshold values for the design parameters of SBTE /7/ at LBL and for the slow e-beam experiment /8/ at Maryland.

The longitudinal resistive threshold is a pure computer simulation result. No coupling to the transverse modes is assumed. Therefore a 2-d or 3-d simulation code is desirable. The resistance is assumed to be frequency independent and the beam velocity constant. Coasting beam results /9/ indicate

(*) Part of this work was performed during the author’s stay at Lawrence Berkeley Lab.
that longer wave length modes are more active. This result seems to complement a more detailed investigation [10].

Finally, we suggest that results obtained from computer simulation may provide input for a possible active feedback stabilization of the longitudinal resistive instability.

THEORETICAL AND SIMULATION MODEL

The simulation follows in a self-consistent manner the non-linear longitudinal behavior of a bunched beam in the presence of a resistive wall. The distribution function is given by [3]:

\[ f_0(x,v) = \frac{3N}{2\pi x_0 v_0}(1 - x^2/x_0^2 - v^2/v_0^2)^{\frac{1}{2}} \]

(1)

where \( x_0, v_0 \) are the maximum values for \( x \) and \( v \). The resultant linear density is:

\[ n(x) = \frac{3N}{4x_0}(1 - x^2/x_0^2) \]

(2)

where \( N \) is total number of particles in the bunch. The forces acting on the bunch are:

(a) Space-charge defocussing force: \(-e\delta n(x)/\delta x\) (long bunch).

(b) Resistive force: \(-eRn(x)\), where \( R = R'v_0 \), \( R' \) is the average wall resistance per unit length, and \( v_0 \) is the beam velocity.

(c) Focussing forces to balance (a) and (b): \(-kx + eRn(x, t = 0)\), where \( k \) is a constant.

We study a cold finite beam moving with the simulation system. For a cold beam we require: \( v_0^2 << v^2 \), where \( v_0 \) is thermal spread and \( v \) is the phase velocity of the perturbation, given by: \( v = q(n/m)^{\frac{1}{2}} \), where \( q \) is the particle charge and \( m \) is the particle mass. For comparison purposes, we use cold coating beam formulae for growth rate \( \gamma_k \) and real frequency \( \omega_R \):

\[ \gamma_k = \frac{1}{2} \left( \frac{v_R^2}{g} - v_k^2 \right) ; \quad \omega_R = v_k(1 + v_k^2) \]

(3)

where \( g \) is a geometric factor taken as 1 and \( k \) is the wavenumber of the perturbed mode. Relations (3) hold to good accuracy for \( R/kg \leq 1 \), which in our computer model becomes \( R \leq 0.1 \) (\( k \geq 0.1 \)). This condition is equivalent to the small resistive term approximation, which predicts stability [2].

We use dimensionless code units, explained in Ref. (5), and take: \( L_s \) (system length) = 128; \( L_B \) (bunch length at \( t=0) = 64; \( v_p \) (maximum) = 13; \( v_{th}(t=0) = 2.2 \); \( R = 0, 0.03, 0.1 \).

The e-folding time of the perturbation is defined as \( \tau = 1 \), and the e-folding length \( l \) is defined as: \( l = v_\tau \tau = v_p/\gamma_k = 2R \). For \( R = 0.03 \) we have \( \tau = 5 \) and \( l = 66(L_B) \). For \( R = 0.1 \) we have \( \tau = 1.7 \) and \( l = 20(L_B/3) \). We have not checked whether \( R = 0 \) (\( l = 0 \)) means stability, irrespective of initial perturbation amplitude. This should be further investigated.
The simulation results can be summarized as follows:

1. For $R \lesssim 0.03$ (which corresponds to one e-folding of the perturbation over the bunch length), the bunch is stable. This regime corresponds to the linear theoretical analysis /1/.

2. For $R \gtrsim 0.1$ (more than 3 e-foldings), the bunch is destroyed by the growing waves.

It is desirable to check this non-linear threshold behavior in experiments. The translation from code units to MKS-C unit (or vice versa) is performed by using the following relationship:

$$R^* = \left( \frac{L_B}{4\pi\varepsilon_0} \right) \left( \frac{m}{2\varepsilon_0 T_B} \right) R,$$

(4)

where the barred quantities are in MKS-C units, the unbarred are in code units, $R^*$ is resistance per unit length, $L_B = 64$, $E_p = 8.85 \times 10^{-12}$ (MKS), $m$ is particle mass, $E$ is particle energy, $\tau_B$ is pulse length, and $R = R \cdot \overline{v}_B (R = \overline{v}_B \cdot \tau_B)$. In obtaining eq. (4) we have used Ref. (5), $E = \frac{mv^2}{2}$, and $L_B = \overline{v}_B \cdot \tau_B$.

We also require a minimum accelerator length which permits at least one end reflection. This can be formulated as: $L_A \geq (L_B \cdot \overline{v}_B / \overline{v}_p)$, where $L_A$ is the accelerator length. We use the following relationships (MKS-C) to find how to change the beam parameters in order to permit a practical $L_A$ value, when necessary: $L_B = \overline{v}_B \cdot \tau_B$, $\overline{v}_p = \overline{q} \left( \frac{1}{4\pi\varepsilon_0 m} \right)^{1/2}$, $\overline{m} \overline{V}_B^2 / 2 = \overline{E}$, $\overline{q} = \frac{1}{e} \overline{V}_B$. Then we get:

$$\frac{2.2^{1/4} \sqrt{4\pi\varepsilon_0}}{\sqrt{m} m^{1/4} \sqrt{q}} \cdot \frac{\overline{E}^{5/4} \cdot \overline{V}_B}{\sqrt{\overline{E}}} \leq \overline{L}_A$$

(5)

Next, we calculate the threshold behavior for some proposed or existing experiments:

1. A typical HIF driver design includes: $R^* = 1000$Ω/m, $\overline{V}_B = 10^8$ m/sec, $L_B = 10$m, $N = 10^{15}$, Cs$^+$. Using eq. (4), we obtain $R = 0.2$, which is unstable.

2. An approach has been proposed for a HIF driver which uses a multitude of low current beamlets /6/. This permits a larger current to be transported through the same aperture as compared to a single beam, so one can use shorter bunches to transport the same charge. When $1 = \frac{\overline{v}_p}{\gamma_0}$, $R^*$ and $\overline{V}_B$ are kept constant, shorter bunches tend to be more stable.

3. The single beam transport experiment (SPTE) at LBL has: Cs$^+$ ions, $\overline{E} = 200$ keV, $\overline{I} = 20$mA, $\overline{\tau}_B = 5$μsec, $\overline{v}_B = 5.36 \times 10^5$ m/sec, $L_B = 2.68$m. To have instability, one uses eq. (4) with $R = 0.1$, which gives: $R^* \approx 4000$Ω/m. Below 13 kG/m we expect stability. However, from eq. (5) we get $L_A > 93$m which is much longer than in reality. We can reduce $\overline{E}$, $\overline{v}_B$ and/or increase $\overline{I}$. E.g., $\overline{E} \cdot \overline{v}_B$ can be reduced by a factor of 10 and eq. (4) should then be used again e.g. $R^* = 0.5$ kG/m, if we desire instability (R=0.1).

4. The slow e-beam experiment at U. of Maryland has: $\overline{E} = 1-10$ keV (we take 5 keV), $\overline{\tau}_B = 5$μsec, $\overline{I} = 200$mA, $\overline{v}_B = 4.18 \times 10^4$ m/sec, $\overline{v}_p = 2.75 \times 10^4$ m/sec. One gets: $L_B = \overline{v}_B \cdot \overline{\tau}_B = 209$m and $L_A > 300$km. To have practical $L_B$ and $L_A$ values, one may, e.g., reduce $\overline{E}$ and $\overline{v}_B$ by two orders of magnitude each and increase $\overline{I}$ by.
two orders of magnitude (eq. 5). This will decrease $L_B^*$ by three orders of magnitude, to 21 cm, $V_p$ will be increased by $\sqrt{10^{-3}}=30$, to $8\times10^3$ m/sec, and $L_A$ will become $L_A \approx 1$ m. Then we have: $E=50$ eV, $\tau_B = 50$ msec, $I=20$ A. From eq. (4) we find ($R=0.1$) that $R^*=50k\Omega/m$ should cause instability.

In summary, by inserting known artificial resistances in existing experiments, one can check the validity of the computer-found threshold for the resistive longitudinal instability in finite charged beams.
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INVERSE BREMSSTRAHLUNG EFFECTS IN THE CORONAE OF
LASER-IRRADIATED PELLETS AND SLABS

J.A. Nicolás and J.R. Sanmartín
E.T.S.I.Aeronáuticos, Universidad Politécnica de Madrid
Ciudad Universitaria, Madrid-3, Spain

In recent, quasi-steady analyses of the spherical, ablative corona of a laser-irradiated pellet, absorption was assumed to occur at the critical density $n_{cr}$ /1/-/4/. Both classical and saturated heat-flux, and ion-electron energy exchange were taken into account. If the ion charge number $Z_i$ and mass per unit charge $m = m_i/Z_i$, the instantaneous pellet radius $r_a$ and laser power $W_l$, and its wavelength (or equivalently $n_{cr}$), are given, one can obtain quantities of interest such as the ablation pressure $P_a$, the critical radius $r_{cr}$, and the mass ablation rate $4\pi m n_{cr}$, as dimensionless functions ($P_a = P_a/\rho CrV$, $r_{cr}/r_a$, and $n = n/r^2 n_{cr}V$) of the parameters $Z_i$, $W_l = W_l/r^2 n_{cr}V$, and heat-flux limit factor $f$. We have introduced $\rho_{cr} = \pi m n_{cr}$, a convenient speed $V = (\pi n_{cr}/m)^{5/2}K^{1/4}$, and the factor $K$ of Spitzer's classical heat-flux ($= -K T_5^{5/2} dt/dr$, the electron temperature $T$ being in energy units).

Lately the search for more ablative conditions in laser-irradiation of targets has moved the interest into shorter wavelengths (larger $n_{cr}$) and larger pellet radii. For such conditions inverse Bremsstrahlung absorption in the underdense flow can be substantial /5/. Here we attempt to quantitatively determine that absorption using the model of Refs. /3/ and /4/. Inverse Bremsstrahlung introduces into the model the electron mass $m_e$ and the light speed $c$, and is found here to be parametrized by the ratio $mV/m_e c$, which lies close to unity for all cases of interest. Large values of $n_{cr}$ and $r_a$ lead to relatively low $W$ (10$^5$-10$^6$ typically). Recently Sanmartín et al. have considered effects due to a suprathermal electron population generated by resonant absorption, at higher values of $W$ (10$^5$-10$^6$); it was found that hot-electron effects are parametrized by the ratio $mV/m_e c$ too /6/.

Using the continuity equation $nvr^2 = \mu$ (independent of $r$), the momentum and energy equations for the quasineutral ion-electron fluid read

$$\frac{mv}{dr} = \frac{T}{r} - \frac{d}{dr} \ln T / d \ln r$$  \hspace{1cm} (1)

$$\frac{\mu}{r^2} \left( \frac{1}{2} \frac{mv^2}{T} + \frac{5}{2} \frac{T}{T} \right) - \frac{K}{2} \frac{T_5^{5/2} T}{dr} \frac{d}{dr} r^2 I = 0 \hspace{1cm} r < r_{cr}$$  \hspace{1cm} (2a)

$$= I, \hspace{1cm} r > r_{cr}$$  \hspace{1cm} (2b)

where $v$ is the ion velocity and $I$ the laser irradiances, which is given by

$$\frac{1}{r^2} \frac{d}{dr} r^2 I = K I$$  \hspace{1cm} (3)

here $K$ is the absorption coefficient /7/. Equations (1)-(3) can be solved for $v(r)$, $T(r)$, and $W(r) = 4\pi r^2 I(r)$, and the eigenvalues $\mu$, $r_{cr}$, and $P_a$, by using the conditions

$$T = 0, \hspace{0.5cm} v/T = \mu/r_a^2 P_a \hspace{0.5cm} \text{at} \hspace{0.5cm} r_a$$
\[ T \to 0, \quad W \to W_L \quad \text{as} \quad r \to \infty \]
\[ \nu r^2 = \mu / n_{cr} \quad \text{at} \quad r_{cr} \]

either \( r = r_{cr} \) or \( 2 = \ln T / \ln r \) where \( m \nu r^2 = T \).

In Eqs. (2b) and (3) we assumed that the light power \( W_{cr} \), reaching the critical surface, is absorbed there by some unspecified anomalous process. We also assumed that \( Z_i \gg 1 \); in this way the ion temperature is uncoupled (ion pressure and internal energy are negligible) and the problem is simplified. We use classical heat-flux everywhere, an approximation justified, for the \( W \) values of interest, in Refs. /4/ and /6/.

The ratio \( r_{cr} / r_a \) decreases as \( \hat{\nu} \) decreases with \( m \nu / m_{ec} \) fixed. We find that for \( r_{cr} > 1.215 r_a \) the flow at \( r_{cr} \) is supersonic (the sonic speed is reached at \( r = 1.215 r_a \)); the solution for the range \( r_a < r < r_{cr} \) is the same one given in Ref. /3/. The flow at \( r_{cr} \) is sonic if \( \eta^* r_a < r_{cr} < 1.215 r_a \); here \( \eta^* \) is a function of \( m \nu / m_{ec} \), and lies within the range 1--1.215. For \( r_a < r_{cr} < \eta^* r_a \) the flow at \( r_{cr} \) is subsonic. When \( (r_{cr} - r_a) / r_a \) is small heat conduction is restricted to a thin layer surrounding the pellet.

If \( (r_{cr} / r_a) - 1 = O(1) \), the results of Ref. /3/ are recovered for \( m \nu / m_{ec} \) small. If \( (r_{cr} / r_a) - 1 \ll 1 \), those results are recovered when \( 10^2 \times (m \nu / m_{ec}) / W \) is small. The ratio \( (m \nu / m_{ec}) / W \) is proportional to the quantity \( 1 \lambda^4 / r_a \) (\( \lambda = \) wavelength) introduced by Mora /5/.

In Fig. 1(a) we have represented the fraction of laser power absorbed by inverse Bremsstrahlung, as a function of \( \hat{\nu} \) for several values of \( m \nu / m_{ec} \); also shown is the ratio \( r_{cr} / r_a \). In Fig. 1(b) we represented the ablation pressure \( P_a \) normalized to its value for \( \hat{\nu} = 0 \), \( m \nu / m_{ec} \to 0 \). The curves change behaviour when \( r_{cr} / r_a = 1.215 \), and again when \( r_{cr} / r_a = \eta^*(m \nu / m_{ec}) \). Numerical data for \( r_{cr} / r_a < \eta^* \) are not shown in the figure. Asymptotic results for low \( \hat{\nu} \) \( (r_{cr} / r_a)^{-1} \) are also presented. The mass ablation rate \( 4 \pi m_n \dot{U} \) is the same of Ref. /3/ for \( r_{cr} / r_a > 1.215 \).

We have also considered large focal-spot irradiation of slabs, leading to one-dimensional, unsteady problems. We approximated the irradiance \( I \) in the rising-half of the laser pulse by a law \( I(t) = I_0 (t/T)^5 \). For large \( Z_i \) and classical heat-flux one has the equations (\( x > 0, \ t > 0 \))

\begin{align*}
\frac{\partial n}{\partial t} + \frac{\partial}{\partial x} (n v) &= 0, \\
\frac{m n}{\rho c u^3} \left( \frac{\partial v}{\partial t} + v \frac{\partial v}{\partial x} \right) &= -\frac{\partial}{\partial x} n T \\
n T \left( \frac{\partial}{\partial t} + v \frac{\partial}{\partial x} \right) T^{3/2} &= \frac{\partial}{\partial x} \left( \frac{3/2}{n} \right) - \frac{3/2}{\nu} \frac{T^{5/2}}{\nu x} = \frac{\partial^2 T}{\partial x^2} = K I.
\end{align*}

There are two dimensionless parameters, as in the spherical case,

\[ \hat{\nu} = \frac{I_0}{\rho c u^3}, \quad \frac{\hat{m} \nu}{m_{ec}} \]

where \( \hat{\nu} = (c n_{cr} / K m_{5/2})^{1/3} \). If \( \hat{\nu} \ll 1 \), conduction is restricted to a thin deflagramation layer, which is quasisteady /8/. If, in addition, \( s = 3/2 \) the flow outside that layer is self-similar. We have determined all quantities for \( \hat{\nu} \ll 1 \) and \( (\hat{m} \nu / m_{ec})^{3/2} / \hat{\nu} \) large and small (when the results of Ref. /8/ are recovered). The ratio \( (\hat{m} \nu / m_{ec})^{3/2} / \hat{\nu} \) is proportional to \( I_0 \lambda^2 / \tau^{3/2} \) a quantity...
Fig. 1 (a) Ratio of critical to pellet radius $r_{cr}/r_a$ and inverse Bremsstrahlung absorption $(W_L-W_{cr})/W_L$, and (b) ablation pressure $P_a/\rho_{cr} V^2$ (normalized), versus laser power $W_L$ (in dimensionless form), for values of $mV/m_{ec}$ indicated; ---, behaviour at low power.
introduced by Mora /5/. For the ablation pressure $P_a$ at $t=\tau$ we get

$$\frac{P_a}{\rho_{cr} I_0^{1/3}} \frac{I_2/3}{T^{2/3}} \ll 1 = 0.45 \left( \frac{I_2/3}{\bar{m}_U/m_e} \right)^{1/8}, \ \frac{\bar{m}_U/m_e}{I_2/3} \gg 1.$$ 
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SPHERICAL EXPANSION PLASMAS IN ION BEAM IMPINGED PELLETS

A. Barrero and L. Rosety

J. Sanz
E.T.S.I. Aeronáuticos. Universidad Politécnica de Madrid, Madrid. Spain

Hydrodynamics of the ion beam plasma interaction plays an essential role for achieving break-even conditions in ion beam fusion, since entropy (generated in the energy absorption process) should be kept low inside the dense pellet while mass and energy should inflow efficiently. Clearly, this is only possible if the pressure at the pellet surface (the ablation pressure $P_a$) depends on time in a spherical manner and therefore ion beam energy pulse and ion beam current should be appropriately shaped.

Our purpose is to obtain, by means of an analysis of the corona flow, simple analytical scaling laws relating the ablation pressure and the plasma mass ablated rate to the beam energy and other parameters such as the beam current (or beam mass rate), the pellet radius $r_a$ and the plasma ion mass $m_i$ and charge number $Z_i$.

The planar problem has recently been studied assuming ion beam pulses for which self-similar solutions are possible /1/. The results showed the existence of an ablation regime with a well-defined surface ablation (where density peaks and temperature goes to zero) separating an isentropic compression region from a much wider expansion flow where the energy beam absorption occurs.

Here we consider a spherical quasi-neutral expansion flow of a single ion-species plasma under the irradiation of an intense ion beam. This expansion flow may be assumed steady ($\partial/\partial t << \partial/\partial r$) if the pellet/corona characteristic velocity ratio (and therefore the characteristic time) is small. Since the momentum fluxes produced by $P_a$ in pellet and corona are comparable, the characteristic density in the expansion must be much smaller than the density pellet, so that the density in the corona should go to infinity at the pellet surface while temperature vanishes there since $P_a$ remains finite.

We have also assumed that the beam is both cold and neutralized previously by electrons, and beam density is so small compared with plasma density that ion beam backward flow occurring after the release of its energy may be neglected; beam and plasma interact through the classical Coulomb scattering /2/, but we only consider low $Z_i$ targets since modifications to the stopping power due to collective plasma and atomic ionization processes are not taken into account /3/.

In addition, it is easy to prove that for the conditions of interest in ion beam fusion 1) the momentum transferred from the beam to the plasma is negligible compared with the isotropic energy deposition, 2) heat conduction is small as against energy convection and 3) ion-electron energy exchange is so efficient that the ion and electron temperatures become equal. Then, for a spherical steady flow the continuity and momentum equation for the plasma
may be written
\[ n_b v_b r^2 = \nu_b, \]
\[ m_b n_b v_b \frac{d v_b}{d r} = R, \]
\[ n v r^2 = \mu, \]
\[ m_l n v \frac{d v}{d r} = -(z_i+1)z_i^{-1} d(n k T)/d r, \]
\[ \mu [5(z_i+1) k T/2 z_i + m_i v^2/2 z_i] = \nu_b m_b v_b^2/2, \]
\[ R = 4\pi e^4 \ln \Lambda n n_b (m_e v_b^2)^{-1} \phi[v_b/(2 k T/m_e)^{1/2}], \]
\[ \phi(y) = 2\pi^{-1/2} \left[ \int_0^y \exp(-t^2) dt - y \exp(-y^2) \right], \]

where \( n, v \) and \( T \) are density, velocity and temperature respectively (subscripts \( b, e \) and \( i \) referring to beam, electrons and ions) and \( e, k \) and \( \ln \Lambda \) are the electron charge, Boltzmann's constant and Coulomb logarithms. Both the beam and the ablated plasma flow rates \( 4\pi n_b \nu_b \) and \( 4\pi m_i \nu_i/2 \) are independent of the radius \( r \).

Since \( \mu \) and \( P_a \) are unknown we must have two additional boundary conditions, then
\[ T = 0, \text{ and } \mu k T/v r^2 = P_a \text{ at } r = r_a, \]
\[ T + 0, \text{ and } m_b v_b^2/2 = E_b \text{ as } r \to \infty. \]

Now defining the dimensionless variables
\[ \Omega = \alpha^{-2/5} \beta^{1/5} \eta^{2/5} m_b v_b^2/2E_b, \]
\[ \theta = \alpha^{-2/5} \beta^{-4/5} \eta^{2/5} T/T_r, \]
\[ \gamma = \alpha^{-2/5} \beta^{-4/5} \eta^{2/5} m_i v_i^2/z_i k T_r, \]
\[ \eta = r/r_a, \]

choosing
\[ k T_r = \frac{z_i}{m_l} \left[ \frac{z_i}{z_i+1} \right]^{2 \beta^{-2} a r_a^4 \\ \mu^4}, \]
\[ \alpha = \frac{2\pi e^4 \ln \Lambda m_b \mu}{m_e E_b r_a (z_i k T_r/m_i)^{1/2}}, \]
\[ \beta = \frac{m_e E_b}{m_b k T_r}, \]

and introducing them into the above equations we arrive (after some manipulation) to the following phase plane equations
\[ \frac{d\Omega}{dY} = \frac{\left[ 2\alpha^2 Y^{1/2} + 5\phi(X) \right] (2Y - \Omega)}{Y^2 \phi(X)}, \]
(1)
\[
\frac{1}{n} \frac{dn}{dY} = \frac{5\Omega(2Y - \Omega)}{6Y\Omega(3\Omega - Y) - 10Y^{1/2} \phi(x)},
\]
(2)

where

\[
X = \left[ \frac{5\beta(Z_i+1) - \Omega}{2\beta Z_i - \Omega - Y/2} \right]^{1/2}
\]

the boundary conditions are:

\[
\Omega = \frac{5(Z_i+1)Y^{1/2}}{2Z_i\alpha^{1/2}\beta^{2/5}}, \quad \text{and} \quad n = 1 \quad \text{at} \quad Y = 0,
\]

\[
\Omega = Y/2 \quad \text{and} \quad n = \alpha \beta^{-2}(Y/2)^{5/2} \quad \text{at} \quad Y \to \infty.
\]

The solution to equation (1) near the nodal point \( Y=0, \Omega=0 \), is \( \Omega=C Y^{1/2} \) (the constant \( C \) being related to the eigenvalues \( \alpha \) and \( \beta \) through the boundary conditions) and since \( \Omega=Y/2 \), for large \( Y \), we must have \( \Omega=2Y \) in a certain point of the interval \( 0 \leq Y \leq \infty \). In addition, \( dY/dn \) must remain finite to avoid a multivalued solution, so that the numerator on the right hand side of equation (2) must vanish if \( \Omega=2Y \). This condition leads to

\[
6Y^{5/2} = \phi(x), \quad x = \left[ 10(Z_i+1)\beta^{*}/3Z_i\beta \right]^{1/2},
\]

which gives the singular point coordinates \( (Y_s, 2Y_s) \) as a function of \( \beta^{*}/\beta \); \( Y_s \) ranges from 0, for \( \beta^{*}/\beta \to 0 \), to .488, for \( \beta^{*}/\beta \to \infty \).

For a given value of \( \beta^{*}/\beta \) we may determine \( Y_s \) and find that there exists a value of \( C \) (call it \( C^* \)) that allows to reach the saddle (sonic) point \( (Y_s, 2Y_s) \). Starting from this point and integrating backward to the node we numerically find \( C^* \) for each \( \beta^{*}/\beta \) (see fig. 1). The numerical integration of equations (1) and (2) beyond \( Y_s \) yields the value of \( C_1 = n^{2/5}/Y \) (for \( Y \) large) which is related to the eigenvalues \( \alpha \) and \( \beta \) through the boundary conditions.

![Fig. 1. Integral curve solution to equation (1)](image-url)
Once \( \alpha \) and \( \beta \) are determined from the calculated values of \( C^* \) and \( C_1 \), we may obtain the profiles of beam density and velocity and plasma density, velocity and temperature respectively, and from the expressions of \( \alpha \), \( \beta \) and \( \beta^* \) we arrive at the following simple analytical laws that related the beam energy \( E_b \) and beam mass rate \( \mu_b \) with the ablation pressure

\[
E_b = f(2\pi e^4 \ln\Lambda) \left(\frac{m_e}{m_b}\right)^{2/3} \left(P_a r_a\right)^{1/3},
\]

\[
\mu_b = g(2\pi e^4 \ln\Lambda)^{-1/6} \left(\frac{m_e}{m_b}\right)^{5/6} \left(Z_i/m_i\right)^{1/2} \left(P_a^{5/6} r_a^{11/6}\right),
\]

where \( f = C_1 (5/2C^*)^{1/3} (\beta^*/\beta)^{1/3} \) and \( g = (5/2C^*)^{5/6} (\beta^*/\beta)^{2/3} \), that depend weakly on \( Z_i \) are given in fig. 2 as functions of \( \mu_{me}/\mu_{mb} \).

Then, for a given target, one may determine the ablation pressure \( P_a(t) \) that generates an optimal compression; this problem has been studied elsewhere /4/ and its solution also determines the pellet radius \( r_a(t) \). Our solution yields, for given instantaneous \( P_a \) and \( r_a \), the required beam energy \( E_b \) and the mass beam rate \( \mu_b \) for each value of the ablated plasma mass rate.

Fig. 2. Numerical values of \( f \) and \( g \) as a function of \( \mu_{me}/\mu_{mb} \)

Density Profiles and Fluctuations in CO₂ Laser Produced Plasmas

D A Brown, P S Marchington, N Sayed, Y Sudera & E R Wooding
Royal Holloway College, University of London, Egham, Surrey, TW20 0EX, UK.

Electron densities have been determined by holographic interferometry of plasmas produced when CO₂ laser radiation was incident on plane solid targets. Soft X-ray emission was recorded simultaneously by means of a pinhole camera. From these measurements it is seen that the density profile steepened near the target but also developed fine structure. These results are compared with theory and simulations of profile modification /1,2/.

The TEA CO₂ laser had an unstable cavity and produced pulses of 10.6 µm radiation with energies of 15 to 20 J. The temporal pulse profile had a rise time of 20 ns, a fall time of 40 ns, and a tail of 200 ns. In these pulses, partial mode locking resulted in intensity fluctuations of about 30% on a 5 ns time scale. The output beam was focussed to a spot diameter of 200 µm by a germanium lens of 120 mm focal length and aperture f/2.5, producing irradiance up to 2 × 10¹⁶ Wm⁻².

The plasma density was determined by using a double exposure holographic interferometer with a ruby laser of 3 ns (fwhm) duration. From published work it appeared to be preferable to use the infinite fringe technique as this required no movement of the reference beam for the second exposure. This method also permitted the fringe shift in the lower density regions to be determined by linear extrapolation and is less likely to show Moiré artefacts. The X-ray pinhole camera carried a 0.75 µm aluminium filter foil and produced an image magnified twice.

Electron densities determined after Abel inversion from the fringe shift in the holograms are shown in fig. 1. These values are subject to an error of ± 20% which results from refraction and the minimum fringe shift of 0.1λ that could be estimated.

Fig. 1 Density profiles at (1) 10 ns (2) 25 ns (3) 35 ns (4) 65 ns (5) 90 ns and (6) 115 ns after the onset of the laser pulse. Profiles stepped 100 µm to right.
In the results now reported the target was carbon and the laser irradiance was $10^{16}$ W m$^{-2}$. Successive profiles obtained from separate plasma shots are displaced 100 µm. Development of profile steepening can be seen to occur over the first 50 ns in which time the irradiance has reached its peak value and is falling. The plateau at 0.3 $n_c$ is predicted by the theory of Lee et al /1/ but the plateau at 0.5 $n_c$ has yet to be explained. Further information on the underdense plasma is obtained from the spatially resolved X-ray emission shown in fig. 2. A peak exists in this emission where the density is $n_c/4$, a region where parametric processes such as two-plasmon decay occur. There is also a peak in emission near to the $n_c/2$ region which could be related to the density plateau there. There are marked periodic variations in emission along the axis and in a radial direction, showing that fluctuations extend well into the underdense plasma and must represent a structure that persists for most of the plasma lifetime.

Another feature of the density profile is a bump which occurs between 1.6$n_c$ and 2.2$n_c$ with a density modulation of about 30%. This feature resembles the rarefaction wave predicted by Max et al /3/. In the expanding plasma there is a rarefaction or compression front depending on the Mach number being less than:

$$(1-P_F/\rho_0 c_s^2)^{1/2}$$

![Fig.3 Dependence of density at upper plateau on irradiance. The line shows the density expected for a plasma temperature of 200 eV.](image)
or greater than: \( \left(1 + \frac{P_f}{\rho_1 c_i^2}\right)^{\frac{3}{2}} \)

where \( P_f \) is the ponderomotive pressure, \( \rho_1 \) is the plasma ion density and \( c_i \) is the ion speed on the low density side of the front. Virmont et al/4/ have carried out simulations on radially symmetric plasma and find such bumps at the critical density. The width of the bump varies with the position of \( n_c \) and as the square of the ratio of radiation pressure to thermal pressure. For a temperature of 200 eV and an absorption coefficient of 0.4 the width calculated is 25 μm, which agrees with experimental values of 30 to 40 μm. The scale length \( L_c \) in the vicinity of \( n_c \) shown in fig.4, varies from 30 to 120 μm over the duration of the plasma, but these values were obtained from successive shots. Since this is the region of the plasma where resonance absorption occurs, its parameters are likely to be very sensitive to fluctuations in the laser pulse. The existence of more than one scale length at any time could explain why the \( 2\omega_0 \) harmonic intensity passes through more than one maximum as the angle of incidence of the laser beam on the target is varied. The first two maxima shown in fig.5 correspond to scale lengths of 20 μm and 150 μm. /5/.

The variation of scale length with irradiance shown in fig.6 falls below the value predicted by the self consistent model of Montes /6/ which omits the ponderomotive force. However, still lower values are derived from the capacitor model of Estabrook et al /7/ which includes ponderomotive forces.

Fig.4 Variation of scale length with time. Irradiance was \( 2 \times 10^{16} \text{Wm}^{-2} \)

The variation of scale length with angle of incidence shown in fig.5 falls below the value predicted by the self consistent model of Montes /6/ which omits the ponderomotive force. However, still lower values are derived from the capacitor model of Estabrook et al /7/ which includes ponderomotive forces.

Fig.5 Variation of \( 2\omega_0 \) intensity with angle of incident radiation.
Irradiance \( 6.6 \times 10^{15} \text{Wm}^{-2} \)
From measurements of density at various times, it was found that the $n_c$ region is accelerated in the first 20 ns to a velocity of $5 \times 10^4$ m/s. Baker /8/ shows that an exponential density gradient with an antiparallel acceleration can develop Rayleigh-Taylor instabilities. Holograms such as that shown in fig. 7 give some evidence of instabilities. There are also ripples across the surface and some regions of higher density. In some instances, a regular modulation of the electron density is seen in the axial direction.

Detailed analysis of this structure requires more data, particularly on temperature distributions and magnetic fields. In addition, methods of initiating instabilities are being studied.

RADIATION OF ALFVÉN WAVES BY THE
ACCELERATING LANGMUIR SOLITON

I.G. Murusidze, N.L. Tsintsadze

Institute of Physics, Academy of Sciences of the Georgian SSR, Tbilisi, USSR

It has been shown in [1] that Langmuir soliton radiates ion-acoustic waves being accelerated due to plasma inhomogeneity. In the present paper the possibility of the radiation of Alfvén waves by the accelerating Langmuir soliton is demonstrated. Langmuir waves in the homogeneous magnetoactive plasma have been investigated in a number of papers [2-3] taking into account only the plasma density perturbation under the action of high frequency (HF) Langmuir wave ponderomotive force. In the present paper we take into account the low-frequency (LF) perturbation of the magnetic field, as well.

We consider HF Langmuir wave with the dispersion $\omega = \omega_{Pe} + \frac{1}{2}(k_i)^2 \omega_{Pe} + \frac{C^2_{Te} k_i^2}{2 \omega_{Pe} k_i^2}$ which causes both plasma density and magnetic field LF perturbations penetrating at a certain angle with the weak external magnetic field $\left(\frac{e B}{m_e c} \right)^2 \ll \omega_{Pe}^2$ directed along z-axis. Considering the plasma which is weakly inhomogeneous along z-axis, we assume that the plasma drift velocity due to the heterogeneity is lower than the ionic sound velocity $C_s$ and Alfvén velocity $C_A$, while the characteristic inhomogeneity length greatly exceeds the spatial scale of LF motion. Taking all that into account and substituting the HF wave amplitude in the following form

$$\mathbf{E} = - \nabla (\psi(z,t) e^{i \mathbf{k} \cdot \mathbf{r}}), \quad \mathbf{k} = (k_x, 0, k_z), \quad |\nabla \psi| \ll |\mathbf{k} \times \mathbf{\psi}|, \quad |\frac{\partial \psi}{\partial t}| \ll \omega |\mathbf{\psi}|$$

we obtain for $\psi$:

$$\frac{\partial \psi}{\partial t} + i g \frac{\partial \psi}{\partial z} + q \omega_{Te} r_s^2 \frac{\partial^2 \psi}{\partial z^2} - \omega_{Pe} \Delta \psi - \frac{\omega_{pe}^2}{2} \Delta \psi - \omega_{pe}^2 \Delta \psi + \frac{C^2_{Te}}{\omega_{pe} k_i^2} \mathbf{k} \cdot \mathbf{S} \cdot \mathbf{k} \cdot \psi = 0$$ (1)
where
\[ q = \frac{3}{2} + 6 \frac{k_x^2}{\kappa^2} - \frac{\Omega_p^2}{2\omega_c^2} \frac{k_x^2}{\kappa^2} = \frac{1}{(\kappa r_0)^2} \]

\[ \Delta \Pi(z) \] determines the plasma inhomogeneity profile, and \( \delta V \) and \( \delta B_x \), normalized to the corresponding equilibrium values represent the particle concentration and the magnetic field perturbations. We describe these perturbations by magnetohydrodynamic system of equations. In the linear approximation, the following is valid:

\[ \left( \frac{\partial^2}{\partial t^2} - c_s^2 \frac{\partial^2}{\partial z^2} \right) \delta V = - \frac{1}{m_i n_0} \frac{\partial F_x}{\partial z} \]

(2)

\[ \left( \frac{\partial^2}{\partial t^2} - c_A^2 \frac{\partial^2}{\partial z^2} \right) \delta B_x = \frac{1}{m_i n_0} \frac{\partial F_x}{\partial z} \]

(3)

\( F_x \) and \( F_z \) being the components of the ponderomotive force/4,5/ expressed by the potential \( \Psi \):

\[ \vec{F} = - \frac{k_z^2}{16 \pi} \nabla \left( \Psi(z,t) \right)^2 + \frac{k_z^2}{8 \pi \omega_c} \frac{\vec{B}}{\omega_c} \frac{\partial \left( \Psi(z,t) \right)^2}{\partial t} \]

(4)

Note that the magnetic field perturbation has no component along \( \vec{B}_0 \), the quadratic approximation for HF wave amplitude. Eqns (1), (2) and (3) represent a closed system describing the interaction of HF Langmuir waves with LF perturbations of density and magnetic field. In case of homogeneous plasma ( \( \Delta \Pi(z) = 0 \) ), the solution of this system has the form of stationary solitons, both \( \delta V \) and \( \delta B_x \) being concentrated within the soliton localization region. However, taking into account the soliton acceleration due to inhomogeneity, the radiation of Alfvén waves occurs, side by side with the ionic sound. We represent \( \delta V \) and \( \delta B_x \) as sums

\[ \delta V = \delta V_0 + \delta V_a = \frac{k_z^2}{16 \pi m_i n_0} \frac{\partial \left( \Psi(z,t) \right)^2}{\partial t} - c_s^2 \]

\[ + \delta V_s \]

(5)
\[ \delta \xi = \delta \xi_0 + \delta \xi_A = -\frac{\kappa^2}{8\pi m \eta_0} \frac{\gamma}{\omega r} \hat{x}(t) \frac{\gamma^2(z - \bar{z}(t))}{\hat{z}(t)} + \delta \xi_A \]  

where \( \gamma \) is the coordinate and the velocity of the soliton center, \( \delta \xi_0 \) and \( \delta \xi_A \) - perturbations due to the radiation. Assuming \( |\delta \xi_0| \ll |\delta \xi_A| \) and \( |\delta \xi_A| \ll |\delta \xi_0| \), we neglect the reaction of the radiation on the soliton. In case of "subsonic" regime \( \bar{z}(t) \ll c_s, c_A \) and under the conditions \( \Omega \ll \omega \), the contribution of \( \delta \xi_0 \) into Eqn(1) is smaller than that of \( \delta \xi_A \). Then, according to (5) and (6), we obtain a system of Eqs.

\[
\begin{align*}
\frac{i}{\bar{z}} \frac{\partial \psi}{\partial t} + ig \frac{\partial \psi}{\partial z} + \omega \psi \frac{\partial^2 \psi}{\partial z^2} - \frac{\omega_0^2}{2} \Delta \psi \psi + \frac{\omega r^2}{32 \pi n} \frac{\partial^2 \psi}{\partial t^2} \psi &= 0 \\
\end{align*}
\]

(7)  

Since the Eqn for \( \delta \xi_0 \) coincides (as it should be) with the corresponding Eqs in [1], we omit the former. Solving Eqn(7), we obtain

\[
|\psi| = \psi_0(z - \bar{z}(t)) = \psi_{sm} \text{sech} \frac{z - \bar{z}(t)}{\Delta t} 
\]

(9)

where \( \Delta t = (\sqrt{4q/(6 \pi n)} r_0) / \kappa \psi_{sm} \) (supposing \( q > 0 \)), while \( \bar{z}(t) \) is defined using Eqn (10)/6/: 

\[
\bar{z}(t) = -q \psi \left( \frac{\partial \Delta \psi}{\partial z} \right) \bigg|_{z=\bar{z}(t)} 
\]

Since the acceleration change during the time \( \Delta t \) is small, the solution of Eqn(8) is the following:

\[
\delta \xi_A(z,t) = -\frac{3}{4c_A^2} \left( \frac{\kappa \psi_{sm}}{B_0} \right)^2 \frac{\kappa \xi}{\omega r} \left\{ \frac{\hat{z}(t') \hat{z}(t)}{\hat{z}(t)} \right\} \left|_{t'=t-z-\bar{z}(t)} \left[ \frac{t \psi - \bar{z}(t)}{\Delta t} \right] - \frac{t \psi - \bar{z}(t)}{\Delta t} \right|_{t'=t-z-\bar{z}(t)} \left| \frac{t \psi - \bar{z}(t)}{\Delta t} \right|_{t'=t-z-\bar{z}(t)} \left| \frac{t \psi - \bar{z}(t)}{\Delta t} \right|_{t'=t-z-\bar{z}(t)} 
\]

(11)
Consider the case of $\Delta n(z) = \frac{\alpha^2 z^2}{2}$. In such case the soliton "oscillates" within the density well with the frequency $\omega_0 = \sqrt{\alpha \nu_0^2}$, radiating Alfvén waves:

$$
\delta b_A(z, t) = -\frac{3}{8} \left( \frac{k \Psi_{zm}}{B_0} \right)^2 \frac{\kappa_\nu \Delta \omega}{\omega_\nu \frac{v_0^2}{C_A^2}} \left[ \sin 2\omega_0 (t - \frac{z - \overline{z}(t)}{C_A}) \right] \left[ \frac{\nu_0}{\Delta} - \frac{\Delta z - C_A t - \overline{z}(0)}{\Delta} \right] + \sin 2\omega_0 (t + \frac{z - \overline{z}(t)}{C_A}) \left[ \frac{\nu_0}{\Delta} - \frac{\Delta z + C_A t - \overline{z}(0)}{\Delta} \right]
$$

Here $\nu_0$ is the maximum soliton velocity.

We obtain the following estimation for the energy density (Poynting's vector) averaged over the period $T = \frac{2\pi}{\omega_0}$:

$$
\overline{\delta} = C_A^3 \frac{9}{64} \left( \frac{k \Psi_{zm}}{B_0} \right)^4 \left( \frac{\kappa_\nu \Delta \omega}{\omega_\nu \frac{v_0^2}{C_A^2}} \right) ^2 \frac{B_0^2}{\Delta^2}
$$
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Ion Temperature Measurement with Neutral Beams
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Abstract: A new method with an elastic scattering of neutral beam is proposed for ion temperature measurement in thermo-nuclear plasmas. Model calculation based on this method is performed by employing plasma parameters of the Tokamak device JT-60.

1. Introduction
The first trial to measure a plasma temperature with fast neutrals was done by Aleksandrov et al./1/ on the basis of Abramov's theory/2/. In the theory, Born approximation and Rutherford cross-section were utilized. However, it can be shown that even in the high energy range such as 100KeV, phase shift of quantum mechanical wave function, \( \eta_n \), has the value about 4 radian, which means that the Born approximation breaks down because the approximation is accurate only when \( n \eta_n << 1 \) is fulfilled/3/.

Conversely, in this paper, we use the approximation which is adequate to large \( n \eta_n \) and calculate a cross-section of \( \mathfrak{H}^0 \)-elastic scattering. With the cross-section, width of broadening in velocity distribution is obtained. From the width, we can estimate the plasma temperature. As an example, the width is evaluated when \( \mathfrak{H}^0 \) passes through the thermo-nuclear plasma in Tokamak device JT-60. Distinctive point of our method is the fact that interacting length of scattering is much larger, 20 times, than that of above experiment. This is quite profitable from the point of view that we must get large particle flux as much as measuring point, because injected neutral flux will be damped out quickly by charge exchange with plasma ions.

2. Cross-section
Differential cross-section is described as

\[
\sigma(\vec{k}, \theta) = \frac{1}{4k^2} \sum_{n m} (2n+1)(2m+1) \cos2\eta_n[\cos2\eta_m-1]P_n(\cos\theta)P_m(\cos\theta) \\
+ \frac{1}{4k^2} \sum_{n m} (2n+1)(2m+1) \sin2\eta_n \sin2\eta_m P_n(\cos\theta)P_m(\cos\theta),
\]

where \( k = |\vec{k}| \), \( \theta \) and \( \eta_n \) are wave number, scattering angle and phase shift respectively. The wave number is related to relative velocity \( \vec{u} \) with the formula \( k = m \vec{u}/E \). If we express the cross-section with kinetic energy \( E(=mu^2/2) \), and integrate it with solid angle, then it becomes

\[
\sigma(E) = \frac{4\pi}{k^2} \sum_n (2n+1) \sin^2 \eta_n (2\pi \hbar^2/mE) I_n(2n+1) \sin^2 \eta_n
\]

Let's calculate the phase shift \( \eta_n \) in the approximation for large \( \eta_n \) by making use of a \( \mathfrak{H}^0 \)-potential

\[
V(r) = \frac{e^2}{4\pi \epsilon_0} \left( \frac{1}{r} + \frac{1}{a_0^2} \right) \exp(-2r/a_0).
\]

With the normalized distance by Bohr radius \( a_0 \), \( (x=2r/a_0) \), one obtains

\[
\eta_n = \int_{x_1}^{x_2} \left\{ \frac{k^2 a_0^2}{4} - \frac{m e^2 a_0}{\hbar^2 4\pi \epsilon_0} \left( \frac{1}{x} + \frac{1}{2} \right) \exp(-x) - \frac{(n+\frac{1}{2})^2}{x^2} \right\}^{1/2} dx \\
- \int_{x_2}^{\infty} \left\{ \frac{k^2 a_0^2}{4} - \frac{1}{x^2} \right\}^{1/2} dx
\]

where \( x_1 \) and \( x_2 \) are zeros of each integrand /3/.
Taking account of the fact that only small value of $x$ contributes to the integral, we expand the exponential term in power series and use till second term and then use the formula (for $a>0$, $c<0$),

$$
\int \frac{ax^2 + bx + c}{x} \, dx = \frac{ax^2 + bx + c}{x} + (b/2a) \ln |2ax + b + 2\sqrt{a(ax^2 + bx + c)}| - \sqrt{c} \cdot \sin^{-1}\left\{ (bx + 2c) / xv^2 - 4ac \right\}
$$

and we get finally

$$
\eta_n = \frac{1}{4} \left( \frac{E}{2E_C} - 1 \right) \left( \frac{m_p}{m_e} \right)^2 - \left( n + \frac{1}{2} \right)^2 - \frac{E}{8E_C} \left( \frac{m_p}{m_e} \right)^2 - \left( n + \frac{1}{2} \right)^2
$$

where a relation $\eta^2 = e^2 a^2 m_e / 4 \pi e_0 = E_C - m_e a_0^2$ was used. From the Eqs. (2) and (6),

The cross-section is obtained as shown in Fig.1.

3. Diffusion Coefficient in Velocity Space for Uniform Plasma

Diffusion coefficient of $H^+$ particle in velocity space can be obtained with similar method studied by Rosenbluth et al./14/

$$
<\delta v_i \delta v_j> = \int d\mathbf{v}^i f_b(\mathbf{v}^i) \int d\mathbf{v}^j \cdot \sigma(\mathbf{v}, \mathbf{v}') u \Delta v_i \Delta v_j
$$

where $<\delta v_i \delta v_j>$ represents the diffusion coefficient per unit time, and $f_b(\mathbf{v}^i)$ and $\Pi$ show an ion distribution function and solid angle respectively.

For the calculation, it is convenient to introduce a local Cartesian coordinate in which the changes of each velocity component undergone the collision are expressed as follows.

$$
\begin{align*}
\Delta u_1 &= -2u \cdot \sin^2(\theta/2) \\
\Delta u_2 &= 2u \cdot \sin(\theta/2) \cdot \cos(\theta/2) \cdot \cos \phi \\
\Delta u_3 &= 2u \cdot \sin(\theta/2) \cdot \cos(\theta/2) \cdot \sin \phi
\end{align*}
$$

Now, we denote the average of product of velocity change $\Delta u_i \Delta u_j$ as

Fig.1

Calculated cross-section of $H^+ - H^+$ elastic scattering
Then the transformation of this quantity from local Cartesian coordinate to laboratory system becomes
\[
\{\Delta u_\mu \Delta u_\nu\} = \left(\frac{m_p}{m_a + m_b}\right)^2 \left[\frac{u_\mu^2}{(u_\mu)^2} \{\Delta u_1^2 \Delta u_1^2\} + \{\delta_{\mu\nu} - \frac{u_\mu u_\nu}{(u)}\} \{\Delta u_2^2 \Delta u_2^2\}\right]
\]  
(10)
where the subscription 1 means direction of relative velocity and 2 its perpendicular direction. Multiplying Eq. (10) by Maxwellian
\[
f_b(v') = \frac{n_b}{(2\pi kT)^{3/2}} \exp\left\{-\frac{m_b v'^2}{2kT}\right\}
\]
and integrating with \(v'-\)space, we can finally obtain the diffusion coefficients. For example, \(\langle \Delta v_1 \Delta v_1 \rangle\) becomes
\[
\langle \Delta v_1 \Delta v_1 \rangle = 2v^2 \pi a^2 n_b \frac{E_m c m_e}{m_p^2} \left[\frac{2kT}{\sqrt{\pi}} \left(2e^{-x^2} - 2x - 2e^{-x^2} + 2\sqrt{\pi} x \Phi(x) - \frac{\sqrt{\pi}}{\sqrt{x}} \Phi(x) + \frac{\sqrt{\pi}}{\sqrt{x}^2} \Phi(x)\right)\right] \Sigma K_1
\]
\[+ \sqrt{\pi} a^2 \frac{E_m}{m_p} \left(\frac{2kT}{\sqrt{\pi}} \left(2e^{-x^2} - 2x - 2e^{-x^2} + 2\sqrt{\pi} x \Phi(x) - \frac{\sqrt{\pi}}{\sqrt{x}} \Phi(x)\right)\right) \Sigma K_2
\]
(12)

\[K_1 = \left(2n+1\right) + \frac{n^2}{2n-1} + \frac{(n+1)}{2n+3} \cdot \sin^2 \frac{\eta_{n+1}}{\eta_{n+1}} - 2 \sin \eta_{n+1} \sin \eta_{n-1} \cos (\eta_n - \eta_{n-1})
\]
\[-2(n+1) \sin \eta_{n+1} \sin \eta_{n+1} \cos (\eta_n - \eta_{n+1}) + \frac{(n-1)n}{2n-1} \sin \eta_{n+1} \sin \eta_{n-2} \cos (\eta_n - \eta_{n-2})
\]
\[+ \frac{(n+1)(n+2)}{2n+3} \sin \eta_{n+2} \sin \eta_{n+1} \cos (\eta_n - \eta_{n+2})
\]
(13)

\[K_2 = \left(2n+1\right) - \left(2n+3\right) + \frac{n^2}{2n} - \frac{(n+1)^2}{2n+3} \sin \eta_{n+1} \sin \eta_{n-1} - \frac{(n-1)n}{2n+3} \sin \eta_{n+2} \sin \eta_{n-2} \cos (\eta_n - \eta_{n-2})
\]
\[-\frac{(n+1)(n+2)}{2n+3} \sin \eta_{n+2} \sin \eta_{n+1} \cos (\eta_n - \eta_{n+2})
\]
(14)

where \(x = E/kT\) and \(\Phi(x)\) represents error function \(\Phi(x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-y^2)dy\).

4. Calculation for JT-60 (Non-Uniform Plasma Including Magnetic Field)

Schematic drawing of proposed system is shown in Fig. 2. Ionized component from the plasma are removed beforehand by deflector. Neutrals are ionized when they pass through the gas cell, then their orbit are bent by magnet. In the model, following parameters are used: ion density in center \(N_p = 10^{20} \text{m}^{-3}\), plasma radius \(a = 95 \text{ cm}\), flux density \(B = 5 \text{T}\), distance between the magnet and detector \(L = 10 \text{ m}\).

---

**Fig. 2**
Schematic drawing of experimental arrangement for proposed method

---
We assume that the plasma density and the temperature are expressed as quadratic functions \( N(R) = N_p \{1 - (R/a)^2\} \) and \( T(R) = T_p \{1 - (R/a)^2\} \) and also assume that the function \( f_B(\vec{v}) \) are Maxwellian in a basic principle

\[
f_B(\vec{v}) = N(R)\left(\frac{m_b}{2\pi k T(R)}\right)^{3/2} \exp\left(-\frac{m_b v^2}{2k T(R)}\right)(v_x^2 + v_y^2 + v_z^2)
\]

where \( R \) represents the position of guiding center and is expressed by cyclotron frequency \( \omega_c \) and the actual position of ions \((x,y)\).

\[
R^2 = (x+(v_y/\omega_c))^2 + (y-(v_x/\omega_c))^2 < a^2
\]

Calculation is performed by dividing the plasma diameter in \( n \)-th section. In the each section, the ion density and the temperature are assumed to be constant. If we denote an injecting velocity of particles as \( v \), the time which is required to pass through one section becomes \((2a/nv)\), so that the deflecting width \( W \) expressed in Fig.2 becomes

\[
W = (2L/v)\sqrt{(2a/nv)} \cdot \frac{\sum_{i=1}^{n} \langle \Delta v_i \Delta v_i \rangle}{1}
\]

From \( W \), one can estimate the plasma temperature. We used here \( n = 21 \) sections, however the result does not depend almost on number of \( n \). Figure 3 shows the temperature dependence of \( W \) in which the parameter shows injecting energy.
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Fig. 3
Deflecting width calculated by using longitudinal diffusion coefficient
The circular cross section of FTU [1] vacuum vessel indicates as a natural choice the use of fully toroidal coordinates ($\theta$, $\tilde{w}$, $\phi$) (see Fig. 1) for equilibrium magnetic measurements. They are connected with the cylindrical coordinates ($r$, $z$, $\phi$) by

\[
\begin{align*}
    r &= \frac{R_o \sin \theta}{\sin \theta - \cos \tilde{w}} ; \\
    z &= \frac{R_o \sin \tilde{w}}{\sin \theta - \cos \tilde{w}}
\end{align*}
\]

where $R_o$ is determined by the major and minor radius $R$ and $a$ of the torus $\theta_o = \theta$ on which the measuring probes are sitting:

\[
\begin{align*}
    \sin \theta_o &= 1 - \frac{a^2}{R^2} ; \\
    R_o &= \sqrt{R^2 - a^2} \quad \text{pr} \quad \text{pr}
\end{align*}
\]

In axial symmetry the equation for the flux function $\psi = 2\pi r A_\phi$ is ($j_\phi$ being the current density)

\[
\begin{align*}
    \frac{\partial^2 \psi}{\partial \theta^2} + \frac{\partial^2 \psi}{\partial \tilde{w}^2} - \frac{1 - \sin \tilde{w}}{\sin \theta \sin \tilde{w}} \frac{\partial \psi}{\partial \tilde{w}} + \frac{\sin \tilde{w}}{\sin \theta \sin \tilde{w}} \frac{\partial \psi}{\partial \theta} &= - \frac{2\mu_0 R_o^3 \sin \theta}{(\sin \theta - \cos \tilde{w})^3} j_\phi \quad \text{eq} \quad 3
\end{align*}
\]

The homogeneous equation admits (almost) separable solutions ("harmonics") expressible in terms of the Fock functions [2] $f_m(\sin \theta)$ and $g_m(\sin \theta)$. These correspond to the flux functions of internal and external current multipole fields (see Fig. 2).

\[
\begin{align*}
    \psi_m^c &= \frac{f_m(\sin \theta)}{\sqrt{\sin \theta - \cos \tilde{w}}} \cos (m\tilde{w}) \quad \text{for} \quad \text{eq} \quad 4
\end{align*}
\]

The solution of the inhomogeneous equation by Green's function method is:

\[
(\epsilon_o = 2; \quad \epsilon_m = 1 \quad \text{for} \quad m \neq 0)
\]
\[ \Psi(\theta, \tilde{\omega}) = \frac{\mu R^3}{\sqrt{\cos \omega - \cos \tilde{\omega}}} \int_0^{2\pi} \int_0^1 \frac{j(\theta, \tilde{\omega})}{(\cos \omega - \cos \tilde{\omega})^{3/2}} \left[ \sum_{m=0}^{\infty} \frac{\Gamma(m+\frac{1}{2})}{\Gamma(m-\frac{1}{2})} \right] \] 

\[ [\cos(m\omega) \cos(m\tilde{\omega}) + \sin(m\omega) \sin(m\tilde{\omega})] \left\{ \begin{array}{ll}
 f_m(\theta) & \text{if } \theta < \theta_o \\
g_m(\theta) & \text{if } \theta_o < \theta
\end{array} \right. \] 

This naturally leads to define the following multipolar current density moments (the internal ones being generated by the plasma and the external ones by the poloidal windings)

\[ \begin{align*}
 M_{m}^C & = \frac{2\pi}{\int_0^1 \int_0^{2\pi} \frac{\varepsilon R^3}{\cos \omega - \cos \tilde{\omega}} \Gamma(m+\frac{1}{2}) \Gamma(m-\frac{1}{2})} \frac{\cos(m\omega)}{\sin(m\tilde{\omega})} \\
 \end{align*} \] 

\[ \begin{align*}
 M_{m}^C & = \frac{2\pi}{\int_0^1 \int_0^{2\pi} \frac{\varepsilon R^3}{\cos \omega - \cos \tilde{\omega}} \Gamma(m+\frac{1}{2}) \Gamma(m+\frac{1}{2})} \frac{\cos(m\omega)}{\sin(m\tilde{\omega})} \\
 \end{align*} \] 

Between the probe position \( \theta_{pr} \) and the plasma surface it is

\[ \psi(\theta, \tilde{\omega}) = \frac{1}{\sqrt{\cos \omega - \cos \tilde{\omega}}} \sum_{m=0}^{\infty} \left[ E_m(\theta) \sin(m\omega) + F_m(\theta) \cos(m\omega) \right] + C \]

where

\[ \begin{align*}
 E_m(\theta) & = M_{m}^{e,s} g_m(\theta) + M_{m}^{i,s} f_m(\theta) \\
 F_m(\theta) & = M_{m}^{e,c} g_m(\theta) + M_{m}^{i,c} f_m(\theta)
\end{align*} \]

In order to measure the multipolar moments it is convenient to use discrete \( B_0 \) coils and \( B_\theta \) saddles equally spaced in the correct poloidal angle \( \tilde{\omega} \). The constant \( C \) can be determined by a toroidal voltage loop. Performing the Fourier analysis of the saddles signal

\[ S_1(\tilde{\omega}) = \sqrt{\frac{\tilde{\omega}}{\theta_{pr} - \cos \tilde{\omega}}} \Psi(\theta_{pr}, \tilde{\omega}) \]

and of the combination signal

\[ S_2(\tilde{\omega}) = [S_2(\tilde{\omega}) + \frac{1}{2} \frac{\varepsilon}{(\cos \omega - \cos \tilde{\omega})^{3/2}}] \sqrt{\frac{\tilde{\omega}}{\theta_{pr} - \cos \tilde{\omega}}} \]

(being \( S_2(\tilde{\omega}) = \frac{2\pi R^2}{(\cos \omega - \cos \tilde{\omega})^{1/2}} B_\omega \) the coils signal)

one can obtain
The coordinates \((\Theta, \bar{\Omega})\) of the weighted centre of the current in the plasma can be found from the internal \(m = 0\) and \(m = 1\) multipolar moments by

\[
\begin{align*}
\frac{e^{c}_{s}}{M_{m}} = - \frac{\{c_{s}}}{3_{m}} \frac{f_{m}^{c}}{s_{m} \phi_{m}} - S_{1m}^{c} \partial \phi_{m} \left| \Theta \right|, \quad \frac{i^{c}_{s}}{M_{m}} = - \frac{S_{1m}^{c} \partial g_{m}}{S_{3m}^{c} \partial g_{m}} \left| \Theta \right|
\end{align*}
\]

As in this expression the external multipolar moments are absent the current weighted centre cannot be controlled externally in a proper way. If a circular limiter at \(e = 0\) is used, it appears from Eq. 8) that the only nontrivial way to obtain \(\Psi(\Theta, \bar{\Omega}) = \text{const}\) on the limiter is to impose \(E_{m}(\Theta) = F_{m}(\Theta) = 0\); i.e. the external windings must provide external moments proportional to the internal ones

\[
\begin{align*}
E_{m}(\Theta) &= \frac{g_{m}^{c}(\Theta)}{g_{o}^{c}(\Theta)} \frac{M_{m}^{c}}{M_{o}^{c}} \text{ const},
\end{align*}
\]

In such a case simple expressions for relevant plasma parameters can be obtained.

The safety factor \(q_{\psi}\) at the limiter is: (\(B_{o}\) being the toroidal field at \(R_{o}\))

\[
q_{\psi} = \frac{d\phi}{d\psi} = \frac{B_{o} R_{o}^{2} 2\pi}{\Phi_{o} \cos \Theta_{L}} \int_{\Theta_{L}}^{\Theta_{L}} \sqrt{\cos \Theta_{L} - \cos \omega} \left\{ \frac{\phi_{m}^{c}}{\Theta_{L}} \cos \Theta_{L} + \frac{\phi_{m}^{c}}{\Theta_{L}} \sin \Theta_{L} \right\}
\]

neglecting terms of the second order this becomes

\[
q_{\psi} = \frac{2\sqrt{2} B_{o} R_{o}^{2}}{\Phi_{o} \cos \Theta_{L}} \left\{ [2 \cos \Theta + \left( \frac{\phi_{m}^{c}}{\Theta_{L}} \right)] g_{o} - [1 + \cos \Theta \left( \frac{\phi_{m}^{c}}{\Theta_{L}} \right)] g_{1} \right\}
\]

Following Shafranov [3] with \(\sigma = 1 + (1+\delta) \cos \Theta_{L} / \Theta_{L}\), where \(\delta = (R_{+} - R_{-})/R_{o}\) (\(R_{+}\) being the weight centre of the total plasma pressure), it is possible to obtain
\[ \beta_p + \frac{1}{2} = \frac{1}{32\pi \mu_0^2 R_T^2} \left\{ 3\alpha \left( \frac{\partial F}{\partial \theta} \right) + \alpha \sum_{m=0}^{\infty} \left[ \frac{\partial F_m}{\partial \theta} \left( \frac{\partial F_{m-1}}{\partial \theta} + \frac{\partial F_{m+1}}{\partial \theta} \right) \right] \right\} \]

\[ + \frac{\partial E_m}{\partial \theta} \left( \frac{\partial E_{m-1}}{\partial \theta} + \frac{\partial E_{m+1}}{\partial \theta} \right) - \frac{2(\alpha-1)}{c\theta} \sum_{m=0}^{\infty} \left[ \left( \frac{\partial E_m}{\partial \theta} \right)^2 + \left( \frac{\partial F_m}{\partial \theta} \right)^2 \right] \]
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Fig. 1 - Poloidal projections of \( \theta = \text{const (tori)} \) and \( \tilde{\omega} = \text{const (spheres)} \) surfaces

Fig. 2 - Poloidal projections of \( m = 0, 1, 2 \) flux surfaces of internal (upper line) and external toroidal "harmonics"
ION BERNSTEIN MODES FLUCTUATIONS AS A MEASURE
OF THE MAGNETIC FIELD ORIENTATION
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INTRODUCTION.

It is a crucial point in magnetically confined fusion plasmas to get the local magnetic field direction of the medium. A previous method using the modulation of the scattering form factor of electron density fluctuations $S(k, \omega)$ with the angle $\theta$ of the wave number $k$ with the magnetic field (B) at electron cyclotron harmonics has been performed /1-3/. Another currently proposed diagnosis consists in selecting the polarisation of transition lines presenting the Zeeman effect /4/.

We suggest a new method in the low frequency (ion) range. In this last region of the spectrum the fluctuations perpendicular to the B field arise from ion Bernstein modes in homogeneous plasmas.

ION BERNSTEIN WAVES.

We remind the existence of two extreme kind of modes depending on the magnitude of $\cos \theta$, /5/,

$$2\pi \frac{V_i}{K_B} = \delta, \quad (\delta \approx (\frac{e}{m_i}) if \quad k \rho_i \approx 1, \quad \frac{T_e}{T_i} \approx 1)$$

we are dealing with pure ion Bernstein modes (PBM). ($V_i$ is the thermal velocity of either electron or ion particles, $\rho_i$ is the ion Larmor radius). For these waves the wave phase velocity parallel to the B field is well above the electron thermal velocity : $V_e / k >> V_i$. As a consequence electrons are frozen along the B field and they don't answer to the ion fluctuations /6-7/.

For $\delta << \cos \theta << \min (1, \frac{2\pi}{K_B})$

we have the quasi-neutralized Bernstein modes (QNBM). For those waves on the opposite we have $V_{ei} / V_i$ electrons can be considered as Boltzmannian and there is no electron Landau damping.

DENSITY FLUCTUATIONS FORM FACTOR SHAPE.

In this last $\cos \theta$ range $S(k, \omega)$ is deeply modulated in $\theta$ /8/. But the behavior of $S(k, \omega)$ is different in the first $\theta$ range : because of the progressive freezing of all the electrons the spectrum narrows and for $\theta = \pi/2$ it shrinks to its zero frequency component where all the power lies there. We propose the study of the migration of the power towards $\omega = 0$ as a function of the $\theta$ angle as a diagnosis for determining the B field direction.

We have already studied the form factor, whose expression is well known in a warm, collisionless, infinite, homogeneous plasma to give a ion tempera-
ture diagnosis by looking at the spectrum shape in the ion cyclotron (QNM) frequency range /9/.

Figure 1 shows the smearing out of the cyclotron resonance of quasi-neutralized waves as one looks nearer and nearer to a perpendicular of the B field.

Fig. 1 : $S(k, \omega)$ for fixed $k_{\perp 0}$ ($k_{\perp 0} \rho_i = 1.3$) and various $\theta$ angle of $k$ with the magnetic field $B$ near the perpendicular position : $\Delta \theta = \pi/2 - \theta$. $S(k, \omega)$ is plotted as function of frequency, $\Omega_i$ is the ion (deuterium) gyrofrequency. As $\Delta \theta$ goes to zero the cyclotron resonance disappears and the spectrum shifts to low frequencies.

When $(\pi/2) - \theta$ becomes smaller than $\delta$ the resonance vanishes as reminded above. One could notice the progressive correspondent enhancement of the zero frequency amplitude. The total power

$$ S_\infty(k) = \int_{-\infty}^{+\infty} S(k, \omega) \, d\omega $$

is given by a sum rule which is a consequence of the fluctuation dissipation theorem, for an equilibrium plasma /10/ ($T_e/T_i = 1$, and $S_\infty(k) = 2\pi$ for $k << k_d$, $k_d$ being the Debye wave number, and semi-analytical expressions are available for $T_e/T_i \neq 1$, /11-12/.

Figure 2 gives the integrated power $A = \int_{-\Delta \omega}^{+\Delta \omega} S(k, \omega) \, d\omega$, for different angles of the wavevector $k$ with the plane perpendicular to $B$. $\Delta \omega$ is a low pass filter cut-off chosen equal to half the ion cyclotron gyro-frequency.
The half width (1/e points) of the spectrum provides the precision of the experiment. One sees that for instance, for $T_e/T_i = 2$ (a common temperature ratio in Tokomaks), we get $2 \delta_1 = 1/10$ ($m_e/m_i$)$^2$, a precision on $\theta$ of 0.05° is then indicated for a deuterium plasma.

Let us now discuss the application to a Tokamak plasma. The $B$ field is mainly the sum of two contributions: the toroidal field $B$ running along the torus lines and the poloidal field $B$ which causes the helical (shear) structure of the total field.

In a real measurement by electromagnetic wave scattering one must cope with a finite $k_\parallel$ resolution. $\Delta k_\parallel$ should be low enough (for $\Delta k_\parallel/k_\parallel < \delta$ to avoid the Bernstein resonance). Besides the form factor is not sensitive to the central $k_\parallel$ value. For infrared light Thomson scattering, the laser wavelength is much smaller than the wavelength of fluctuations and one should use a tangential sight, with respect to the toroidal direction. The $k_\parallel$ resolution mainly arises from two terms:

$$\Delta k_\parallel = \frac{2w}{k_\parallel L_s(r)} + \frac{1}{4k_\parallel \sqrt{Rw}}$$

(whete $w$ is the laser beam waist, $R$ the mean large radius, $L_s$ the shear length, $r$ the radial small radius distance), the first term is due to shear, the second one to the geometry due to the lack of resolution, this could be minimized by matching $w$. 

---

**Fig. 2**: Integrated power $S'(k) = 2/S_0(k) \int_{-\delta/2}^{\delta/2} S(k, \omega) d\omega$, as a function of the angle $\theta$ near $\pi/2$. $S'$ and $\theta$ each being plotted on a logarithmic scale.
One need to perform two experiments in different perpendicular directions with respect to $\mathbf{B}$ in order to get the local absolute $\mathbf{B}$ direction. A preliminary try in the equatorial plane where $\mathbf{B}$ reduces to its toroidal component could test the method.

In conclusion, by using the scattering of light on pure ion Bernstein modes, we have shown that a measurement of the $\mathbf{B}$ field direction can be performed with a good precision of the order $0.05^\circ$.

Observation of Plasma Turbulence by Coherent Far Forward Scattering Using a Multi Channel Detector Array at 10 Microns

M. von Hellermann, H.J. Gülker, O.R. Hasse
FB Physik, Universität Essen, 43 Essen 1, FRG

Long wavelength electron density fluctuations in a plasma can be determined by the method of far-forward-scattering [1] i.e. scattering experiments where the scattering angle is comparable to the divergence of the probing beam. Experiments in the IR at 10.6 μ [2], [3] in the FIR at 1.2 mm [4] and with microwaves at 8 mm have been reported [5].

The method is based on a Fourier optics approach to plasma scattering of electromagnetic radiation which leads to an analytical description of the spatial profile of the resulting scattered fields and that of the undeviated probe beam. For small scattering angles the fields of the scattered light and of the probe beam overlap spatially and lead to intermediate frequency signals. The spatial profile of the intermediate frequency scattering signal contains information on the wavelength, the location, the fluctuation level and the direction of propagation of the investigated waves. To make use, however, of the full potential of this diagnostic technique, the spatial profile of the amplitude and the phase of the scattered signal has to be recorded simultaneously by several detectors.

The spatial and temporal development of fluctuation parameters can be constructed in a wide range of frequencies during one single plasma discharge. This might especially useful for turbulent plasmas with non reproducible fluctuation frequency spectra.

The range of fluctuation wavelength which can be analysed by this method is \( w_o < \lambda < 30 w_o \) where \( w_o \) is the 1/e-radius of the probe beam waist in the plasma. The observable frequency range is mainly limited by the sampling rate and temporal window of the ADC’s recording the detector signals. The method is equivalent to a time resolved holographic diagnostic of electron density fluctuations and may be especially suitable for plasma heating experiments.

In this paper we describe results from a turbulent plasma experiment where a dispersion of electron density waves is obtained by this method from one
single plasma discharge.

The plasma is excited in a travelling wave assembly [6] where an external high power, high frequency pulse (100 MWatt, 1 MHz, 12μsec) is fed into a linear transmission line, the inductances of which are the magnetic field coils surrounding the plasma vessel. This leads to the excitation of cylinder asymmetrical compressional Alfvén waves which are strongly enhanced in the case of resonant eigenmodes. Up to 90% of the high frequency power is dissipated in this case.

The scattering arrangement schematically in fig. 1. The scattered signals are detected by an array of five Ce:Hg (SBRC) detector elements in the front focal plane of the fourier transforming lens.

Two regimes of operation are investigated. In the first regime of operation (B_{axial} = 0.03 Tesla), where \Omega_{pump} = 2\Omega_{ci} and v_{Alfvén} = v_{ionacoustic} strong fluctuations in the direction perpendicular to the magnetic field are found.
The amplitude frequency spectra are nearly monochromatic. The wavelengths are in the order of 5 cm and $k_\perp \rho_i \sim 1$. In the second representative regime of operation ($B_{0z} = 0.12$ Tesla), where the axial magnetic field, the mean electron density and temperature show high spatial and temporal gradients, a broad fluctuation frequency spectrum is observed with wavelength in the order of a few mm. An example of the resulting wavelengths and density levels as a function of the observed frequencies are displayed in fig. 2. The number of the evaluated frequency channels is limited in this case mainly by the sampling rate of the ADC's. The signal level are approximately two orders of magnitude above the shot noise level of the detector-amplifier system.

The observed wavelength in the order of a few mm and the observed density level correspond to electrical fields which are enhanced with respect to the first regime of operation. The broad frequency spectra are quantitatively

Fig. 2 Fluctuation spectra observed in the direction perpendicular to the axial magnetic field in the turbulent plasma regime. The plot shows fluctuation level $\tilde{n}_e \cdot L$ and wavelength versus frequency.
not reproducible at discharges with identical external parameters. The enhanced electrical fields and the erratic spectra indicate a turbulent plasma state.

In an earlier incoherent ruby laser scattering experiment [7] in the same regime of operation distinctive deviations from a maxwellian distribution were found. The fluctuation wavelengths in the order of a few mm observed in the present experiment confirm the former assumption that the observed distortion in the incoherent maxwellian spectra were due to fluctuation wavelength wavelengths comparable to the dimensions of the scattering volume. A quantity which has been hitherto neglected in scattering experiments is the phase of the scattered signal. It is verified that it gives immediate information on the direction of propagation. In the first regime of operation where nearly monochromatic and reproducible spectra are observed the spatial profiles of the phase of the scattered signal are smooth whereas in the turbulent regime the phase profiles display erratic non reproducible jumps. This is a further indication for the turbulent plasma state.

In toroidal plasmas in thermal regimes, an important tool for the diagnostics of the electron temperature $T_e$ profiles is given by the analysis of the electron cyclotron emission (ECE). In the JET facility, $T_e$ profiles shall be obtained both in the equatorial plane and normally to it /1/, by using a set of 10 antennas located in a port on the low magnetic field side at different distances and inclination angles with respect to the equatorial plane. Physically important features to be taken into account in the model simulating the emitted spectra are those due to refraction, toroidal and poloidal magnetic field, and finite relativistic line width, as imposed by the substantial perpendicularity to the magnetic field $B$ of the antenna lines of sight. We have developed a numerical code keeping all these features into account in the computation of the single pass emitted intensities in thermal regimes, both for the case of circular concentrical and D-shaped magnetic equilibrium surfaces /2/. We refer to a moderate temperature regime ($T < 10$ Kev) where the cyclotron radiation spectrum is basically in the low harmonic range, and a separate description of different harmonic contributions is possible. By using Kirchhoff's law and the well-known integral solution of the radiative transfer equation /3/, the radiation intensity leaving the plasma at a given frequency $\omega$ and in a given polarization mode is computed along the ray trajectory, obtained by solving the relevant Hamiltonian system of geometrical optics equations in toroidal geometry /4/. While the use of the cold dispersion relation is both convenient and allowable /5/ for the ray tracing, the absorption coefficient must be calculated by using a relativistic warm plasma theory, even for not strictly perpendicular propagation angles with respect to $B$. In our code we make use of the exact expression of the weakly relativistic plasma dispersion functions in terms of the Fried and Conte $Z$-function as given in Ref. /6/. The warm dispersion relation may be always written in the form:

$$C_0 n_1^4 - C_1 n_1^2 + C_2 = 0$$  \hspace{1cm} (1)

where $n_1$ is the component of the refractive index normal to the total magnetic field and the coefficients $C_0$, $C_1$ and $C_2$ depend on $n_1$ for harmonic numbers $\ell > 1$. By iterating the "cold" $n_1$ value in these coefficients, as allowed when $|I_{\ell}(n_1)| \ll |R_{\ell}(n_1)|$, eq. (1) may be treated in any case as a bi-quadratic. We simulate the finite pattern of each antenna by considering a set of entering rays characterized by their divergence angles with respect to the antenna axis. In Fig. 1 we show the unrefracted beams of 9 antennas in the poloidal...
plane for circular concentrical magnetic surfaces. After a suitable choice of radial positions along each unrefracted beam, the code determines, for each assigned harmonic number, the relevant resonant frequencies at which the ray trajectory and the emission intensity are computed. In the computations illustrated in Figs. 2 and 3 we have assumed parabolic profiles for the safety factor $q$, the electron density $n$ and temperature $T_e$ with:

$$q(0) = 1; \quad q(a) = 3; \quad n(0) = 5 \times 10^{19} \text{ m}^{-3}; \quad T_e(0) = 1 \text{ keV}.$$ 

Fig. 2 shows the refracted beams of 3 antennas for different frequencies and polarization modes. The width of the emission layer is represented by two vertical bars, the one with the arrow indicating the resonant position. The label (a) indicates the case of an ordinary mode resonating as second harmonic in the region 2 and as first harmonic in the region 1. In this overlapping case the contribution to the total emitted intensity due to the first harmonic turns out to be quite stronger than the one due to the second harmonic. The code takes properly into account both of them including reabsorption. Labels (b) and (c) refer to refracted beams of antennas whose lines of sight are oblique with respect to the equatorial plane, in the case of a second harmonic X-mode. In the last two cases the computed optical depths are large enough to ensure black-body emission. In Fig. 3 we show a typical example of simulated intensity (normalized to the black-body central intensity) obtained at the second harmonic along a vertical line in the low field half of the poloidal plane. Dots (•) represent the O-mode intensities and crosses (+) the X-mode intensities. Each dot or cross refers to a different antenna. The continuous line represents the assumed temperature profile. The plasma, for the considered parameters, is optically thick for the X-mode, while it is optically thin, as expected, for the O-mode. It is seen that a minimum (rather than a maximum) of O-mode intensity characterizes the central region of the plasma. This is due to the fact that the absorption (and emission) of the O-mode at the second harmonic has an "oblique" optimal angle of propagation, as pointed out also in Ref. 7. Owing to the fact that, in our geometry, $n_e$ depends also on the poloidal magnetic field, a larger contribution to the O-mode intensity is to be expected for antennas whose line of sight encounters resonant regions with higher poloidal magnetic field.
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Fig. 1
Unrefracted beams of the antennas, in a poloidal section.

Fig. 2
Refractions for 3 antennas.

Fig. 3
Radiative temperature for 2nd harmonic X-mode (+) and O-mode (•) along a vertical chord. The continuous line represents the assumed $T_e$ profile.
Space Potential Measurements on EBT-S and ISX-B
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Direct measurements of the plasma space potential are obtained using heavy ion beam probes. On EBT, a cesium ion beam, 5 KeV ≤ Ebeam ≤ 40 KeV, is directed into the plasma on the midplane of cavity E6. The beam follows a curved trajectory through the cavity, determined by injection parameters and the magnetic field. Within the plasma beam ions undergo impact ionization and generate a flux of multiply charged secondaries, \( \text{C}_n^+ + e + \text{C}_m^{+n} + (n+1)e \). A parallel plate electrostatic energy analyzer measures the energy of secondaries created within a small sample volume (typically ~1 cm²), defined as the volume element along the beam where secondaries have trajectories such as to enter the analyzer. The plasma potential within the sample volume is given by the energy increase of the secondary ions, \( \phi = E_S - eV_{\text{beam}} \).

The heavy ion beam probe on EBT has provided detailed steady state profile measurements for a wide range of machine conditions (pressure, power, etc.) [1]. Recently, the system has been upgraded to provide wide bandwidth measurements in order to follow rapid changes in plasma density and potential. This capability will allow detailed fluctuation studies \( [\phi, n_f(T_e)] \), and measurements during pulsed experiments designed to enhance EBT performance (ex., higher density T-mode operation) and provide diagnostic information (ex., the energy confinement time, \( T_e \)).

Measurements obtained during a microwave power pulsing experiment are shown in Fig. 1. Here the 28 GHz gyrotron, which provides the power input to the plasma, is modulated between 69 and 112 KW, with a duty cycle of 5 ms at the lower power and 12 ms at high power. The EBT fill pressure is 6x10⁻⁶ Torr, providing mid-T mode operation at both power levels. At \( 0 < t < 1 \text{ ms} \) the power is switched from high to low (the uncertainty is in the tube's output response to drive modulation). The power is returned to the high level at approximately 6.3 ms.

Measurements of the plasma potential, \( \phi \), and the total secondary current, \( i_{\text{sum}} \), are shown in the figure. Data are from the core (near the plasma center, \( r < 4 \text{ cm} \)) and in the hot electron ring region, \( r ≈ 13 \text{ cm} \). Ring measurements are sensitive primarily to the bulk plasma, since the ring density is \( \sim 10\% \) bulk density, and the ionization cross section is low at the high ring temperature (\( T_e \sim 500 \text{ KeV} \)). The secondary current level is proportional to the plasma density and temperature within the sample volume, \( i_s \propto n_f(T_e) \), where \( f(T_e) \) is the effective cross section for impact ionization. For electron temperatures below \( \approx 100 \text{ eV} \), \( f(T_e) \) increases strongly with temperature. Above \( \approx 100 \text{ eV} \) the cross section peaks and then slowly decreases, making the secondary current level primarily sensitive to density changes. The repetitive spikes on the signals (0.6 ms period) are from beam chopping to establish the baseline noise level.

When the microwave power is switched low, at \( t \approx 1 \text{ ms} \), the secondary current level drops \( \sim 60\% \) at both the core and ring locations. The decay
Fig. 1. Space potential and secondary current level measurements in the core and ring region of EBT-S.
time constant is \(~1 \text{ ms}\). The plasma potential in the core increases, concurrently with a drop in potential in the ring region. The change is \(~100 \text{ V}\) in the core and \(~150 \text{ V}\) at the ring, yielding a net change in the potential well depth of \(~250 \text{ V}\). This change is consistent with profile measurements during steady state /2/. When the power is returned to the high level, at \(t \sim 6.3 \text{ ms}\), the potential and total current change faster, with a time constant of \(< 0.25 \text{ ms}\).

A heavy ion beam probe has recently been installed on the ISX-B Tokamak. A 200 KeV accelerator directs a \(\text{Cs}^+\) beam (used at 8 KG and 10 KG toroidal fields) or a \(\text{Tl}^+\) beam (used at 12 KG toroidal field) into the plasma at machine sector 13. A parallel plate electrostatic energy analyzer monitors secondary ions. The analyzer contains a 12 channel split plate detector, segmented to provide a dynamic range of \(> 8 \text{ KV}\) and to allow monitoring toroidal deflection of the beam. Toroidal deflection results from the plasma current (typically \(> 250 \text{ KA}\)). The resulting toroidal angle of the secondary ions must be accurately known, since the analyzer measures only the beam energy component along its axis. The analyzer sensitivity is \(\sim 25 \text{ V}\).

The heavy ion beam probe is capable of probing the upper outside of the ISX plasma, as shown in Fig. 2. This detection grid gives the range of beam injection energy and angle required at 8.8 KG with a cesium ion beam, and can be scaled to other field intensities and ion species by \(E_{\text{beam}} \propto B^2/m\). The accessible plasma is limited primarily by the injector port size and location. A crossover sweep system may eventually be added to the beamline to allow more complete coverage of the plasma cross section.

Initial analyzer noise measurements have been made, during full ISX operation but with no beam injection. The noise level ranges from \(~4 \text{ nA}\) during low density ohmic discharges \((n_e \sim 2 \times 10^{13} \text{ cm}^{-3})\) to \(~60 \text{ nA}\) during high density \((n_e \sim 6 \times 10^{13} \text{ cm}^{-3})\) discharges with 2 MW of neutral beam injection. The noise, primarily ultraviolet light entering the detector, is low frequency and should be easily separated from signals by sweeping or chopping the ion beam. Expected signal levels using cesium at 8.8 KG range from \(50 \text{ nA}\) at the plasma center to \(> 400 \text{ nA}\) near the plasma edge. The signal level is lower in the plasma interior due to beam attenuation.

The accelerator has been voltage tested to 100 KV, and operated at 50 KV. Beam characterization and alignment are in progress. Beam operation during ISX shots is expected by the end of June, followed by initial secondary ion measurements. It is anticipated that we will calibrate the system early in July, and begin our detailed physics study.

The primary objective of initial operation is the measurement of radial space potential profiles during ohmic and neutral beam discharges. ISX-B has three 1.5 MW beamlines, which can be configured for co- or co-counter injection with the plasma current to study the role of induced toroidal angular momentum on plasma confinement. Initial results will be reported at this meeting.


Fig. 2. Energy/angle detection grid for the ISX-B heavy ion beam probe.
MEASUREMENT OF THE PLASMA MAGNETIC FIELD WITH AN ION BEAM PROBE
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There are still no satisfactory methods for measuring the magnetic field structure inside a hot dense plasma. We propose to use an Ion Beam Probe (IBP) for this measurement. The IBP is already a well-established method for obtaining profiles of the plasma electron density and of the electric potential as well as fluctuations of these quantities (ref. 1 - 3).

This technique uses a monoenergetic well-collimated ion beam which is swept across the plasma. Collisions with the hot electrons produce secondary ions without appreciable change of their momentum \((I^+ + e \rightarrow I^{++} + 2e)\). The confining magnetic field separates these secondary ions from the primary beam and, if the energy is high enough, a fraction of them (the secondary beam) can be collected outside the plasma, as shown in fig. 1. The detector therefore "observes" a single small plasma volume which can be moved by sweeping the ion beam or changing its energy.

![Fig. 1 Principle of the IBP](image)

The secondary ions carry local information out of the plasma. The electron density and temperature are related to the beam current, and the electric potential is given by the change of kinetic energy of the ions [1]. Components of the magnetic potential can be measured if the field structure of the plasma device has an axis of symmetry \(k\) [3]. Then, the corresponding component of the canonical momentum of the probing ions \(P_k = p_k + qAk\) is a constant of the motion. \((\vec{P} = m\vec{v}\) is the momentum and \(q\) is the charge of the ions, \(h_k\) is the metric coefficient and \(A\) the magnetic potential). Referring to figure 1 with \(z\) as axis of symmetry, we have for the primary and secondary trajectories:

\[
\Gamma_1 \ (p_z + qA_z)(P_g) = (p_z + qA_z)(P_1) \\
\Gamma_2 \ (p_z + 2qA_z)(P_d) = (p_z + 2qA_z)(P_1)
\]
where \( \vec{r}_i', \vec{r}_d' \), \( \vec{r}_d \) are respectively the position of the ion gun, the secondary emission point and the detector. These relations allow us to derive the internal magnetic potential from the external velocity measured by the detector. We assume the initial condition \( v_z (\vec{r}_i') = 0 \) and we ignore the constant terms. Then:

\[
A_z (\vec{r}_i') = \frac{m}{q} v_z (\vec{r}_d')
\]

This particular component of \( \vec{A} \) is the most interesting to measure because it is related to the poloidal field and to the current density. The surfaces \( A_z = \text{const.} \) are also magnetic surfaces. Similar results are obtained for a tokamak where the toroidal direction is an axis of symmetry.

For tokamak operation, we expect that the beam deflection in the toroidal direction \( \beta = v / v \) (caused by the magnetic potential) will be of the order of 10-20 mrad. Since the divergence of the ion beam is of the order of 5 mrad, we must find a way to measure much smaller deflection angles than the divergence of the beam. The principle of such a detector is shown in figure 2 and 3. A grid (1) of equally spaced flat wires with a spacing \( d \) much smaller than the beam width splits the beam into equal segments. After crossing the drift space 1, the beam segments are collected by the grid (2) and the plate (3). By simple geometrical inspection, it is easy to show that if the aperture angle of the detector \( \beta = 2d/l \) is larger than the beam divergence \( \gamma \), then the beam angle \( \delta \) is given by:

\[
\frac{I_2 - I_3}{I_2 + I_3} = \frac{1}{2d} \tan \delta
\]

which is unaffected by the divergence (if \( \gamma < \beta \) and \( |\delta| < \beta - \gamma \)) (fig 3 b).

![Fig. 2 Principle of the detector for measuring the incident beam angle.](image1)

![Fig. 3 Characteristic of the detector a) parallel beam b) divergent beam with \( \gamma < \beta \) c) with \( \gamma > \beta \).](image2)

We have constructed such a detector as shown in Fig. 4 with \( d = 0.25 \) mm and \( l = 20 \) mm. Experimental tests have shown that the sensitivity is limited only by noise (amplifier noise and mechanical oscillations of the test bench). Fig. 5 shows the output of the detector for an angular variation of the beam of \( \pm 3.5 \times 10^{-5} \) rad. The low frequency oscillation is caused by mechanical vibrations.
The feasibility of the IBP technique for magnetic potential measurement has been tested with a 5 kV potassium beam probe on a cylindrically symmetric plasma produced by a DC hollow cathode arc discharge (fig 6). This system has the symmetry requirement for measuring the potential component $A_z$ related to the plasma current. However, the plasma diameter was too small to allow spatially resolved measurement of the potential profile. Therefore, we have only been able to measure the potential variations at a fixed point (centre of the plasma) due to a pulsed current of 10 A superposed on the DC plasma current (100A). The resulting calculated angular variations of the beam ($\delta = \Delta v_i/v$) to be measured are about $2 \times 10^{-4}$ rad. The result is shown in fig 7 which displays the measured angular variations (middle trace) and the plasma current (lower trace). The top trace is the total current of secondary ions collected by the detector. It is proportional to the plasma density and function of the electron temperature. The measured angular variation was calibrated by applying a known square wave voltage on the horizontal steering plates of the ion gun.
The major problems encountered in this experiment were caused by the very low current of secondary ions ($\sim 10^{-9}$A) and a high noise level due to unstable plasma conditions. These problems will be much less important for a tokamak, because the current of secondary ions and the angular deflections are 2-orders of magnitude larger.

We have shown that the IBP diagnostic system can measure the magnetic potential related to the plasma current. This technique can therefore produce local and direct measurements of the most important parameters in a tokamak plasma. IBPs are however limited to small devices by the achievable probe beam energy ($<500$kV) and by the beam attenuation ($f_{e \parallel} < 5 \cdot 10^{14} \text{cm}^{-2}$).
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ABSTRACT

Thomson scattering from ion thermal fluctuations in a tokamak plasma has been observed for the first time using a 385μm D₂O laser system on Alcator C. The frequency shift of the scattered radiation was consistent with ion temperatures between 0.7 and 1.5 KeV. Experimental accuracy was limited by stray light caused by restricted port access.

INTRODUCTION

Collective Thomson scattering from ion thermal fluctuations can provide a direct measurement of spatially resolved ion temperature. This diagnostic capability can provide an important complement to other ion diagnostic techniques which in general become more limited as plasma size, density, and temperature increase in major fusion confinement experiments. Collective Thomson scattering ion temperature diagnostics have been used in ionospheric studies with radar and recently, in measurements of laboratory arc plasmas with CO₂ lasers. However, the application to plasma confinement devices of interest for fusion research requires the development of substantially improved sources and receivers in the wavelength range between 10μm-1mm. In this paper we describe the first demonstration of the feasibility of this ion temperature diagnostic on such a device, Alcator C. Although the main goal of the present work is to show feasibility of ion temperature measurements, scattering from thermal level collective fluctuations should be valuable for the study of impurities, local current densities, growth of plasma waves, and turbulence.

EXPERIMENTAL SET UP

The major elements of this diagnostic are: a 200 kW, 1μs pulsed, 385μm D₂O laser; a 20,000K (double side band) heterodyne receiver with a corner-reflecting Schottky diode mixer and a 381μm DCOOD laser local oscillator; a 40dB N₂O gas cell filter for stray laser radiation rejection; and graphite beam and viewing dumps inside the vacuum chamber. The downshifted signal (8.12-10.68 GHz) was frequency analyzed by a 32 channel, 80 MHz per channel filter bank. The scattering geometry on Alcator C was primarily determined by the available access using top and bottom ports resulting in a scattering angle of 20° with a scattering volume of a few cubic centimeters 3cm inside of the vacuum chamber axis.
MEASUREMENTS

Most of the scattering measurements were done at a magnetic field on the tokamak axis of 8 Tesla, peak densities > 2 \times 10^{19} \text{ cm}^{-3} and electron and ion temperatures on the order of 1 KeV, resulting in a range for the scattering parameter \( \alpha = 1/K\lambda_D \) of 10^-25. The receiver system was gated before and after the laser pulse to sample the background noise, mostly electron cyclotron emission. The two background noise samples were averaged and subtracted from the signal sample.

Stray laser radiation caused by the restricted diagnostic port access and diffraction placed the most severe limit on the present measurements. The stray radiation from inside the tokamak was about 60dB above the scattered signals. An N_2O absorption cell in front of the receiver prevented this radiation from saturating the Schottky diode mixer. The stray radiation and N_2O absorption cell effectively blocked from measurement the central \pm 400 MHz of the scattered spectrum. This placed a lower limit on the measurable ion temperature of about 700eV in hydrogen and 1000eV in deuterium. The stray light problem also prevented observation of effects of impurities on the central part of the thermal spectrum or non-thermal scattering with frequency offsets of less than 400 MHz. At frequency offsets greater than 400 MHz an experimentally determined stray laser radiation level due to the low level D_2O laser linewidth /4/ was subtracted from the plasma scattered signals.

Fig 3 shows a scattered spectrum for a hydrogen plasma with \( n_e = 3.6 \times 10^{14} \text{ cm}^{-3} \). This data represents the average of six identical plasma shots. The error bars correspond to one standard deviation of the data average. The error bars are larger at smaller frequency offsets because of the stronger contribution from the subtracted stray radiation background. Also, there is an error bar on the frequency offset scale because the D_2O laser is tunable and there can be a shot to shot fluctuation or drift in its frequency. Three

1. Scattered spectrum from a hydrogen plasma at 8 Tesla, \( n_e = 3.6 \times 10^{14} \text{ cm}^{-3} \), and plasma current \approx 450KA
theoretical ion thermal spectra for \( T_e/T_i = 1.2 \) are superimposed over the data. (Small changes in the ratio \( T_e/T_i \) does not seriously effect the outer wings of the thermal spectrum.) These curves are normalized to the scattered signal level expected at \( T_i = 1.0 \) KeV based on the measured laser power, receiver calibration, and plasma density. However, this absolute calibration is uncertain by about a factor of two. It can be seen that the data in Fig. 2 is consistent with scattering from thermal fluctuations in a plasma with ion temperature in the range of 0.7 to 1.5 KeV. This temperature range is consistent with temperatures of about 1 KeV expected in Alcator C.

Fig. 2 shows a scattered spectrum for a deuterium plasma with parameters similar to the hydrogen plasma used for Fig. 1. This data is the average of ten identical plasma shots and therefore has smaller error bars than Fig. 1. The distinct narrowing of the scattered spectrum in deuterium relative to hydrogen is consistent with the interpretation of the scattered signal as originating from thermal ion fluctuations.

DISCUSSION AND CONCLUSIONS

Although the scatter in the data points leads to a poor ion temperature resolution, the feasibility of scattering from ion thermal fluctuations in a tokamak device is shown for the first time. Significant improvements are possible in these measurements. The set up on Alcator C was not optimum for the following reasons: 1) Restricted diagnostic port apertures, 2.5cm wide, caused a large stray laser radiation background. Port apertures of 7cm or more for beam propagation path lengths of 1 to 2m would reduce the stray background; 2) The scattering geometry was aligned for scattering from fluctuations perpendicular to the magnetic field. With this orientation the scattered spectrum should be modulated at the ion cyclotron frequency which in a hydrogen plasma at 8 Tesla is 122 MHz. This modulation could have contributed to the scatter in the present data; 3) The normal operating values for the magnetic field in Alcator C are too high for thermal level scattering at a wavelength of 385\( \mu \)m. For the present measurements the central magnetic
field of Alcator C was limited to 8 Tesla or less because of strong interference from 3rd and 2nd harmonic electron cyclotron emission and absorption. This limitation prevented the use of the diagnostic at the highest ion temperatures and densities of Alcator C.

For scattering from plasma confinement devices with a combination of high temperature and relatively high field a shorter scattering wavelength is desirable to reduce electron cyclotron emission background levels. A shorter wavelength would also be better for experiments with restricted access. D₂O gas has several high power, 100μm laser transitions /7/ and NH₃ has high power laser lines at 152, 257, and 281μm /8/, at which the present Schottky diode mixer could be usable. The present 385μm scattering system as demonstrated on Alcator C should be useful for ion temperature diagnostics on lower field plasma confinement devices with large access. A 385μm D₂O laser has been operated at energy levels of up to 5 Joules per pulse at ~5MW power levels at Princeton /9/, a 20-fold increase over the laser used for the present measurements.

In summary, these results demonstrate, for the first time, the scientific and engineering feasibility of collective Thomson scattering from ion thermal fluctuations in a plasma confinement device of interest for fusion research. With the use of more optimized source and receiver technologies and better access, this technique could become a practical diagnostic tool for the measurement of ion temperature and other plasma properties which are manifest in thermal level collective scattering.
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A NEW METHOD FOR THE DETERMINATION OF IMPURITY ION ENERGIES AND THEIR IMPLANTATION DEPTHS IN COLLECTION PROBES EXPOSED TO THE SCRAPE-OFF LAYER
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EXTENDED ABSTRACT

An understanding of impurity generation, transport and deposition processes in the scrape-off layer (SOL) of Tokamak devices requires information on the impurity fluxes and their energy distribution/1/. This paper concerns the experimental determination of the impact energy of impurity ions using collection probes. The methods developed to date for the determination of ion energies in the SOL suffer inherent problems:

a) Techniques based on the determination of the ion gyroradius require a knowledge of the charge state of the ion /2/ and this is essentially an unknown parameter.

b) The method pioneered by Mohri et al /3/ relies on the accurate determination of the implantation depths of impurities in the target. From this depth the ion impact energy is interpolated using LSS theory /4/. Unfortunately the sputter-etch depth profiling technique employed is, in the experimental sense, fraught with difficulties.

Our method is based on the second approach. Using X-ray photoelectron spectroscopy (XPS) and chemical etching in a hydrogen plasma, we have developed a method for the determination of the implantation depth. In that case the problems associated with conventional sputter etching, such as Ion-induced atomic mixing /5/, selective sputtering /6/ and the essential requirement that the initial etch rate be accurately known, are overcome.

The example considered in this paper is the determination of the impact energy of Fe impurity ions in the SOL of the TCA Tokamak /1/ using carbon probes. However, the technique may be applied also to other metallic ions that do not form volatile hydrides and silicon is an equally suitable target material.

Figure 1. shows the projected range, Rp, of Fe projectiles in a carbon target calculated using LSS theory as a function of projectile energy. This applies for a normal incidence angle to the surface. Other cases are considered elsewhere /7/. For the energy range considered up to 2keV, Rp is similar to the inelastic mean free path, \( \lambda \), of the photo- (or Auger) electrons from the impurity atoms which are detected in the XPS (or Auger electron spectroscopy, AES) experiment. For the present case, \( \lambda = 13 \text{ Å} \) for Fe2p photoelectrons excited by AlKα radiation in a carbon matrix /7/. Figure 2a. shows a schematic of the impurities implanted into the target; the overlying layer results in attenuation of the Fe2p signal intensity, \( I_0 \). This overlying layer, and consequently the Fe2p signal attenuation, may be removed by selectively etching the probe chemically in a hydrogen plasma. With the sample at a floating
Figure 1. Projected range, $R_p$, of Fe projectiles in a carbon target as a function of projectile energy calculated using LSS theory.

potential, carbon but not iron impurities is removed and, as a function of time the signal intensity reaches a saturation value, $I_{sat}$, which corresponds to the situation depicted in Fig. 2b.

Using several model distributions, including a Gaussian profile, it can be shown that \( d \),

$$d = \lambda \ln \left( \frac{I_{sat}}{I_0} \right)$$

Figure 2. Schematic illustration of the collection probe surface region after implantation, a) and after etching in a hydrogen plasma, b).
Equation (1) is valid for cases where the depth distribution is not too broad ($A d/d \leq 0.5$) and for a low concentration of impurity species, $n (n \leq 10^{15}$ cm$^{-2}$) /7/. From the value of the experimentally determined implantation depth, $d$, the ion-impact energy may be readily interpolated using LSS theory (see Fig. 1).

The plasma etching experiments were performed in a custom-built plasma etching chamber constructed from UHV components and connects to the XPS system permitting the etching and analysis by XPS to be done under UHV conditions without breaking vacuum /7/. The basic plasma parameters used were:

- $H_2$ pressure = $4 \times 10^{-2}$ mb and purity = 99.99999%
- Substrate Temperature = 180°C
- Discharge Current Density = 3 mA cm$^{-2}$

The etching was done in a DC discharge with the sample at a floating potential and the thermionically heated cathode employed was out-of-line-of-sight of the sample. The electrodes were also electrically isolated from the vessel wall. This set-up essentially excludes physical sputtering of the impurities on the probe and also sputtering at the wall of the experimental chamber.

A typical example of $I/I_0$ as a function of etch time is shown in Fig. 3 for a carbon probe that had been exposed to several shots in the SOL of TCA. Note that etching for extended periods of time does not significantly affect the saturation signal intensity ratio ($I_{Sat}/I_0$), confirming that possible changes in surface roughness do not contribute to the determined value of $d$.

Table 1. summarizes the results obtained for collection probes studies in the SOL of TCA. The ion-impact energies fall in the range of 100-160 eV for the data presented. In these experiments the probe was at the potential of the wall and the estimated sheath potential is $\sim 30$ V. Consequently, the sheath accounts for a significant part of the total energy determined for assumed charge states of the ion of 1-3. Furthermore, sputtering of the deposited impurities during the TCA shots observed in other studies /1/ are consistent with ion energies in the range of 100-200 eV.

In conclusion, plasma chemical etching experiments in conjunction with suitable electron spectroscopic techniques (AES, XPS) may be used to determine the implantation depths and ion energies in the range 100-2000 eV. The method has several advantages over existing techniques used for studies of the SOL and is applicable to carbon or silicon probes and most metallic ions (Fe, Ni, Cr, Mo, Ti, etc).

<table>
<thead>
<tr>
<th>Drift Side</th>
<th>rf Power (kW)</th>
<th>Implantation Depth (Å)</th>
<th>Ion Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron</td>
<td>0</td>
<td>4.6</td>
<td>130</td>
</tr>
<tr>
<td>electron</td>
<td>108</td>
<td>5.1</td>
<td>160</td>
</tr>
<tr>
<td>ion</td>
<td>108</td>
<td>3.4</td>
<td>90</td>
</tr>
<tr>
<td>ion</td>
<td>108</td>
<td>4.2</td>
<td>120</td>
</tr>
</tbody>
</table>

* assuming that projectiles impinge the surface at normal incidence angle.
Figure 3. Signal Intensity ratio, $I/I_0$, as a function of etch time.
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MILLIMETER WAVE SCHLIEREN DIAGNOSTICS FOR FUSION PLASMA

G. Lisitano, F. Baretich, G. Gammino, I. Bazzo, C. Cassamagnaghi, S. Santicchi
Max-Planck-Institut für Plasmaphysik, EURATOM-Association, D-8046 Garching

The schlieren diagnostic presented in this paper is based on a finite angular deflection of exploring electromagnetic wave beams, which, for the density of fusion plasmas of \( N_0 = 10^{14} \text{cm}^{-3} \), is encountered in the millimeter wavelength range /1/. The plasma is explored by several beams which are deflected in a small region around the intersection of the exploring mm-wave beams with a plane normal to the beams and passing through the center core of the plasma. Besides affording the possibility of calculating the density distribution, the schlieren signals present a direct view of the density gradient transverse to the beams. The amplitude of the schlieren signals is numerically calculated in this paper, from a known density distribution and a known radiation pattern of the mm-wave antenna. The opposite problem of calculating the density distribution form the measured schlieren signals has not yet been faced. It may, however, be solved by imposing some constraint on the numerical results in order to avoid the ambiguity resulting from asymmetric situations. In the following a numerical model for calculating the schlieren signals is applied to several density distributions. In particular, displacement and rotation of the central core reproduces measured schlieren oscillations in the Pulsator tokamak immediately preceding a current disruption.

As well known, the schlieren calculation of a ray path deflected in a dispersive medium is derived from the Fermat law by taking the minimum of the integral \( \int k \, dl \), where \( k \) is the wave number. Replacing this \( k \) with that given by the dispersion relation of an ordinary wave, the radius of curvature \( R \) of the deflected ray path is expressed by /2/:

\[
\frac{1}{R} = - \frac{N}{2} \frac{V \cdot V}{1 - V}
\]

where \( V = N/N_c \); \( N \) is the local density and \( N_c \) is the cut-off density for the wavelength used; \( \hat{N} \) is the unit vector of the normal to the trajectory. From eq. 1) it is seen that the ray deflection is in the direction of decreasing density, is directly proportional to the density gradient and increases for an increasing density.

Assuming a pencil radiation pattern \( I(\theta) \) for an exploring electromagnetic wave beam, the unperturbed signal at the receiver is \( A = 2 \int_0^\mu I(\theta) \, d\theta \) where \( \mu \) is the angular width of the two undeflected external rays of a wave beam impinging on the edges of the receiver antenna.

For a perturbed radiation pattern the received signal \( \Delta A = \int_0^{\Theta+} I(\theta) \, d\theta \) depends on the ray density of the beam inside the two deflected external rays which reach the receiver edges.
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Analytically, these two rays, which are calculated from eq. 1), are identified by the two angles $\theta^+$ and $\theta^-$ of the radiation pattern $I(\theta)$ which is approximated by the function

$$I(\theta) = \frac{1}{2} \left( e^{-a\theta^2} + e^{-b\theta^2} \right).$$

(2)

The amplitude of the normalized schlieren signal is then given by:

$$\Omega = \frac{\Delta A}{A} = \frac{\int_{\theta}^{\theta^+} I(\theta) \, d\theta}{2 \int_{\theta}^{\theta^+} I(\theta) \, d\theta} \tag{3}$$

where the error introduced by the numerically simulated radiation pattern resulted below the uncertainty limit for the experimental data. From eq. 3) one immediately sees the advantage of the schlieren method in comparison with other diagnostics or other models for simulating MHD mode perturbations: the detected signal at the receiver antenna does not need to be integrated along the ray path like the x-ray emissivity or the phase shift of an ordinary wave. Any change in the distribution of the density $V(\xi, \eta)$ deflects the ray path as calculated by eq. 1) to 3) and the signal is that which is not deflected from the edges of the receiver antenna.

Even small variations of the density distributions at any point of the plasma are detected by a sufficient array of exploring wave beams.

In view of the asymmetrical situations that must be faced by the model all the calculations involved by eq. 1), 2) and 3) were referred to orthogonal coordinates $\xi, \eta$. Equation 1) is then expressed by:

$$\eta'' = -\frac{1}{2} \left[ 1 - \frac{\partial V(\xi, \eta)}{\partial \xi} \right] \left[ 1 + \eta'^2 \right] \frac{\partial V(\xi, \eta)}{\partial \eta} - \frac{\partial V(\xi, \eta)}{\partial \eta} \tag{4}$$

where the density distribution $V(\xi, \eta)$ is given by:

$$V(\xi, \eta) = V_0 \left\{ 1 - \frac{(\xi - \tau \cos \Psi_2 - \gamma \cos \Psi_1)^2 + (\eta - \tau \sin \Psi_2 - \gamma \sin \Psi_1)^2}{1 + \tau^2 - 2\tau \cos \Psi_2 (\xi - \gamma \cos \Psi_1) - 2\tau \sin \Psi_2 (\eta - \gamma \sin \Psi_1)} \right\} \tag{5}$$

where $V_0 = \frac{N_0}{N_e}$ is the maximum normalized density value; $\tau$ is the radial coordinate of $V_0$; $\tau \cos \Psi_2$ is the vertex abcissa; $\Psi_2$ is the angle of $V_0$; $\Psi_1$ is the angle of the plasma centre and $\gamma$ its radial coordinate; $f$ is a profile-flattening index.

Equation 5) represents a generalized density function which, as it will be seen, allows the observed schlieren oscillations of Fig. 1 to be simulated by displacement and rotation of the central peak of the parabolic density function.

Figure 2 shows the isodensity lines and the labelling of the density distribution parameters of eq. 5. The geometrical arrangement of the exploring millimeter wave beams of the Pulsator tokamak is also sketched in Fig. 2. For a symmetric and centred density distribution, viz. $\gamma = 0$ and $\tau = 0$ in Fig. 2, the results of the numerical model were compared with the Shmoys model /3/ valid for a centred and parabolic radial density distribution only. The result of both models deviated less than 1%. A detailed description of the numerical program /4/ of the model will be reported elsewhere, the aim of this work being to show that the schlieren method can give insight
into localized MHD phenomena inside the plasma, as shown in the following application of the model.

Although the numerical method allows the calculation of schlieren effects relating to any radial distribution of density, the following density distributions were chosen in order to simulate some possible physical processes underlying the observed oscillations of schlieren signals. In this contest particular interest is shown in a central density peak radially displaced from the geometrical centre of the discharge tube. The rotation of such a peak density simulates schlieren signals relating to observed MHD perturbations.

The various examples of individual situations are aimed at affording the possibility of combining them in order to get a possible physical understanding of the observed signal.

Figure 3 shows the "kink" effect of the schlieren signals obtained by programming the peak density for: 1) \( \gamma = 0.15 \) (asymmetry to the centre); 2) radial displacement \( r = 0; 0.25; 0.50 \); 3) \( \gamma = 0.5; 0.8 \) and 4) \( \gamma = 4 \), corresponding to a large flattening of the radial density distribution.

Rotation of the angle \( \psi_1 \) produces the oscillations variety of the schlieren signals in Fig. 3. Some of these oscillations are similar to those detected immediately before a current disruption, shown in Fig. 1.

The \( B(\psi) \) pick-up coil oscillations of growing amplitude, which are correlated with the observed schlieren oscillation of the millimeter-wave beam, are also shown in Fig. 1. Such oscillations, but of much lower amplitude, are also observed with soft x-rays (not shown in Fig. 1). These oscillations have been ascribed to growing magnetic islands external to the hot centre /5,6/. Contrary to the line-integrated soft x-ray signals and the \( B(\psi) \) oscillations, the local spatial dependence of the schlieren signals describes the evolution of the density center core instant by instant.

This affords the interpretation given in this paper of the rotation of the centre core immediately before the onset of the current disruption, as deduced by comparing the time evolution of the observed schlieren signals with the various individual situations numerically simulated with the model of centre core displacement.

Quantitative details of the radial displacement may be obtained by performing schlieren measurements in several adjacent channels with frequencies optimized for maximum sensitivity of the schlieren signals. Besides the qualitative interpretation of the evolution of the centre core, the oscillations of the schlieren signals presented for the first time in this paper are, however, very promising for studying MHD perturbations of the density centre core of fusion plasmas.

References

Fig. 1: Observed schlieren signal at r/a = 0.25 and m = 2 oscillations of the $\hat{S}(\phi)$ pick-up coil of a Pulsator tokamak discharge.

Fig. 2: Isodensity lines of the general density distribution of eq. 5).

Fig. 3: Simulated "kink" effects of the schlieren signals for a very flat ($f = 4$) radial density distribution.
**EFFECT OF SUPRATHERMAL ELECTRONS**

**ON ECE-SPECTRA IN W VII-A**

W VII-A Team

Max-Planck-Institut für Plasmaphysik, EURATOM-Association,
D-8046 Garching, FRG

Electron temperature profiles, measured viewing along the larger radius of W VII-A stellarator by means of electron cyclotron emission (ECE) deviate characteristically from those obtained via Thomson scattering. While good agreement is achieved on the high field side, higher values are found with ECE on the low field side. As a reason, a small suprathermal population of electrons in addition to the thermalized main part was supposed. To investigate this possibility, the radiation of suprathermal electrons within the electron cyclotron frequency range was calculated, in the presence of the thermal background plasma, as follows:

The single particle radiation according to the Schottky-Trubnikov formula was summed up considering an energy distribution like \( \exp(-E/E_0) \) starting at the fixed energy \( E_0 / \). The density, \( DENS \), of the suprathermal distribution is assumed to be homogeneous within a certain radius, \( RADUT \), and zero outside. Besides \( E_0 \), \( ECO \), \( DENS \), and \( RADUT \) the velocity ratio \( Q = v_H/v_L \) is introduced as fifth independent parameter. The calculations have been carried out under the following assumptions:

a) density- and temperature-profiles of the background plasma as measured via Thomson scattering;

b) plane geometry due to the small viewing beam diameter; viewing perpendicular to \( B_z \);

c) doppler broadening neglected since both contributions from viewing angle divergence and from maximum electron temperature of the W VII-A plasma are small compared to the resolution of the Michelson interferometer used for the electron temperature profile measurements;

d) the absorption coefficients of individual harmonics, responsible for the optical depth of the thermal emission and for cyclotron absorption of suprathermal radiation in the thermalized main part as well are taken according to the formulas of Bornatici /2/ and Cano et al. /3/ for the first two harmonics and to those of Engelmann and Curatolo /4/ for the higher ones;


e) radiation damping due to the dispersion of the background plasma, i.e. collision damping and cutoff regions has been considered while multiple reflections at the walls and transitions between directions of polarisation are not included. 

The computed spectra fit the measured ones well using one set of the five parameters corresponding to one nonthermal group of electrons. As an example, fig. 1 shows in its lower part the radiation spectrum and the corresponding temperature profile measured in a currentless D₂ plasma during the H₂ neutral beam injection pulse while figs. 2 and 3 give computed ones. Included are the parameters of background plasma (lower group) and nonthermal contribution amount (upper group). Considering a density ratio of thermal to nonthermal electrons (DENSTH/DENS) of about 100 within a radius of 2 cm around the torus axis, the small peak at the low frequency side of the 1. harmonic and the bumps at the flanks of 2. and 3. harmonic resp. can be explained. The computed profile given in fig. 3 is based on the 2. harmonic and shows the same bump which should be compared to the measured one, fig. 1.

In rare cases of discharges, the measured spectra are explainable only by the addition of one or two groups of electrons of much higher energy. The generation process of such nonthermal electrons is not yet understood.

Fig. 1: Experimentally obtained diagrams: Michelson interferogram, spectrum, and temperature profile.
Fig. 2: Computed emission spectrum: The dotted curve is the Rayleigh-Jeans-parabola.
Fig. 3: Computed temperature profile from the 2. harmonic; dotted line is radiation of the thermal plasma only.
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THE PROSPECTS TO ENHANCE THE SENSITIVITY OF HOLOGRAPHIC INTERFEROMETRY PLASMA DIAGNOSTICS IN IR REGION

Filippov V.N., Komissarova I.I., Ostrovskaya G.V., Shedova E.N.
A.F.Ioffe Physico-Technical Institute, 194021, Leningrad, Academy of Sciences, USSR

Interferometry and holographic interferometry are widely applied at present for the determination of electron density distribution in comparatively dense plasma. However, for many important cases, as for Tokamak plasmas, the sensitivity of these methods is insufficient. This study aimed to find out the possible ways to increase the sensitivity of holographic interferometry and make possible its application on plasma devices with characteristic N 1 values in the range N_e l ≈ 5×10^{14} cm^{-2} (N_e - electron density, l - length of probing plasma column).

Sensitivity of interferometry and standard holographic interferometry methods such as real time and double exposure methods could be expressed by formula

\[(N_e l)_{\text{min}} \approx \frac{\Delta k}{4.46 \times 10^{-14} \lambda} \]  

where \( \Delta k \) - accuracy of fringe shift measurements on interferogram, \( \lambda \) - wavelength of probing radiation. One can easily see that the larger the radiation wavelength the higher the attained sensitivity. Thus, application of CO_2 laser (\( \lambda = 10.6 \mu \)) instead of ruby laser (\( \lambda = 0.694 \mu \)) permits to enhance the sensitivity 15 times. For registration of holograms we used the pulsed CO_2 laser (gas mixture has been chosen as CO :N :He = 2:2:3, pressure 400 torr, pulse duration 2.5 usec, energy ≈ 10 J). Hologram recording has been made on TAC film. Experimental set-up is shown in fig. 1. Primary laser beam (1) is directed by mirrors (2,3) on Ge plate (4) providing the beam splitting onto subject and reference beams. The investigated phase object was placed near the splitting plate (4) and object image was focused by spherical mirror (6) in recording plane (8). Using the mirror (7) the reference beam was also directed to the same plane (8). (Focusing distance of mirrors (6,7) are about 60 cm). Necessity of spherical mirrors application in the given set up was caused, on the one hand, by the long aperture of primary laser beam (2x4 cm) along with its high divergency and significant losses on optical elements and, on the other hand, by the comparatively high energy density threshold for the used recording materials (E ≈ 1 J/cm²).

Besides, the application of focused images scheme provided at the stage of reconstruction with the He-Ne laser light the obtaining of practically nondistorted images inspite of noticeable difference in wavefront shape and wave length between recorded and reconstructed beams. Using this optical scheme we recorded the interferograms of a.c. arc discharge shown in fig. 2. Fringe shifts here reach 0.5, which means that at plas-
ma layer thickness 0.2 the electron density corresponds to $5 \times 10^{16}$ cm$^{-2}$. The perfect quality of fringes allows to determine their shifts with accuracy up to 0.1 fringe, which corresponds to the sensitivity $(N_{el})_{min} \approx 2 \times 10^{15}$ cm$^{-2}$.

Aiming to enhance sensitivity furthermore we used the unique opportunities of holographic interferometry, permitting to obtain the phase amplification due to interference of waves, reconstructed in higher orders of nonlinearily recorded hologram /1,2/. These holograms were obtained using the same set up (fig.1), though the angle between interfering beams has been significantly increased. As a result, the spatial frequency of recorded interference structure was about 30 mm$^{-1}$. With accurate wave front matching of reference and subject beams we registered single-exposure holograms, while interferograms were obtained at the stage of reconstruction under illuminating of holograms two beams formed according Mach-Zender interferometer scheme and directed at some angle to each other. This allows to achieve the superposition of various orders waves and obtain the interferograms possessing different phase amplification (fig.3). The sensitivity of $N_{el}$ determination in this procedure will be described by formula

$$ (N_{el})_{min} \approx \frac{1}{4 \cdot 46 \cdot 10^{-14} \lambda} \cdot \frac{\Delta k}{C_{n,m}} \tag{2} $$

where $C = |n-m|$ - coefficient of sensitivity gain, corresponding to the interferogram obtained at the interference of waves of orders $n$ and $m$. Optimal conditions for obtaining interferograms would be utilization of high or symmetrical orders /3/.

Another possible way to enhance the sensitivity is application of multi-passage schemes in IR range. However it meets the number of stringent constraints such as troubled allignment of nontransparent in visible region optical elements, essential light losses at reflection from mirrors that prevents from the application of low sensitive materials with thermal recording mechanism for hologram registration. These disadvantages could be avoided using multi-passage of radiation through the hologram at the reconstruction stage. Fig.4 shows the reconstruction scheme corresponding to two-fold sensitivity enhancement.

Thus both of considered ways to increase the sensitivity of holographic interferometry allow to reduce significantly the limitation for determination of the electron plasma density and hence made it possible to include in the scope of this diagnostics the measurements of plasma parameters typical for TOKAMAK family.
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COMPARATIVE CHARACTERISTICS OF VARIOUS PLASMA SYSTEMS
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1. The paper deals with the numerical investigation of two-dimensional axisymmetric tokamak-type configurations or configurations reducible to two-dimensional ones: a stellarator with moderate amplitude of helical fields and a stellarator with a helical axis. The plasma equilibrium in such systems is described by a second order elliptic equation for the poloidal flux function \( \psi \). The configuration is fully determined by assigning a shape of boundary toroidal magnetic surface and by two functions - plasma pressure \( p(\psi) \) and toroidal current \( J(\psi) \) (or \( p(\psi) \) and \( q(\psi) \) etc.).

The stability was studied only with respect to local modes [1,2]. In toroidal geometry they are of either ballooning (concentration on the external edge) or quasi-flute (almost uniform along the magnetic field line) type depending on the magnitude and sign of shear. The local modes in tokamaks apparently impose greatest restrictions on the plasma pressure gradient [3]. Required computational accuracy is provided by applying the inverse variable technique [4].

2. Consider a tokamak with the plasma cross-section of the form

\[
\begin{align*}
  r(\omega) &= R + a(\cos \omega - \delta \sin^2 \omega); \\
  z(\omega) &= k a \sin \omega.
\end{align*}
\]  

(1)

Let

\[
  \tilde{\psi} = \frac{\psi - \psi_o}{\psi_s - \psi_o}; \quad \sigma = 2 \ln(1-\alpha)/\alpha; \quad \alpha = \frac{q(\psi^*) - q_o}{q_s - q_o}; \quad \frac{\psi^* - \psi_o}{\psi^*_s - \psi_s} = 0.5.
\]

Here \( k \) and \( \delta \) are the plasma elongation and triangularity, \( q_o \) and \( \psi_o \) are the values on the magnetic axis, \( q_s \) and \( \psi_s \) are the values at the plasma boundary.

Optimization of \( p(\psi) \) relative to local mode instabilities leads to the following scaling for the \( \beta \)-limit [5]:

\[
  \beta_1 = 15 k q_s^{-0.8} q_o^{-0.7} A^{-2.75} (1+2.6\alpha)^{-1}; \quad (\delta < 0.4),
\]

(2)

where \( A = R/a \) is an aspect ratio. In particular, the limiting value of \( \beta = 4\% \) is shown to be achieved for the INTOR parameters. At rather high plasma pressure a self-stabilization effect is observed. It is responsible for the second zone of stability as demonstrated in Fig.1. For a circular boundary plasma becomes stable at \( \beta > \beta_2 = 13\% \). Both zones tend to unite at \( \delta > 1 \) (bean-shaped boundary). Unfortunately, this demands rather high current density at the plasma edge.

3. The computational results for an ordinary stellarator with helical windings and a circular axis were obtained by using the two-dimensional description. This can be provided at a sufficiently small amplitude of the helical field by passing over to new variables [2]. The stellarator rotational transform \( \zeta = 1/q \) is produced by external helical windings and grows, as a rule, monotonically away from the magnetic axis. Therefore,
for stellarators it is typical to have the positive shear $S = V \varepsilon(V) / \varepsilon = -V q'(V) / q$, where $V$ is the volume enclosed by the current magnetic surface. On the contrary, for tokamaks there is a monotonic growth of $q$ (necessary to stabilize kink modes) and hence, $S < 0$. When the shear is positive, $S > 0$, or small ($S \approx 0$), ballooning modes are not formed. Therefore the limiting pressure $\beta_1$ in stellarators is higher than that in tokamak at the same magnetic well.

The computations of stability in the ordinary stellarators with circular axis show that plasma can be stable at $\beta < 10 - 12\%$ [2].

4. Now consider the computational results for stellarators with helical axis. The shape of plasma cross-section was described by eq. (1). The helical pitch is characterized by an angle $\gamma$ between the helical axis and a vertical line on the reference cylinder ($\tan \gamma = \lambda / 2\pi R$). The self-stabilization effect at plasma pressure growth in such systems is shown in Fig. 2. At $k=1$ and $\delta = 0$ (a circular cross-section), only the second (rather narrow) stability zone is realized that is bound above by the equilibrium limit. With an increase in $\delta$ at $k=1.3$ the stability zone widens. At $k=1.3$ and $\delta = 0.6$, there appears a first zone which is separated from the second one by a gap of instability. At some higher elongation ($k=1.6$) both zone unite. At $\delta > 0.5$ and $\gamma < 50^\circ$, the stability is provided from $\beta = 0$ up to the equilibrium limit. Maximally achievable value of $\beta \approx 80\%$ poorly depends here on the plasma shape. There is also no strong dependence on the aspect ratio for $k=1.6$, $\delta = 0.5$. Flux surfaces at $k=1.6$ and $\delta = 0.3; 0.9$ are shown in Fig. 3. Here are also given distributions of longitudinal magnetic field and $q$. One can see the presence of strong diamagnetism in the longitudinal magnetic field and practically the absence of shear.

5. All stated above allows the following conclusions.

a) The high pressure plasma self-stabilization effect is a dominating factor in a general picture of stability. In all systems the second stability zone due to this effect is revealed. An upper boundary of this zone is determined by violation of equilibrium conditions.

b) The first stability zone will arise, if there is a vacuum magnetic well which depends on the form of the boundary.

c) The stability zones are united in weak-shear systems. In tokamaks there is an instability gap at falling current profile. Thus in realistic cases the limiting pressure in tokamaks is determined by the first zone, and $\beta < 4\%$ at $A \sim 4$. In stellarators with typical positive shear (as well as in tokamaks with hollow current, which, however, is unstable with respect to tearing modes) the instability gap disappears and the $\beta$-limit rises considerably. Specifically, in stellarators with helical axis it reaches the value $\beta \approx 30\%$.
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Fig. 1 Qualitative dependence of the limiting $\beta$ on the triangularity $\delta$ in tokamaks.

Fig. 2 Stability regions in a helical axis stellarator.

Fig. 3 Magnetic surfaces and $q, B_s$ profiles in stable helical axis stellarator.
BEAN-SHAPED TOKAMAK CONFIGURATIONS


Plasma Physics Laboratory, Princeton University
P.O. Box 451, Princeton, New Jersey 08544, U.S.A.

Previous studies of localized MHD modes /1,2/ have indicated that enhanced stable beta values can be achieved in tokamaks which have their surface at the inner major radius side indented so that a bean-like cross-sectional shape is obtained. We have undertaken an extensive study of the properties of this configuration with a view towards an advanced tokamak with this shape.

Most of the theoretical MHD studies have been carried out for equilibria generated by solving the Grad-Shafranov equation in the fixed boundary mode where we prescribe the shape of the plasma surface. In cylindrical coordinates \((X, \phi, Z)\) this shape is parameterized by

\[ X = \bar{X} + \rho \cos \gamma, \quad Z = \epsilon \sin \gamma, \]

where \(\rho = 1 + \beta \cos \theta\), \(\gamma = \epsilon \sin \phi\), and \(0 < t < 2\pi\). An example of the shape is shown in Fig. 1a, where we also define the aspect ratio, \(R/a\), the elongation, \(b/a\), and the indentation, \(d/2a\), of the plasma. These are generated by appropriate choices for \(\bar{X}, \beta, \epsilon, \) and \(\epsilon\). In a flux conserving sequence of equilibria we choose the pressure and safety factor profiles to be

\[ p(y) = p(1-y^2)^{2/3} \]

and \(q(y) = \frac{3}{2} q^4 \), respectively, where \(y = \psi/\Delta\psi\), \(2\pi\Delta\psi\) being the poloidal flux within the plasma.

The dependence of ballooning mode stability upon the indentation of the plasma is first studied for the case where \(q_i\) are chosen such that \(q(0) = 1.03\), \(q(1) = 4.2\), \(q'(0) = 0.84\) and \(q'(1) = 9.0\). The result is shown in Fig. 1b. At low indentation an increase of \(\beta_{AV} = \frac{2 p dv}{B^2 dv}\) causes the plasma to become unstable, but further increasing the pressure places the plasma in the second stability regime. However, if the indentation is large enough, increasing the pressure by-passes the unstable region completely. Bean shaping thus provides an accessible path to the second region of stability of ballooning modes. The mechanism responsible for this feature is the indentation-enhanced local shear and connection length properties previously discussed in Ref. 3.

The effect of the aspect ratio is shown in Fig. 2 for a plasma with \(d/2a\) fixed at 0.304 and for the same \(p\) and \(q\) profiles as above. There we see that higher stable \(\beta\) values in the first region are obtained with low aspect ratio. However, in that region the second regime becomes increasingly remote. As the aspect ratio is increased the region of instability decreases making it more likely that operation above the ballooning limit should be possible, although it is found that the critical indentation for accessibility moves outwards.

We have repeated the calculations of Fig. 1b for different \(q(1)\) but fixed \(q'(1)/q(1)\) and found that lower \(q(1)\) raises the lower limit of the instability threshold but the upper stability boundary moves rapidly away. The critical indentation for accessibility however decreases.

We have also applied the zeroth order FLR modified ballooning equations of Tang et al. /4/ to these configurations and found a significant stabilizing influence even for \(k_{\perp}q_i\) well below unity.

Indenting the plasma shape is also found to be very beneficial...
towards stabilizing the $n = 1$ internal kink mode when $q(o)$ falls below unity. As shown in Fig. 3 the instability region shrinks rapidly to zero as the indentation is increased. The inset in the figure shows that an indentation of $\sim 0.1$ is sufficient for complete stabilization. The $q$ profiles used here are the same ones used in Fig. 1b, but scaled by changing the toroidal field at fixed poloidal $\beta$. The enhanced stability here is associated with the increased triangularity generated by the indentation.

We have also used the PEST code to study the stability of the free boundary $n = 1$ kink mode as a function of wall radius. To do this we have examined each of the equilibria in the $\beta$-indentation plane of Fig. 1a as a function of the wall position $a_w/a$. The results are shown in Fig. 4, where contours of marginal stability are shown for various wall positions. At low $\beta$ these external modes are mostly localized near to the plasma surface and can be described as surface kinks. Indentation is destabilizing in the sense that the wall must be closer to achieve stability as indentation is increased. At modest values of this indentation, $d/2a \lesssim 0.2$, the modes take on a strong ballooning character as $\beta$ is increased. Eventually, as the second stable region is approached the advantages associated with more favorable local shear appear and, with the wall at a finite distance, the configuration eventually becomes stable. At strong indentations, finite $\beta$ effects are seen to stabilize the kink modes, presumably through a variation of the current profile at fixed $q$. The results shown in this diagram, when considered simultaneously with those of Fig. 1b, indicate that, with a stabilizing wall at 1.3 plasma radii, accessibility to the second stable region without encountering current driven kinks should be achievable, even ignoring the non-ideal stabilizing effects which must be present in current experiments.

Because of the strong shaping the bean configuration is prone to axisymmetric ($n = 0$) instabilities. We have examined the effect on the stability of judiciously placed conducting plates near the plasma. This was studied with a time dependent resistive MHD code /5/ for a configuration with $X = 1.425$ m. In this case the conducting plates consisted of surfaces of constant $X$ and $Z$ around the nose areas. When the plates are located further away from the plasma, a plasma initially in equilibrium on the horizontal plane starts to slip with small change in shape as if the plasma is pulled by the separatrix. It was found that surfaces at $Z = \pm 0.68$ m and $X = 0.83$ m or $Z = \pm 0.75$ m and $X = 0.9$ m would stabilize the plasma motion. However, when the wall was moved to $Z = \pm 0.75$ m, $X = 0.83$ m, the plasma became unstable as illustrated in Fig. 5. The mode behavior as well as the conductor locations are in good agreement with those predicted from a PEST analysis.

The magnetic topology of the bean shaped configuration leads to interesting modifications of particle orbits. In addition to the usual outer bananas of conventional tokamaks, for example, there exists a class of inner bananas at the small major radius side which are formed because of the possibility of the presence of a minimum $B$ along a flux surface there. The results of following the particle trajectories with orbit codes shows that the precession of the outer bananas can be in the opposite direction from the usual tokamak case, presumably because of the strong modification of the local shear properties of the bean configuration. Results of the code also indicate that the mechanisms generally accepted to be responsible for the fishbone oscillations are very significantly reduced.

Finally we show in Fig. 6 a schematic of the DEX modifications to
study the effect of bean-shaping in an actual experiment. This was simulated by a free boundary equilibria analysis, assuming that one of the divertor coils is brought to the mid-plane to affect the indentations.

aWork supported by U.S. DoE Contract #DE-AC02-76-CHO-3073.
bPermanent address: Research School of Physical Sciences, A.N.U., Australia
cGrumman Aerospace Corporation, Princeton, New Jersey
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FIG. 1a. Geometry of the bean configuration.
1b. Accessibility to the second region of stability.

FIG. 2. Effect of the aspect ratio on the balloon stability regions.
FIG. 3.

FIG. 4.

FIG. 5. Effect of conducting plates on the $n = 0$ mode.

FIG. 6. Schematic of the PDX modification to study bean shaping.
I. Introduction

The problem of MHD plasma stability in a stellarator is complex owing to the intrinsically three-dimensional equilibrium. The analysis simplifies considerably in the ballooning mode limit, where the cross field structure of the mode is assumed localized arbitrarily close to a field line. Analysis of such of modes gives more pessimistic stability conditions than for neighboring modes with larger spatial spread, and hence should yield a conservative figure of merit for the stability properties of a given stellarator except perhaps for free-boundary modes.

In the limit of extreme localization to a field line, the ballooning mode formalism is readily obtained from the eikonal approximation where a displacement $\xi$, normal to a flux surface, can be written as $\xi = \xi(s) \exp[iS(\alpha, \beta)]$, where $s$ is the distance along a field line and $\alpha$ and $\beta$ are two surfaces that label a field line. We use Clebsch coordinates $\alpha$ and $\beta$ where $\beta = \gamma_\alpha \alpha \gamma_\beta$, and $\alpha$ is taken to label a flux surface while $\beta$ is an angle-like variable.

In general the ballooning mode equation will be given in terms of $\nabla\alpha$, which is a complicated geometrical function reflecting the complex undulations of the flux surface. We construct $\nabla\alpha$ as well as $\nabla\beta$, by following the equations of neighboring field lines on the same flux surface. One then can integrate along the field line and simultaneously solve the ballooning mode equations.

In this paper we: (1) write the ballooning equations in a manner that is readily integrated by a field line following code; (2) analyze the asymptotic properties of the ballooning mode equation to rederive the Mercier condition in a form particularly well suited for our computations; and (3) evaluate the low beta stability properties for three typical configurations, Proto-Cleo, WISTOR-U and Heliac, where the magnetic fields are due to actual vacuum coils plus the currents arising from a localized pressure gradient.

We find if a system has a magnetic well at zero beta, it will be Mercier stable for all beta values consistent with the limitations of the low beta approximation used, a result previously found by Shafranov. However, as ballooning mode stability is more pessimistic than the Mercier criterion, additional ballooning mode stability limitations sometimes arise.
II. Ballooning Mode Equation

The Euler equation of the energy principle, using the eikonal approximation for the variation transverse to the magnetic field, is

\[ \frac{d}{ds} \left( \frac{d}{ds} \right) \xi(s) + \frac{2}{3} \left( \frac{k \times b \cdot \nabla \theta}{B} \right) (k \times b \cdot \nabla \theta) \xi(s) = 0, \quad (1) \]

where \( b = B / |B|, \ k = (b \cdot V) b \). Stability is determined from the condition \( \xi(s) \) does not equal zero more than once between \( -\infty < s < \infty \). We assume that the lines consist of nested surfaces, labelled by \( \alpha = \text{const.} \), which can be generated by following a field line.

By applying \( B \times \nabla \alpha, \nabla \times \nu \) we obtain

\[ \frac{dA}{ds} = - \frac{B}{|\nabla \alpha|^2} (b \times \nabla \alpha) \cdot \nabla \times (b \times \nabla \alpha). \quad (2) \]

Thus, with an initial condition \( \Lambda(s_0) \), we have determined \( \nu \beta \) given \( \nu \alpha \), and Eq. (1) can be integrated from \( -\infty < s < \infty \).

We now need a practical way to calculate \( \nu \alpha \). This is done by choosing a convenient third coordinate and examining the covariant and contravariant basis sets. For the covariant bases we have \( \nu \alpha, \nu \beta \), and say, \( \psi \phi \), where \( \phi \) is the usual toroidal angle so that \( \psi \phi = \phi / R \), and \( R \) is the major radius. The infinitesimal distance, \( ds \) can be expressed in terms of the contravariant basis

\[ ds = d\xi_1 + d\xi_2 + d\xi_3, \quad \text{with} \quad \xi_1 = |\nabla \alpha \times \nabla \beta|, \quad \xi_2 = |\nabla \alpha \times \nabla \psi|, \quad \xi_3 = |\nabla \alpha \times \nabla \phi| \]

and, similarly, the inverse relations hold, \( \nabla \alpha = (e_3 \times e_1) / |e_1 \times e_2 \times e_3| \), etc. Eqns. (1) and (2) can now be written in terms of \( \xi_1, \xi_2, \) and \( \xi_3 \).

The advantage of having the equations in this form is that we can determine \( \xi_3 \) and \( \Lambda \) as we generate the equations for a field line. One can show that Eqns. (1) and (2) reduce to the equations derived by Connor, Hastie and Taylor in the symmetric tokamak limit.

III. Mercier Condition and Diamagnetic Shift

We now derive the formal Mercier condition for Eq. (1). We first of all observe that it follows from \( \alpha = \partial \alpha / \partial \phi [2 \alpha \beta + (B \times \nabla \alpha) / B^2] \), and \( \psi \cdot \nabla = 0 \) that \( \partial \alpha / \partial \phi = \alpha \beta / B \). Since \( \lambda \) has to be a single-valued function of space, the integral \( \lambda = \int_0^\beta \frac{R}{B} (e_3 \cdot \kappa) \) cannot be secular if a field line is in a bounded region of \( \phi \) space. We seek a solution, as \( \lambda + \omega \), of the form \( \xi = \alpha \left( \xi_0 + \xi_1 / \lambda + \xi_2 / \lambda^2 + \ldots \right) \), where \( \xi_0 \) are non-secular.

Then, with \( \lambda = \int_0^\beta \frac{R}{B} (e_3 \times b)^2 / R \), \( < \lambda > = \int_0^\beta d\phi \lambda g / \int_0^\beta d\phi g \)

\( G = \int_0^\beta d\phi, \quad < \lambda > = \int_0^\beta d\phi \lambda g / \int_0^\beta d\phi g \)

we can obtain a recursion relation \( \nu + \nu D = 0 \) with

\[ D = (\frac{G}{\lambda}) \lim_{\phi \to \infty} \frac{1}{\lambda(\phi)} \left( \int_0^\beta d\phi \frac{\partial}{\partial \phi} \left( 2 \frac{\partial}{\partial \phi} \frac{e_3 \times b}{B} + \frac{dA}{d\phi} \left( \lambda - < \lambda > \right) + 4 \frac{\partial}{\partial \phi} \frac{2}{\lambda} < \lambda - < \lambda >^2 \right) \right) \quad (3) \]
and D< 1/4 is required for stability. If we argue that $E=\eta \phi$, with $\eta$ constant, and that $E_{\phi}=-\delta \phi/\delta s$, as there is no inductive field (the "zero current" case), then the uniqueness of $\phi$ demands $\lambda_0=\int_{-\infty}^{\infty} ds B\lambda/\int_{-\infty}^{\infty} ds B$.

IV. Numerical Results

We have solved the ballooning mode equations for a variety of existing and proposed experimental devices. In this study we present the results for Proto-Cleo, WISTOR-U, and a Heliac configuration.

The method of computation is essentially the same for each machine. The fields are determined for a given coil structure by the Biot-Savart law. One can then generate magnetic surfaces, shown for Heliac in Fig. 1. The shear parameter $\Lambda$ is shown in Fig. 2 for Heliac. The average current parameter is shown in Fig. 3.

To find the marginal stability condition we assume that an eigenfunction centered on the outside of the torus will have the most pessimistic stability properties. If we start at the symmetry plane $\phi=\phi_0$ where quantities in Eq. (1) are even in $(\phi-\phi_0)$, we are allowed to consider initial conditions $\xi=1$ and $d\xi/d\phi=0$. We then evaluate the Mercier condition. If $D<0$, we then integrate Eq. (1) in a scan of beta to see if an additional ballooning instability can arise. When ballooning instability is possible, the critical beta is insensitive to the boundary condition $\xi=0$ at $\phi=\phi_{\text{max}}$ as long as $\phi_{\text{max}}>2\pi/1$. If $D>0$, we examine the ballooning mode stability at the Mercier critical beta $\beta_{\text{MC}}$ to see if more pessimistic ballooning beta can be found. If the eigenfunction for $\beta_0=\beta_{\text{MC}}$ indicates an additional intersection, we then search for the critical beta of the ballooning mode.

Our results show that the Proto-Cleo configuration is always stable ($D<0$ and ballooning modes are not found), whereas WISTOR-U is Mercier unstable, with no additional ballooning mode limits. These results agree with Shafranov's conjecture that if the rotational transform increases outwardly ballooning mode stability is determined solely by the Mercier condition. However, we find a counter example to Shafranov's conjecture in a Heliac configuration which is Mercier stable, with radially increasing rotational transform, but ballooning limits are found at some radii. In Fig. 4 we show an example of eigenfunction in Heliac which was ballooning unstable with $D<0$. We note however, that the critical beta is somewhat high, and we may be over-extending the validity of our perturbation method, especially if the pressure gradient is not local to the flux surface. Further study on this aspect is needed.

In conclusion, we have developed a ballooning mode formalism that is amenable to numerical studies. If a magnetic well can be designed at zero beta, there is a strong tendency for the system to be ballooning mode stable for all beta (consistent with the equilibrium beta limitations of our theory) if the rotational transform increases radially, although an exception in a Heliac configuration has been found. Further work is in progress to calculate stellarator equilibrium with global pressure gradients so that ballooning mode stability can be accurately calculated when there are appreciable flux surface shifts due to finite beta.
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A. Remarkable points of concurrence of Tokamak experimental results and theory are
(i) that the plasma profiles are not very different from those corresponding to the marginal stability of the dissipative trapped electron mode /1/ and
(ii) that this marginal stability criterion is reminiscent of the empirical law for the high density limit /2/.
(i) suggests that the shear stabilized trapped electron mode is an essential channel of anomalous heat transport; a channel so efficient indeed as to forbid strongly unstable situations to develop. Given the peripheral physics associated with the sawtooth relaxations and the major disruptions, (ii) leads us to relate these phenomena to the anomalous heat flux clamping which results from the quenching of the trapped instability (a) in the plasma core and (b) at high densities (an increased collisionality ($v^*$) stabilizes the mode).

In view of (i), a paradoxical result of the experiment is
(iii) that the measured turbulence spectrum is unable to account, by a full order of magnitude$, for the anomalous losses as deduced from power balance /3/.

The present work aims at giving a theoretical justification of the relaxation of the plasma profiles to a weakly unstable state (point i), at resolving the experimental paradox (point iii) and at supplying arguments which plausibly relate the origin and the mechanism of disruptions (both internal and external) to drift wave transport (point ii). Our theoretical interpretation of the experimental results relies on the conclusions of anomalous transport calculations performed with turbulence spectra which were obtained explicitly from a recent theory of nonlinear saturation of drift instabilities developed from first principles.

B. We have shown /4/ that Compton and induced scattering by ions (nonlinear ion Landau "damping") is the dominant stabilization mechanism of drift instabilities whenever they have a radiative structure à la Pearlstein and Berk. We have thus analysed discharges from TFR (Tokamak Fontenay-aux-Rose) /3/ and FT (Frascati Tokamak) /5/ to verify that the environment is such that shear damping of drift waves prevails and found it to be the case; we have also found, as in Ref. /4/, that the profiles were weakly unstable according to the standard threshold criterion of the dissipative trapped electron mode. Nonlinear ion Landau damping, which connects linear modes of roughly equal frequencies but - in view of the dispersion relation - not necessarily roughly equal mode numbers, yields a splitting of the spectrum

$\text{The factor 3 by default reported in Ref. /3/ is an underestimate since the radial decoupling of the trapped electrons with the modes was purposefully not taken into consideration in the comparison.}$
into a long and a short wavelength branch with the latter being excited by nonlinear energy transfer from the long wavelength modes.

The nonlinearly driven short wavelength turbulence spectrum is the key to the transport problem /6/. It provides indeed most of the anomalous electron heat flux (≈ 90%) while being out of reach of present detection systems; its contribution to the turbulence level \( <\bar{n}> \) is not significant (≤ 25%). This resolves the paradox (iii). The transport is also found to increase very rapidly with the destabilizing trapped electron term (the ratio of both enhancements can be 10 to 1.5) which explains the relaxation of the profile to a weakly unstable situation*.

C. The rapid increase of the fluxes also provides an incentive to inquire into whether the heat pulses released by the sawtooth relaxations could lower sufficiently the collisionality and hence increase the growth rate of the drift modes to sustain their own transport as they propagate through the plasma /6/- much as collisionless shock waves excite the instabilities which provide for their dissipation - especially as the Murakami high density limit is reminiscent of the threshold criterion of the trapped electron mode. Estimation of the energy released by the core shows that this scenario is indeed plausible; moreover comparison of the drift wave exponentiation time \( (\tau \sim c_s/L_s \sim 10^5 \text{ sec}^{-1}; c_s: \text{ sound speed}; L_s: \text{ shear length}) \) and of the observed decay time of the sawtooth \( (\sim 10^{-4} \text{ sec}) \) in TFR indicates that the instability would have the opportunity to fully develop during the passage of the heat pulse.

It is tempting to suggest also that the very origin of the sawtooth activity is the quenching of the trapped electron instability and the clamping of the associated heat flux in the center of the discharge and also to extend the picture to major plasma disruptions /6/. This hypothesis would be consistent with (1) the observed increase of sawtooth amplitude and period with plasma density, (2) an overheating of the core and cooling of the plasma periphery prior to relaxation leading to Mirnov oscillation, and (3) a rapid outflow of the released energy /8/. By introducing a reasonable assumption on the strength of instability quenching for major disruptions to occur, it is possible to show that the theoretical high density limit is given by

\[
N_o = 6 \times 10^{16} \frac{a^{1/2} T_e^2}{R^{3/2} A_i^{1/2}} \frac{\mu F(a/q_a R)}{1 + Z_{eff}}
\]

\[
= 4.2 \times 10^{10} \frac{a^{1/2}}{R^{1/6} A_i^{1/2}} \left( \frac{B_t Z_{eff}}{q_o R V} \right)^{4/3} \frac{F(a/q_a R)}{1 + Z_{eff}}
\]

which reminds of Murakami’s heuristical result /2/. The subscript "o" refers to* In view of this nonlinear variation of the flux, a fitting parameter \( \mu \) was introduced in the expression of the destabilizing electron term in order to fit approximately the theoretical transport with the result from power balance. For the discharges considered, \( 1 \leq \mu \leq 2.5 \) which range can easily be fitted within the theoretical and experimental uncertainties or approximations. What is remarkable is that both the turbulence level and the impurity transport /7/ were in close agreement with experiment for the chosen values of this parameter.
fers to the values on axis. The minor and major radii a and R are in cm; the magnetic field $B_i$ is in Gauss; the temperature $T$ in keV; the loop voltage $V$ in volts; $A_i$ is the atomic mass of the working gas; the parameter $\mu$ was introduced in the footnote (*). The functional $F$ depends on the density and temperature profiles; $F(0.1) \approx 1$. Numerically, $N_0 = 3 \times 10^{14} \text{ cm}^{-3}$ - if $Z = V = A_i = 2 = \mu$ (the appropriate value of this parameter for high density TFR discharges), $q_i = 3$, $B_i/q_i = 5 \times 10^4$, $a = 20$ and $R = 10^2$ - is fully satisfactory in view of TFR results /9/.

It is finally emphasized that the results on impurity transport, presented at another time of this conference /7/ are in agreement with the well known and poorly understood cleaning action of the sawteeth.
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Influence of a Limiter on the Stability of External Kink Modes
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It is shown that external kink modes are completely stabilized in tokamaks with a poloidal limiter when q at the plasma edge exceeds some critical value, which is only unity for the worst case. Toroidal limiters have a significantly lesser influence.

One of the problems encountered in β optimization studies for tokamaks is the conflicting requirements on the profiles for stability with respect to ballooning modes and external kink modes. In order to obtain high values of β relatively broad current and pressure profiles could be allowed if one only had to worry about internal modes. However, such profiles are extremely unstable with respect to external modes. If, somehow, we could ignore these modes, much higher values of β would be possible. In this paper it is demonstrated that at least one type of limiter is extremely effective in eliminating the external kink modes, so that the latter statement acquires some reality. Also, recall that external kink modes do not seem to play a very decisive role in determining present-day tokamak performance. The stabilizing influence of limiters might be one of the factors involved here.

Consider the following model for a limiter. Let the plasma be in contact with a perfectly conducting rigid ring which is situated in a poloidal or a toroidal cross-section of the plasma column. The electric field along this ring has to vanish so that the ideal MHD Ohm’s law \( \mathbf{E} + \mathbf{v} \times \mathbf{B} = 0 \) for the plasma provides the following constraint on the plasma motion at the limiter:

\[
\mathbf{n} \cdot \mathbf{E} = 0 \quad \text{at} \quad \mathcal{C}.
\]

Here, \( \mathcal{C} \) indicates the intersection of the plasma surface with the poloidal plane \( \varphi = 0 \) if a poloidal limiter is considered or the intersection with the equatorial plane at \( \theta = 0 \) in the case of a toroidal limiter.

We will limit the discussion to straight low-β tokamaks since this is most appropriate for the analysis of external kink modes. In that case, the usual helical structure \( \exp(i(m\theta + n\varphi)) \) of the external modes does not lead to nodal curves of the plasma displacement \( \xi \) coincident with \( \mathcal{C} \). This causes mode coupling of the different harmonics labeled with \( n \) in the case of a poloidal limiter (where \( m \) remains a good quantum number) and of the different harmonics labeled with \( m \) in the case of a toroidal limiter (where \( n \) remains a good quantum number). Since, for tokamaks with a particular choice of the plasma parameters, there is only one unstable external mode this coupling presents a stabilizing effect. [The results of a parallel investigation on the stabilization by a sequence of poloidal limiters for a reversed field pinch, where several external modes may be unstable in the absence of a conducting wall, are reported elsewhere.]

A simple variational principle for the investigation of the stability of external kink modes in the presence of the constraint (1) may be formulated as follows:

\[
\delta \Lambda = 0, \quad \Lambda \equiv W/N,
\]

where \( W \) is the usual ideal MHD energy functional consisting of plasma, surface, and vacuum contributions [1]:

\[
W = W^p[\xi] + W^s[n \cdot \xi] + W^v[\hat{\mathcal{Q}}],
\]

and \( N \) is a convenient normalization for external modes:

*On leave of absence from FOM-Institute for Plasma Physics, Nieuwegein, The Netherlands.
where $\rho_0$ is some fixed density, $a$ is some measure of the cross-sectional size (the plasma radius if the cross-section is a circle), and integration is over the plasma surface only. For a poloidal limiter, and fixed poloidal mode number $m$, the variational principle expressed by the equations (2) and (1) may be simplified to

$$N = \frac{1}{4} \rho_0 a \int (n \cdot \xi)^2 dS,$$

(4)

where $\rho_0$ is some fixed density, $a$ is some measure of the cross-sectional size (the plasma radius if the cross-section is a circle), and integration is over the plasma surface only. For a poloidal limiter, and fixed poloidal mode number $m$, the variational principle expressed by the equations (2) and (1) may be simplified to

$$\delta \Lambda = 0, \quad \Lambda \equiv \sum_{n=1}^{N} \frac{\lambda_n \xi_n^2}{\sum_{n=1}^{N} \xi_n^2}, \quad \sum_{n=1}^{N} \xi_n = 0,$$

(5)

where the $\lambda_n$'s are the eigenvalues of the unconstrained system, the $\xi_n$'s are the $m$, $n$ Fourier harmonics of the radial component of the displacement at the plasma boundary, and summation is extended over a finite range $n = 1, 2, \ldots N$ as a numerical approximation to the infinite dimensional system.

It is a simple matter to compute the $\lambda_n$'s, which are functions of the parameters $n$, $m$, $b/a$, $q_l$, and of the shape of the $q$-profile, i.e., of the current profile. It should be mentioned that the use of the norm (4) implies that the eigenfunctions of the unconstrained system are just the marginal modes considered in Newcomb's theory /2/, which may exhibit a jump in the small solution at the singularities $k \cdot B = 0$. In this manner a complicated problem involving integration over continuum modes is avoided, to the cost of not finding the eigenvalue itself but just a parameter $\Lambda$ determining stability.

The final minimization of (5) may be shown /3/ to be equivalent to finding the lowest eigenvalue of the matrix $L' \equiv P \cdot L \cdot P$, where $L$ is the diagonal matrix consisting of the unconstrained eigenvalues $\lambda_n$ and $P$ is a projection matrix: $P_{nn'} \equiv \delta_{nn'} - 1/N$. Clearly, the only numerical problem that may arise is poor convergence as $N \to \infty$. This turns out to be a difficulty in the case of toroidal limiters, which are described by equations analogous to Eq. (5) replacing $n$ by $m$.

---

**Fig. 1.** Stability of $m = 2$ external kink modes in the presence of a poloidal limiter for constant and diffuse toroidal current profiles.
In Fig. 1 the results are shown for the stability of the external $m = 2$ kink mode in the presence of a poloidal limiter for two current profiles. For the flat current profile transition from instability to stability occurs at $q_1 = 1$. This result is actually independent of $m$ for this current profile. In other words: When the Kruskal-Shafranov condition is satisfied the external $m \geq 2$ kink modes become stable as well, just as the external $m = 1$ kink mode in the absence of a limiter. Recall that the low-$\beta$ tokamak with constant current density represents about the worst case as regards stability of external kink modes: This model is unstable for all values of $q_1 < m$.

For a diffuse current profile the situation even improves: One can surpass the Kruskal-Shafranov limit considerably and still have stability. In Fig. 1 we show results for a current profile $j\varphi = 1 - \psi$, where $\psi$ is the poloidal flux function. The peculiar minima in this curve precisely occur at values $q_1 = m/n = 2/n$. At these values of $q_1$ singularities start to play a role in the plasma region. For this current profile the situation improves even further for higher $m$ ($> 2$), so that the worst mode remains the $m = 1$ kink mode (which has a stability diagram that is independent of the current profile).

That a poloidal limiter even affects the $m = 1$ external kink when wall effects are taken into account is shown in Fig. 2. Here, the Kruskal-Shafranov limit is seen to move already significantly to lower values of $q_1$ when the wall is still relatively far away.

Finally, in Fig. 3 we show results for a toroidal limiter for the same two current profiles as used for Fig. 1. It is already clear from this figure that stability does not improve as dramatically as in the case of a poloidal limiter. Moreover, it should be pointed out that the results of Fig. 3 do not represent valid solutions to the toroidal limiter problem we have posed, since the solutions have not converged. If we keep adding poloidal harmonics the eigenvalue keeps decreasing until it finally comes down to the value for the unconstrained modes. The reason is the extreme localization of the higher-$m$ modes at the plasma.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{poloidal_limiter}
\caption{Effect of the wall on the stability of $m = 1$ external kink modes in the presence of a poloidal limiter for constant current density.}
\end{figure}
Fig. 3. Stability of $n = 1$ external kink modes in the presence of a toroidal limiter for constant and diffuse toroidal current. These results are not converged. They represent the stability of a constrained system of 60 poloidal harmonics.

surface ($\xi_m \sim r^{[m]-1}$). Consequently, a relatively small contribution of higher-$m$ modes, which does not affect the eigenvalue very much, already has a considerable effect on satisfying the constraint (1).

 Whereas convergence in the poloidal limiter case occurs exactly like $1/N$, so that results may easily be extrapolated to $N \to \infty$, in the toroidal limiter case terms appear which behave like $1/\log N$, so that it is virtually impossible to extrapolate from the present numerical results shown in Fig. 3. However, one can prove analytically that the end result for a toroidal limiter will be a curve consisting of the lower parts of the branches of the unconstrained $m = 1, 2, \ldots$ modes. This curve dives below the horizontal axis also for the diffuse current case for $m = 2$ and $m = 3$ just below the values $q_1 = 2$ and $q_1 = 3$.

If some physical mechanism would eliminate the contribution of the higher-$m$ modes, curves like the one shown in Fig. 3 might become relevant to show improvement of stability by toroidal limiters as well. It should be remarked, though, that finite Larmor radius effects do not produce the desired result since their localizations and frequencies do not lead to a different scaling with $m$.

We conclude that poloidal limiters have a much bigger effect on the stability of external kink modes than toroidal limiters.

This work was supported by the U.S. Department of Energy, FOM, ZWO, and Euratom.
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I. INTRODUCTION.

Previous studies of ICRF electrostatic shields which incorporate the effect of shield blade discreteness have assumed vacuum to exist in the blade fringe field region [1]. The present model allows plasma to be in contact with the shield blades; among other effects, this introduces deleterious shield transparency to the TM wave the shield is designed to confine (blades // $E_0$). This wave propagates at densities $N < N_{LHR}$; in addition to limiter effect, such low densities in the shield's vicinity are all the more probable in view of heating field ponderomotive effect, and of the sweeping of plasma associated with low frequency fluctuations. Eventual opacity of the shield to the TE (magneto sonic) wave due to plasma-fringe field interaction is also of interest over a broader range of densities [2].

II. MODEL.

Our purpose is to embody the shield-plasma interaction in a matching condition suitable for connecting the nonfringing components of inhomogeneous plasma solutions across the shield region. This interaction being highly localized, we adopt a slab model with a shield placed at the interface of two homogeneous, cold, magnetized plasmas of differing equilibrium characteristics. The shield is modeled as an infinite array of identical, equi-spaced (period=$u$), $z$-directed, $z$-invariant metallic ribbons (width = $v$, thickness = 0) lying in the interface plane $x = 0$. The general case of $x$-wise bidirectional excitation being reducible to it, we consider the case of unidirectional double-mode excitation from $x < 0$ with $k_y, \text{inc} = 0$ [$\exp i(k_z z - \omega t)$ dependence assumed]. Since the wavelengths of potential interest include the intermediate case, $k_z u \simeq 2\pi$, we derive a full solution of the posed problem, approaching it in the spirit of Ref. [3].

III. ANALYSIS.

With ($x > 0, < 0$) one has:

$$E^{\phi}_{z1} = a_{\text{inc}} \sum_{n=-\infty}^{\infty} e^{ik_z x\ln x + n\phi}$$

$$E^{\phi}_{z1} = \sum_{n=-\infty}^{\infty} \frac{a_{\text{inc}}}{b_n} e^{ik_z x\ln x + n\phi}$$

with the substitutions $\alpha \rightarrow 2$, $a \rightarrow c$, $b \rightarrow d$ giving the expressions for the second mode ($k_{xan}^2 = k_{1z}^2 - n^2 \kappa^2$ where $k_{1z}^2, \frac{E\alpha}{\omega}, \frac{H\alpha}{\omega}$ refer to the $\alpha$th root of the cold dispersion relation. Sgn ($k_{xan}$) is chosen with
due respect for the backward nature of certain incident and scattered modes, with scattered modes finite as |x| → ∞. Eqns. (9.163)-(9.166) of Ref. [4], with the substitutions j → i, ω → −ω, γ → −ik_z, give $E_{\alpha}, H_{\alpha}$ in terms of $E_{z}, H_{z}$. Choosing the origin at mid-blade and noting $E, H = E_1 + E_2, H_1 + H_2$, one imposes as boundary conditions at $x = 0$: i) the vanishing of $E_{z}, H_{z}$ on the respective blade faces ($|\phi| < \frac{\sqrt{\pi}}{u} \equiv \theta$), ii) the continuity of $E_{z}, E_{y}, H_{z}, H_{y}$ in the gap ($0 < |\phi| < \pi$). These conditions reduce to a system of the form

\begin{equation}
(\phi \neq 0): \sum_{n=0}^{\infty} \phi_n \in (\theta) = \sum_{n=0}^{\infty} \phi_n \in (\theta) = \sum_{n=0}^{\infty} \phi_n \in (\theta) + \sum_{n=0}^{\infty} \phi_n \in (\theta)
\end{equation}

(\theta < |\phi| < \pi):

\begin{equation}
\sum_{n=0}^{\infty} \phi_n \in (\theta) \equiv \sum_{n=0}^{\infty} \phi_n \in (\theta) \equiv \sum_{n=0}^{\infty} \phi_n \in (\theta)
\end{equation}

where $\phi_n^{(\theta)} = \phi \in (\theta)$ is a linear combination of $a_0, a_{\text{inc}}$ and $b_0, b_{\text{inc}}$; $\phi_n^{(\theta)}(I), \phi_n^{(\theta)}(II)$ are constant in their respective $\phi$ domains (denoted by I and II), having finite limits, $\sum_{n=0}^{\infty} \phi_n^{(\theta)}(I), \sum_{n=0}^{\infty} \phi_n^{(\theta)}(II)$, as $n \to \pm \infty$. Since we have differentiated the conditions on $E_{z}, H_{z}$ in writing Eqn. (2), these conditions are also imposed in undifferentiated form at the blade edge ($E_{z}, H_{z}$ are well-behaved there)

\begin{equation}
\sum_{n=0}^{\infty} \phi_n = \sum_{n=0}^{\infty} \phi_n + \sum_{n=0}^{\infty} \phi_n
\end{equation}

where the linear transformations relating $a_n, b_n$ to $\phi_n$ have been expressly chosen to give the identity matrix coefficient of $\phi_n$.

Proceeding in a fashion similar to Ref. [3], one restates the mixed boundary-value problem (2) as a problem of Hilbert type on the unit circle ($t = e^{i\phi}$) of the complex t-plane. Here one writes for $\sum_{n=0}^{\infty} \phi_n(I), \sum_{n=0}^{\infty} \phi_n(II)$ in Eqn. (2):

\begin{equation}
\phi_n = \sum_{n=0}^{\infty} \phi_n + [\phi_n - n \phi_n(n)] \phi_n
\end{equation}

treating the bracketed term's contribution as a given inhomogeneous term. The solution of the resulting 2 x 2 system is known [5]. Projection of this solution on the functions $\exp(-im\phi)$ (m integral) reincorporates the unknowns associated with the aforementioned bracketed term in an infinite algebraic system to which one adds Eqn. (3) with its left member reidentified [3]. The coefficients of this system can be evaluated in terms of known functions. Owing to the bracketed term's dependence $n^{-2}$ as $|n| \to \infty$, the solution of this system converges with truncation at successively higher order.

IV. DISCUSSION.

An important aspect of the solution is well-illustrated in the long wavelength limit, $|k_{q}l/k << 1$. Here one can truncate the final alge-
braic system at lowest order and write the solution at \( x = 0 \) in terms of that for the Hilbert problem. Though lowest-order in the sense of truncation, the resulting expression accurately describes the field singularities at the blade edges (large \( n \) behavior). This is a consequence of the system satisfied by the Hilbert solution being identical to the large \( n \) limit of the system satisfied by the full solution. Computed results relative to shield transmission properties are pending, and will be presented at the conference.

REFERENCES.


/2/ Weynants, R.R., Lallia, P. : Private communications.


Doublet III (DIII) recently has achieved a value for $\beta$, the ratio of volume averaged plasma to magnetic pressure, of $4.5\%$. This $\beta$ value is in the range required for an economically attractive tokamak reactor, and also close to the relevant limit predicted by ideal-MHD theory (see Ref. 2 and references therein). It is therefore of great interest to assess the validity of the theory by comparison with experiment and thus to have a basis for the prediction of future reactor performance. A large variety of plasma shapes have been obtained in DIII. These shapes can be divided into two classes: (1) limiter discharges, and (2), diverted discharges, which are of great interest because of their good confinement in the H-mode operation.$^3$ We derive simple scaling laws from the variation of optimized ideal-MHD beta limits ($\beta_c$) with plasma shape parameters. The current profile is optimized for fixed plasma shapes, separately for the high-n (balllooning) and the low-n (kink) modes. Results are presented in the form of suitably normalized curves of $\beta$ versus poloidal beta, $\beta_p$, for both ballooning and kink modes in order to simultaneously compare all the DIII experimental data.

MHD equilibria are obtained with the free-boundary code GAEQ which solves the Grad-Shafranov equation $R^2\nabla^2(\psi/R^2) = \mu_0 R \mathbf{j}_\phi = -\mu_0 \mathbf{R}' - \mathbf{f}_\psi$. The simple "Gaussian profile" $p'$, $\mathbf{f}_\psi = \exp(1 - \psi^2) - 1$ is used most often where $\psi = (\psi - \psi_0)/(\psi_s - \psi_0)$ and indices 0 and s refer to the magnetic axis and plasma surface, respectively. For comparison, the safety factor $q$ is specified in some cases instead of $\mathbf{f}_\psi$. The "q-profile" has the form $q = q_0[1 + (\psi)^v/(q_0^v - 1)]^{1/v}$. In addition to the Gaussian $p'$ profile, a tabular $p'$ profile which is determined by linear interpolation from 12 independently variable values of $p'$ is available.

For the limiter discharges, an analytic expression, $R = R_q + a \cos \theta$, $z = x \sin(\theta - \delta' \sin \theta)$, was used to generate limiters with varying $\epsilon$ (inverse aspect ratio), $\kappa$ (elongation), and $\delta$ (triangularity). $\delta'$ is related to $\delta$ by the expression $\delta' = \sin^{-1}\cos(\sin^{-1}\delta)$. Equilibria with flux surfaces matching the limiter were generated by specifying a constant flux value on 24 flux loops just outside the limiter. Poloidal field coils were similarly distributed to minimize shaping problems. Experimental plasmas in DIII are slightly up-down asymmetric and the triangularity is defined to be the average of triangularities at the top and bottom. Limiter discharges cover a wide range for $\epsilon$ (0.25 + 0.30), $\kappa$ (0.9 + 1.7), and $\delta$ (-0.05 + 0.4). For simplicity, the equilibria used for the stability analyses were symmetric. $\beta = 2\mu_0 \int \psi^2/(V^2B_t^2)$ and $\beta_p = (1/2\pi) \int \psi^2/(\psi^2/V^2)I^*d\psi$, where $V$, $I$, and $\mathbf{B}_t$ are the volume, the toroidal current, and the vacuum toroidal field at the plasma geometric center, respectively.

Ideal MHD stability in the limit of infinite toroidal mode number was analyzed using the code MBC, which evaluates the ballooning criterion.

---
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Stability to low toroidal mode number perturbations was analyzed using the global stability code GATO. GATO computes the eigenfrequencies and eigenmodes using finite hybrid elements to minimize the symmetric form of $\delta \omega$. Determination of $\beta$ using mesh extrapolation would require too much computer time for optimization studies. Instead, an equilibrium is said to be stable if the growth rate is less than a stability cutoff ($10^{-2} \omega_A$), where $\omega_A$ is the poloidal Alfvén frequency.

The $\beta$ limits for the $n=\infty$ ballooning mode are shown in Fig. 1. The solid line refers to the Gaussian profile. Normalized values are used to fit a unique curve through many theoretical data points obtained with a combination of shape parameters. $q_0$ is chosen to be 0.05 above the critical value for interchange stability. $\dot{\beta}$ and $\dot{\beta}_p$ are the normalized values deduced from the absolute values through the expressions:

$$\dot{\beta} = 0.5 \beta / [\varepsilon^{1.15} \kappa^{0.5}(1 + 1.55 \delta)]$$  \hspace{1cm} (1)

$$\dot{\beta}_p = 4 \beta_p \varepsilon^{0.9} / [\varepsilon^{0.5}(1 + 0.33 \delta)]$$

These expressions were obtained by fitting to a simple scaling law consisting of a power law variation in $\varepsilon$ and $\kappa$ and a linear variation in $\delta$. The dashed curve of Fig. 1 is obtained for an $\varepsilon=0.3$ circular cross-section by optimizing the $q$-profile and a 12-parameter pressure profile. This curve shows that high-$n$ $\beta$ limits are not very sensitive to the functional form of the plasma current.

Figure 2 shows the $\beta$ limits for the $n=1$ external kink, which is more restrictive than other low-$n$ modes when no external wall stabilization is assumed. $\dot{\beta}_0$ is held fixed to 1.05 to avoid the $n=1$ internal kink, potentially unstable for $q_0 < 1$. Suitable normalizations and a Gaussian profile (solid line) are used in Fig. 2, similar to Fig. 1. The use of the $q$-profile did not yield significant improvement. The scaling $\beta = \varepsilon^{1.5}$ was assumed and is supported by the $\varepsilon=0.42$ JET case incorporated in this study. Normalized $\beta$ values are calculated from the expressions

$$\dot{\beta} = \beta / [3\varepsilon^{1.5} \kappa^{0.95}(1 + 2.66)]$$  \hspace{1cm} (2)

The dashed curve of Fig. 2 shows the effect of a cool conductive mantle, for an $\varepsilon=0.3$ circular cross-section. The mantle is assumed to be ideally conductive, pressureless and currentless with nonzero density (supposed constant throughout the plasma). The thickness of the mantle, normalized to the minor radius, is 10%. $q_\delta$ is approximately constant on any straight line through the origin of the plot of Fig. 2. With no mantle, the mode is unstable whenever $q_\delta < 2$, as found before, and there is a large dip for $2 < q_\delta < 3$ and a smaller dip for $3 < q_\delta < 4$. These dips correspond to the occurrence of a rational surface just outside the plasma surface.

Figures 1 and 2 also show the limiter discharge DIII data (solid triangles) normalized with expressions (4) and (5), respectively. Clearly, the high-$n$ $\beta$ limits are not exceeded significantly by the DIII data so far (excluding the $q_0<1$ region dominated by sawtooth activity), but the same cannot be said for the kink limits, even with the presence of a mantle. A possible explanation for this discrepancy is the effect of wall stabilization. The vacuum vessel (with a resistive diffusion time $\tau_D$) may effectively appear superconducting if the real frequency of the kink mode is much greater than
Figure 3 shows the $\beta$ limit curve for marginal stability to the $n=1$ kink mode for an $\varepsilon=0.3$ circular cross-section with a superconducting wall located at a constant distance $d$ from the plasma surface of $d/a = 0.5$. With this plasma-wall separation, the $\beta$ limit for the $n=1$ kink is comparable to the ballooning limit. The $n=1$ kink was determined to be below the $n=2$ and $n=3$ kink limits in this case. With a wall closer than $d/a = 0.5$ or with the combined stabilization of a wall and a mantle, the kink limit would be above the ballooning limit when $q_s < 2$. However, unless the wall is very close, the kink is still unstable when $q_s < 2$. Thus, it is reasonable to postulate a "unified ideal limit" curve, by combining the $n=\infty$ limit line for $q_s > 2$ with the hard $q_s=2$ limit of the surface kink. This can be written as:

$$\beta_c(\%) = 27 \varepsilon 1.3k^{1.2}(1 + 1.5\delta)q_s^{-1.1} \quad q_s > 2 ;$$
$$\beta_c = 0 \quad q_s < 2 .$$

Figure 4 shows the goodness of the fit with theoretical points (open circles) for the Gaussian profile (solid line) where the normalization $\beta_c = 11 q_s^{-1.1}$ is used. The coefficient 27 of Eq. (6) is for the $q$-profile (dashed line) and must be replaced by 23 for the Gaussian profile.

By contrast with the limiter discharges, the disruptive H-mode discharges are all below the theoretical limits, if $\varepsilon$, $k$, and $\delta$ are defined at the separatrix, assuming up-down symmetry as before. The asymmetry of the H-mode discharges may be important. The effect of asymmetry will be presented at the conference. The presence of an X-point where $q$ goes to infinity may play an important role and will be discussed also.

The scaling law (3) shows that high $\beta$ values can be reached with tight aspect ratio, high elongation, and high triangularity. All these features are possible in the BIG DEE tokamak (DIII upgrade) where $\beta$ values in excess of 18% are obtained by optimizing both plasma shape and current profile at peak $\beta$ ($q_s = 2$). Such high $\beta$ values, if achievable in a reactor tokamak, would improve the economics of high power density reactor operation and also make the use of advanced fuels attractive.
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ADVANCED CONCEPT OF ADIABATIC COMPRESSION OF
TOKAMAK & SELF-COMPRESSION OF COMPACT TORUS

MING LUN XUE
Institute of Mechanics, Chinese Acad. of Sci.
Beijing, People's Republic of China

Adiabatic compression may be an inexpensive way to reach the
temperature that must be attained in the experimental ignition
facilities.

It is shown that pure radial compression of tokamak plasma
will induce a significant surface current in the same direction
to the main plasma current. Furth-Yoshikawa considered two
conditions—toroidal and poloidal magnetic flux within the plasma—
must be conserved during rapid compression. However, another
condition—poloidal magnetic flux outside the plasma must also
be conserved. For circular cross section and large aspect ratio,
that is

$$\gamma_{out} = \frac{4\pi}{c} R \left( \ln \frac{R_A}{R} - 2 \right) I_{T_1} \int_{R_2}^{R_A} 2\pi r d r = \text{const.}$$

Two limiting cases are considered:
case 1, \( B_\perp \) is homogeneous in the whole region and is determined
by

$$B_\perp = \frac{I_{T_2}}{cR} \left( \ln \frac{R_A}{R} + \beta_p \frac{3}{2} + \frac{1}{2} \right),$$

then

$$I_{T_1} \frac{dI_{T_2}}{dr} = \frac{\rho}{I_{T_1}} \left( \ln \frac{R}{R_1} - 2 \right) \frac{I_{T_1}}{I_{T_2}} \frac{dR}{dr} \left( \beta_p \frac{3}{2} + \frac{1}{2} \right) \left( 1 - \frac{R_1}{R} \right)^2$$

case 2, \( B_\perp = 0 \) outside the plasma,
then,

$$\gamma_{out} = \frac{4\pi}{c} R \left( \ln \frac{R_A}{R} - 2 \right) \frac{I_{T_1}}{I_{T_2}} \int_{R_2}^{R_A} 2\pi r d r = \text{const.}$$

while the result of Furth-Yoshikawa was

$$I_{T_1} \frac{dI_{T_2}}{dr} = \frac{\rho}{I_{T_1}} \left( \ln \frac{R}{R_1} - 2 \right) \frac{I_{T_1}}{I_{T_2}} \frac{dR}{dr} \left( \beta_p \frac{3}{2} + \frac{1}{2} \right) \left( 1 - \frac{R_1}{R} \right)^2$$

must be induced during rapid radial compression. (fig. 1 & 2)
Two tokamak tori will be attracted with each other by electromagnetic force, part of the poloidal magnetic energy will be converted to the kinetic energy and finally dissipated to the thermal energy after impact. The total magnetic energy of two mutually interacting tori is
\[ W = \frac{1}{2} \left( \frac{1}{2} \frac{L^2}{c^2} + \frac{M}{c} \right) \]
here \( L \) and \( M \) are self and mutual inductance.

The equation of momentum is
\[ m \frac{dV}{dt} = \frac{\Delta M}{c} \]
Since magnetic flux is conserved during acceleration after integrating,
\[ m \frac{V^2}{2} = \frac{I^2}{c^2} (L + M)^2 \left( \frac{1}{L} - \frac{1}{L + M} \right) \]
\( M = 0 \) for two initially well-separated tori and \( M \approx L \) when two tori are one next to another, then,
\[ m \frac{V^2}{2} = I^2 \frac{L}{2} c^2 \]
and
\[ \frac{I^2}{I_0} = \frac{L + M}{L} \approx \frac{1}{2} \]

Since \( J (i) \) is conserved during pure axial acceleration, the total volume current is conserved. If the total current decreased to half of its initial value, then a surface current must be induced in the opposite direction of the main current.

Pure radial compression and pure axial acceleration induce the surface currents in the opposite direction, it is naturally to combine these two processes together. (fig. 4)

Under certain conditions, it is indeed possible to obtain a dynamic process without inducing surface current.

The compression path is determined by integrating the following equation as an initial value problem.
\[ \frac{d\alpha}{d\xi} = \frac{(L+M)/R}{\frac{d\phi}{d\xi} - \frac{d^2\phi}{d\xi^2} - \frac{\partial^2 \phi}{\partial \xi^2}} \]

\( L, M \) are functions of \( R, Z, \alpha \)
Next, we will see what is happened after a compact torus leaving the coaxial plasma gun without applied toroidal and vertical field. In general, the plasma torus is not in equilibrium. the toroidal magnetic energy is much larger than the poloidal one. The plasma begins to contract along the major as well as the minor radius with the conservation of the toroidal and poloidal magnetic flux. During the compression period, part of the toroidal magnetic energy is transferred to the poloidal magnetic energy, the whole process can be obtained by numerical integration of the following equations

\[
\frac{dA_i}{d\tau} = f_i(I_t, I_\rho, p, a)
\]

\(i=1,2,3,4\) correspond to \(I_t, I_\rho, p, a\)

It is proved that the final equilibrium state is reached when the temperature ratio could be obtained above four during this self-compression process. (fig. 5)

Conclusions:

1. For tokamak plasmas, either pure radial compression or pure axial acceleration with merging will induce a surface current during the compression process, a combined scheme of these two processes is suggested, the surface current could be cancelled completely under certain conditions.

2. Gun-produced plasma torus with different total toroidal and poloidal magnetic energy after leaving the muzzle of the gun is non-equilibrium along major radius. Under certain operating conditions it will contract along major as well as minor radius. The adiabatic self-compression process without a guiding field can raise the plasma temperature to 4 to 5 times its initial value within about one microsecond.
3. Magnetic energy equipartition is a consequence of equilibrium of plasma torus without applied toroidal and vertical field.

4. The plasma torus is MHD stable during the whole self-compression process.
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SOLUTION OF THE TOKAMAK PLASMA EQUILIBRIUM AT HIGH BETAS BY VARIATIONAL METHOD

V.D.Khait, V.K.Kolesnikov

Institute of High Temperatures, USSR Academy of Sciences, Moscow, USSR

Paper /1/ and later independently papers /2, 3/ suggested and numerically realized the variational method of solution for plasma equilibrium problem in axially symmetric systems. The geometry of each magnetic surface is supposed to be described by a set of parameters \( u_i \), which are the functions of a surface coordinate \( a \) (magnetic surface label). The system of ordinary differential equations can be obtained for the unknown functions \( u_i(a) \). Zakharov-Shafranov moments method /5/ promotes the obtaining of the analogous system by averaging two-dimensional equilibrium equation on magnetic surfaces with a set of weight functions, which are the vacuum solutions of the Grad-Shafranov equation. The system of equations for parameters \( u_i(a) \) can be obtained otherwise by variation of energy functional \( \int (p + B/Bn) dv \) with respect to functions \( u_i(a) \). The obtained set of Euler equations has the form which is invariant under the certain selection of parameters

\[
\frac{d}{da} \left( J^2 \frac{\partial M}{\partial u_i} \right) - J^2 \frac{\partial M}{\partial u_i} + \varepsilon p \frac{\partial V}{\partial u_i} + \Pi \frac{\partial L}{\partial u_i} = 0.
\]

(1)

Here \( p(a) \) is the plasma pressure, \( J(a) \) and \( I(a) \) are the external toroidal and poloidal currents, \( V(u_i) \) is the volume inside the given magnetic surface, \( L(u_i) \) is the self-induction coefficient of toroidal solenoid, coiling with the given surface. Function \( M(u_i, u_i') \) (the prime indicates the derivative with respect to \( a \)) is determined by the integral along the meridional contour of cross-section \( \ell_a \)

\[
M^{-1} = \oint_{\ell_a} (|v| a l/4 \pi^2) \, dl.
\]

At the practical realization of the method when we have to be restricted by the terminating set of parameters the solution of the problem (if at all) by the variational method is apparently the most accurate among the solutions obtained by the parameterization of the shapes of magnetic surfaces. If there solves a problem for the equilibrium of plasma surrounded by a perfectly conducting casing, then its shape determines the value of parameters at the boundary \( u_i = u_i^* \). If the equilibrium is maintained by the external magnetic field then the surface shape of plasma column is determined by multipole harmonics of this field. In this case the equations which should play the role of boundary conditions can be obtained by the following means. The energy of interaction of plasma with external magnetic field, characterized by flux function \( \psi_e \) can be expressed through the values of the plasma column boundary
Generalized forces, acting on the plasma column from the side of the external magnetic field are determined by the derivatives $\partial \mathbf{r}/\partial u_i$.

Forces necessary for the column maintaining in the equilibrium state can be determined by the "virtual casing" method /6/. If the column surface is supposed to be surrounded by an ideal casing, then there should exist no field outside the casing and surface current should flow along it. Inside the casing the current is induced by the field necessary for the maintaining. The field flux function has the form

$$\mathbf{v}_e = \frac{M_1}{4\pi^2} \int \mathbf{r} \cdot \mathbf{v}_e \frac{\partial \mathbf{v}_e}{\partial z} \, dl.$$  \hspace{1cm} (2)

where $\mathbf{v}_e$ is flux function of unit current.

To determine the generalized forces necessary for the equilibrium, one can use expression (2), substituting expression (3) for $\mathbf{v}_m$ instead of $\mathbf{v}_e$ and consider $\mathbf{v}_m$ at variation with respect to $u_i$ the function given in space. Thus equalling the obtained forces to those, that influence from the side of the external field, we obtain the conditions which should be used as boundary ones.

In numerical calculations, which were carried out for the equilibrium problem inside the casing, a four-parametrical metric was used as suggested in /4/. The role of $u_i$ parameters here is played by: $R$ - cross-section centre coordinate of the given surface, $\eta$ - ellipticity parameter ($e / a$ - the ratio of cross-section semi-axes), $\tau_1$ and $\tau_2$ - triangularity parameters where $\tau_1$ characterizes the flattening of the surfaces and $\tau_2$ - the sharpening of them.

Equations (7) forming a set of quasi-linear inhomogeneous ones were solved by iterative procedure, the system being solved as a linear one by factorization method for each iteration. The equation coefficients were calculated with the use of solutions obtained from the two previous iterations with a certain weight. As a rule 10 - 15 iterations appeared to be sufficient for the results to be agreeable. The calculations with different number of $u_i$ parameters had been carried out to clear out the role of their number. The numerical code gives an opportunity to single out any of the four parameters $R, \eta, \tau_1$, and $\tau_2$ to solve practically just a part of the set of equations by a simple method of nullifying the corresponding matrix coefficients. In this case those $u_i$ parameters for which the equations are not solved are fixed equal to their given limiting values.

Table I demonstrated comparative calculation results in three schemes: I - the equation was solved only for $R$; II - equations for $R$ and $\eta$; III - equations for $R, \eta$ and $\tau_2$. 

TABLE I

<table>
<thead>
<tr>
<th></th>
<th>$\beta_3 = 0$</th>
<th>$\beta_3 = 2.5$</th>
<th>$\beta_3 = 5.0$</th>
<th>$\beta_{3,\text{lim}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$\Delta$</td>
<td>$E$</td>
<td>$B_p^i$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td></td>
<td>0.066</td>
<td>1.00</td>
<td>2.48</td>
<td>0.027</td>
</tr>
<tr>
<td>II</td>
<td>0.080</td>
<td>1.01</td>
<td>2.31</td>
<td>0.216</td>
</tr>
<tr>
<td>III</td>
<td>0.080</td>
<td>1.01</td>
<td>2.21</td>
<td>0.217</td>
</tr>
</tbody>
</table>

Table one gives the following values: $\Delta$ is the shift of the magnetic axis rated to the half of the casing size in radial direction; $E = \exp \mathcal{N}(0)$ is the cross-section ellipticity at the magnetic axis; $B_p^i$ is the poloidal magnetic field close to the internal side of the casing; $\beta_{3,\text{lim}}$ are the limiting values of $B_p^i$ with respect to equilibrium the points with zero values of $B_p^i$ being corresponding to these values.

The table illustrates the fact, that for low $\beta_3 < A$ the difference of the values in various models is small. However this difference is growing with the increase of $\beta_3$ and at $\beta_3 > A$ it becomes noticeable. Values of $B_p^i$ differ especially. It is explained by the fact that the model of the nested ellipses (or circles) corresponding to schemes I and II can not adequately describe the zero point of the poloidal field. The significant difference in $\beta_{3,\text{lim}}$ values is also explained by this fact.

The following distributions of the pressure and azimuth current were given for all cases: $p'(a) = \text{const}$, $J(a) = 5a/(1+4a)$. Calculations were conducted for different values of $\beta_3 = 2e^2 \int_0^j p \, ds / J^2$.

Aspect ratio was equal to $A = 3$.
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Quasistatic Evolution of Ideal MHD Equilibria

in INTOR and ASDEX-UG

F. Caci, A. Kaleck, H.P. Zehrfeld
Max-Planck-Institut für Plasmaphysik, D-8046 Garching
+ Institut für Plasmaphysik, Kernforschungsanlage Jülich, D-5170 Julich

1. Introduction. For studies of plasma equilibrium and stability in some present-day tokamak devices we consider processes of plasma dynamics which evolve fast on the resistive, but slowly on the Alfvén time scale. Under such conditions the time evolution of the plasma configuration can be described in terms of a continuous sequence of ideal MHD equilibria which are controlled by appropriate time-dependent external magnetic fields. Such sequences are considered solving the partial differential equation for the poloidal magnetic flux together with the dynamical equations describing the isentropic motion of an ideally conducting plasma. In doing so we self-consistently take account of the instantaneous action on the plasma equilibrium of externally placed passive conductor elements and, by a corresponding adjustment of the loop voltage, provide for a skin-current free formation of the plasma.

2. Theory. In the plasma region we will use the equations for equilibrium

\[ \text{rot} \varepsilon \varepsilon = \mu_0 \dot{\psi} \]  

with \( \text{div} \varepsilon = 0 \), the conservation equations for magnetic flux, mass and for entropy:

\[ \frac{\partial \varepsilon}{\partial t} = \text{rot}(\gamma \varepsilon \varepsilon) \quad \frac{\partial \rho}{\partial t} + \text{div} \rho \gamma = 0 \quad \frac{\partial S}{\partial t} + \gamma \cdot \gamma S = 0 \]  

and an equation of state (more precisely a thermodynamic potential). In these equations all quantities have their usual meaning; we use MKSA-units. With \( R \) as the radial distance and with \( \psi \) the angle about the axis of symmetry in z-direction we will refer to right-handed co-ordinates \((R,\psi,z)\). The fluxes of magnetic field and of current density through a surface which is bounded by a field line of the toroidal magnetic field we call \( \psi \) and \( J \), respectively. For the corresponding fluxes through poloidal cross-sectional areas of magnetic surfaces we will use the notations \( \Phi \) and \( I \). We make the assumption that the temperature is constant on magnetic surfaces. Then the fluxes \( \psi \) and \( \Phi \), the currents \( J \) and \( I \) and the thermodynamic variables \( p, \rho \) and \( T \) are all surface quantities. The equilibria we are calculating are, besides through the equations (1) and (2), defined by the specification of

(I) a free-boundary equilibrium at an initial time;

(II) the externally produced toroidal and poloidal magnetic vacuum fields controlling and confining the plasma at any time.

By (I) the distribution of the above-mentioned seven quantities
over the different magnetic surfaces is given at an initial time, their values at any time are determined by (II), the three conservation laws, by two equations relating fluxes and currents, the equation of state and by the normal component flux surface average of equation (1). A straightforward elimination procedure leads to a second-order (generalized /4/) ordinary differential equation of the form $F(\psi'', \psi', \psi, V, t) = 0$ for the poloidal flux as function of the volume $V$ (of the magnetic surfaces). This equation is to be solved with the boundary conditions corresponding to a constant flux difference between magnetic axis and plasma boundary and with the side condition that the poloidal current is continuous across the plasma-vacuum interface. This side condition excludes poloidal skin currents; the absence of toroidal ones must be externally controlled keeping constant the poloidal flux at the plasma boundary by an adjustment of the loop voltage. The rest of the problem reveals in (a) (not flux-surface averaged) local equations for $V(R,z,t)$ and $\psi(R,z,t)$ and (b) circuit equations describing the inductive interaction between plasma and external active and passive conductor elements. More details on theory will be given elsewhere /1/.

3. Computational Features. The calculations profit by the fact that for given geometry of the magnetic surfaces the problem amounts to only the solution of ordinary differential equations. Solving it iteratively we start with the geometry of the initial free-boundary equilibrium and then proceed in time changing the currents in the external conductors. In order to find the new self-consistent plasma equilibrium we apply the following iteration scheme: (A) We solve the circuit equations for the external currents with the present plasma current density; (B) Use a fast Buneman solver for the determination of the plasma poloidal flux and superpose the vacuum flux of the external currents; (C) With that flux function calculate the new geometry and on the basis of this geometry a new plasma current density; (D) Repeat steps (A) to (C) until convergence is reached. In some cases acceleration of the procedure is expedient. For this case Newton-like iterations are applied shifting the plasma in about two steps to almost the right new position. Afterwards the cross-section and the exact plasma position is evaluated by iterations of the above scheme. In strongly stable configurations a new equilibrium is reached in 10-15 iterations, weakly stable situations need more iterations (about 30).

4. Application and Results. We considered the vertical stability of two experiments recently in the planning phase: NET/INTOR and ASDEX-UG. As shown in the Fig. INTOR (and similarly ASDEX-UG) have an elongated cross-section and therefore an unstable vertical position unless passive conductors would stabilize it. One easily can prove that in the case of stabilization the plasma displacement is of the following form:

$$\xi_z(t) = \xi_z(0)\exp(t/\tau), \quad \xi_z(0) = F_p/(f_D(\alpha-1))$$

where
\[ \tau = (\alpha - 1) \frac{L}{R} \quad \text{and} \quad \alpha = \frac{f_R}{f_D} \] (4)

\( \xi \) is a small deviation from the equilibrium position, \( F_p \) is a perturbation force (here produced by a radial magnetic field), \( F_D = \frac{f_R \xi}{L} \) is the driving force due to an unstable vertical field index, \( F_R = \frac{f_R \xi}{L} \) is the restoring force due to the induced currents in the passive coils and \( L/R \) is the time constant of the passive coil system in the absence of a plasma. For stability it is necessary that \( \alpha > 1 \), and the larger \( \alpha \) the smaller are the energy requirements on a feedback system. As \( \alpha \sim 1/L \), the stabilizing effect depends on the cross section and the inductance of the connection between the upper and the lower passive coils which have to be connected antidiirectional in series because otherwise they would short-circuit the toroidal electric field.

The Fig. shows the flux pattern of an INTOR configuration for an initial equilibrium state and the equilibrium position of the plasma after application of a radial magnetic field. \( P_1, P_2 \) – passive conductor elements; PFC – poloidal field coils.
For an INTOR configuration described in /3/ we took two passive coils (P₁, P₂ in the Fig.) with a cross section of 0.09 m². Their selfinductance is L = 51 μH. With this value we found α = 1.5 which means that the additional inductances have to be significantly smaller than 25 μH. The induced current is \( I_p = -I_{P_2} = \gamma I_p \xi_z \), with \( \gamma = 0.15 \) m⁻¹ and \( I_p \) the total toroidal plasma current. For larger displacements \( \xi_z = 0.1 \) m some nonlinear effects give a small enhancement to \( \alpha = 1.6 \). There was no significant difference between parabolic and flat plasma current distributions.

The ASDEX-UG configuration /2/ has a system of 2x3 passive coils, the upper and the lower ones in parallel, respectively, with a total cross-section of 2x0.024 m². At present we are not able to treat parallel connected coils, so we connected them in series or separated them into three pairs of two coils. The results of these two treatments practically do not differ from each other. We found \( \alpha = 1.25 \), but in a calculation with an external inductance of 20 percent of the coil inductance the plasma is unstable. The parallel connection should lead to better results.

/2/ ASDEX Upgrade Project Proposal Phase II, internal report IPP 1/217 (1983)
FORCE-FREE MHD EQUILIBRIA IN NON-AXISYMMETRIC TOROIDAL GEOMETRY

M. P. Bernardin and J. A. Tataronis
University of Wisconsin, Madison, Wisconsin U.S.A.

Abstract

The existence and properties of force-free MHD equilibria in three dimensional toroidal configurations are examined. Utilizing an expansion scheme in distance \( \rho \) from an arbitrary magnetic axis, the equilibrium magnetic fields are computed. In addition, a Hamiltonian formalism for the lines of force of the magnetic field is constructed to address the existence of magnetic flux surfaces.

Introduction

A variety of investigative methods have been developed to study various aspects associated with three dimensional toroidal hydromagnetic equilibria [1-5]. In this paper, we adopt an expansion technique in terms of distance \( \rho \) from a given magnetic axis [1], to study 3-D, force-free MHD equilibria. Motivated by the investigation of Alfvén wave heating in 3-D toroidal geometry [6], the primary purpose of this research is to obtain analytic representations of the equilibrium magnetic field components. Additional objectives of this research include the examination of stability of these equilibria as well as consideration of the existence of magnetic flux surfaces.

Analysis

Our analysis of force-free MHD equilibria parallels that of the finite pressure-gradient analysis of Lortz and Nührenberg [1]. The distinguishing feature contained in the analysis of this document is the determination of recursive relations for the nth order expansion coefficients. Using a Mercier coordinate system \((p, \theta, s)\) where \(s\) is the arc length measured along the magnetic axis, and \(p, \theta\) are polar coordinates in a plane perpendicular to the axis, we expand the contravariant magnetic field components and the volume continued within a flux surface, with respect to \(\rho\).

\[
\begin{align*}
B^p & = a_1 \rho + a_2 \rho^2 + a_3 \rho^3 + \cdots \quad (1) \\
B^\theta & = b_1 \rho + b_2 \rho^2 + b_3 \rho^3 + \cdots \quad (2) \\
B^s & = c_0 + c_1 \rho + c_2 \rho^2 + \cdots \quad (3) \\
V & = V_2 \rho^2 + V_3 \rho^3 + \cdots \quad (4)
\end{align*}
\]

The coefficients are functions of \(\theta\) and \(s\). The expanded magnetic field components are then substituted into the force-free hydromagnetic equilibrium equations,

\[
\begin{align*}
v \cdot \vec{B} & = 0 \quad (5) \\
\vec{J} \times \vec{B} & = 0 \quad (6)
\end{align*}
\]
\[ \nabla \times \mathbf{A} = \mu_0 \mathbf{J} \]  
(7)

and solved order by order. With the specification of information about the cross-sectional shape of the flux surfaces, the volume \( V \) is solved for by substituting Eq. (4) into

\[ \hat{\mathbf{b}} \cdot \nabla V = 0 \]  
(8)

and again solving order by order.

To simplify our analysis, we have begun the expansion for \( B^\theta \) with a first order term rather than a zeroth order term. The price paid for the additional simplification is further restrictions on the shape of the equilibrium flux surfaces. For example, a well known result of the finite pressure-gradient analysis is [1],

\[ j/c_0 = \text{const.} \]  
(9)

where \( j \) is the current density on axis. The selection of \( b_0 = 0 \) specifies the constant in Eq. (9). The primary consequence of neglecting the zeroth order term is the constraint

\[ c_0(s) \tau'(s) = 0 \]  
(10)

where \( c_0 \) is the magnetic field along the magnetic axis and \( \tau \) is the torsion of the magnetic axis. With \( c_0(s) \neq 0 \), the resulting constant torsion constraint, \( \tau'(s) = 0 \), is easily satisfied for tokamaks and standard stellarators, which have \( \tau = 0 \). To examine toroidal equilibria with spatial axes, it becomes necessary to address the question of existence of closed, constant torsion curves, say on a torus. There are indications that these curves may exist [7], but further study is needed. Additional aspects of this question will be addressed in a later publication. We have previously analyzed and reported the results of satisfying Eq. (1a) with \( c_0 = 0 \) [8,9]. In this report, we state the results of satisfying Eq. (10) with \( \tau = \text{const.} \) as a preliminary step, we give the prescription of solving for the expansion coefficients. Substituting Eqs. (1)-(3) into Eqs. (5)-(7), a set of three coupled PDE's are obtained for the coefficients \( c_{n+1} \), \( a_n \) and \( b_{n-1} \). Denoting partial differentiation with respect to \( \theta \) and \( s \) by subscript \( \theta \) and prime respectively, these equations read,

\[ (n+1) a_n + b_{n-1}\theta = R_{1n} \]  
(11)

\[ (n+1) c_{n+1} - a_n^\prime + (n+3)\tau b_{n-1} = R_{2n} \]  
(12)

\[ c_0 c_{n+1} e^{-2c_0 \tau} a_n + a_1 a_n \theta - (n+1) a_1 b_{n-1} + c_0 c_{n-1} \theta - c_0 b_{n-1}^\prime = R_{3n} \]  
(13)

In Eqs. (11)-(13), the quantities \( R_{1n} \), \( R_{2n} \) and \( R_{3n} \) are functions of lower order coefficients. Solving Eqs. (11) and (12) for \( a_n \) and \( c_{n+1} \) in terms of \( b_{n-1} \), and substituting into Eq. (13), the following third order PDE is obtained for \( b_{n-1} \):

\[ c_0 \left[ b_{n-1, \theta \theta} + (n+1)^2 b_{n-1}^\prime \right] - \frac{n+1}{2} c_0 \left[ b_{n-1, \theta \theta} + (n+1)^2 b_{n-1}^\prime \right] = \]
\[ c_0 R_1^{n+1, \theta} - 2c_0 \tau(n+1)R_1^{n+1, \theta} + a_1(n+1) R_1^{n, \theta} + c_0(n+1) R_2^n, \theta - (n+1)^2 R_{3n} \]  

Since the RHS of Eq. (14) is known, the (single-valued) solution of Eq. (14) is

\[ b_{n-1}(\theta, s) = \beta_{n+1,c} \cos(n+1)\theta + \beta_{n+1,s} \sin(n+1)\theta + \beta_{n-1,c} \cos(n-1)\theta + \beta_{n-1,s} \sin(n-1)\theta + \ldots + \begin{cases}  
\beta_{1c} \cos\theta + \beta_{1s} \sin\theta & \text{(n odd)} \\
\beta_{10} & \text{(n even)}
\end{cases} \]  

The coefficients \( \beta_i \), are functions only of \( s \). \( \beta_{n+1,c} \) and \( \beta_{n+1,s} \) are specified by solving for the \( V_{n+2} \) volume coefficient in Eq. (8).

Specific results for the lower order coefficients are as follows:

\[ b_1 = \beta_{3c} \cos 3\theta + \beta_{3s} \sin 3\theta - \frac{3}{2} c_0 k\cos \theta + (\frac{5}{16} c_0^2 k + \frac{1}{8} c_0 k^2) \sin \theta \]
\[ a_1 = -\frac{c_0}{2} \]
\[ a_2 = \beta_{3c} \sin 3\theta - \beta_{3s} \cos 3\theta - (\frac{15}{16} c_0^2 k + \frac{3}{8} c_0 k^2) \cos \theta - \frac{1}{2} c_0 k^3 \sin \theta \]
\[ c_3 = -\frac{1}{3} (\beta_{-3c} + 5\tau b_{3c} - 3c_0^2 k^2) \cos 3\theta + \frac{1}{3} (b_{-3c} - 5\tau b_{3s}) \sin 3\theta - \frac{1}{16} (24c_0 k^2 - 48c_0 k^3 + 13c_0^2 k^2 + 7c_0^3 k^2 + 2c_0^4 k^2) \cos \theta - \frac{1}{16} (11c_0^3 k + 6c_0^4 k^2) \sin \theta \]

Through the recursive relations, Eqs. (11), (12) and (15), we have formally established the analytical representation of the equilibrium magnetic fields. We now address the question of existence of magnetic surfaces.

**Magnetic Surfaces**

With the expansions we have incorporated, it can be stated that magnetic surfaces will exist to all orders [10]. However, without a definitive statement on the convergence of the series for the volume \( V \), the implied magnetic surfaces must be regarded as asymptotic. To establish the rigorous existence of magnetic surfaces, it must be shown that the expansion series converge. To this end, we cast the equations for the lines of force for the magnetic field into a Hamiltonian form [11]. The existence of magnetic surfaces is now coupled with the identification of an invariance associated with the Hamiltonian. Beginning with Eq. (5), the field line equations in terms of the contravariant components of the magnetic field are the following,

\[ \frac{dp}{ds} = \frac{\partial H}{\partial q} = \frac{ds}{\partial q} \]
\[ \frac{dp}{ds} = \frac{dH}{dp} = \frac{ds}{dH} \]

while the associated Hamiltonian form of the system is given by

\[ \frac{dp}{ds} = -\frac{\partial H}{\partial q} \quad \frac{dq}{ds} = \frac{\partial H}{\partial p} \quad \frac{dH}{ds} = \frac{dH}{ds} \]
The Hamiltonian, $H$, is a function of a generalized coordinate $q$, conjugate momentum $p$, and a time-like coordinate $s$. In this case, we choose $q = \theta$, while the momentum, $p$, and the Hamiltonian, $H$, are respectively

$$p = \int dp\sqrt{g} B^\theta \quad H = \int dp\sqrt{g} B^\theta + \delta(\theta,s)$$

(16)

where $\delta(\theta,s)$ satisfies the following equation,

$$-\frac{3}{\delta^2} \delta(\theta,s) = \frac{3}{\delta^2} \int dp\sqrt{g} B^\theta + \frac{3}{\delta^2} \int dp\sqrt{g} B^\theta + \sqrt{g} B^\theta$$

Substituting into Eq. (16) the expansions for $B^\rho$, $B^\theta$ and $B^\phi$ given above, we find the following expanded forms of $p$ and $H$:

$$p = c_0 \rho^2 + \frac{c_0}{3} \rho^3 + \cdots + \frac{c_{n-2}}{n-1} \rho^n + \cdots$$

$$H = V_0(s) + \frac{b_1}{3} \rho^3 + \cdots + \frac{b_{n-2}}{n-1} \rho^n + \cdots$$

$V_0(s)$ may be dependent on the choice of the gauge. The prediction of an invariant and hence the existence of magnetic surfaces can be accomplished by invoking repeated canonical transformations, a process similar to a method of accelerated convergence [12]. Further details will be presented at the conference.

* This work is supported by NSF Contract No. ECS-8110038.

References

CONDITION FOR THE STABILITY OF DISSIPATIVE MODES IN A STELLARATOR.

L.M. Kovrizhnykh, S.V. Shchepetov
Institute of General Physics of the USSR Academy of Sciences, Moscow, USSR

In Ref. 1 a system of averaged MHD equations was derived which make it possible to study plasma dynamics in a stellarator using well-known methods proposed earlier to study plasmas in tokamaks. It should be noted, however, that although using a formalism of averaged equations simplifies the problem (reducing it to the axisymmetric case), but the use of a complete system of averaged MHD equations encounters essential mathematical limitations. For this reason we are going to present later on a simplified system of MHD equations designed with a set of small parameters. As a main parameter we employ
\[ \Delta_p = |B_1 / B_T| \] : the ratio of the transverse components of the magnetic field towards the longitudinal magnetic field. Taking the approach of Ref. 2,3 in deriving a similar system of equations for a tokamak, we obtain a system of equations describing plasma dynamics in a stellarator within the accuracy up to
\[ \Delta_p^2 \], and incorporating the first order in the toroidal effects:

\[
\frac{dW}{dt} = \dot{B} - 2 \text{div} \left\{ \left( [\nabla \times B_L] + (B_T h) \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right) \nabla \psi^3 + h^{-1} B_T \frac{\partial}{\partial x} \psi \frac{\partial}{\partial z} \right\} + \left( \nabla \times B_L \right) / \dot{B}^2 - \left( \dot{\nabla} \psi^2 B_T \right) / 2 \psi^2 \right\}; \tag{1}
\]

\[
\frac{d\psi}{dt} = -\frac{d\phi}{d\theta} / (\dot{h} B_T) + E_B / B_T + \frac{1}{\sigma_{ul}} \left( \nabla \psi^3 \right) ; \tag{2}
\]

\[
\nabla \left( U + \phi \right) + \frac{\dot{E}}{\dot{B}} \cdot \nabla U + \frac{\nabla}{\dot{B}} \cdot \nabla U \dot{E} = 0 ; \tag{3}
\]

\[
W = \dot{B} - 2 \text{div} \frac{\partial}{\partial \theta} \nabla U \tag{4}
\]

\[
\text{div} B_T^2 \nabla \left( \frac{\dot{E}}{\dot{B}} + \frac{\partial}{\partial \theta} \frac{\partial}{\partial z} / 2 \right) = \text{div} \left\{ (B_T \nabla \nabla U) - \nabla L \right\} + B_T^2 \psi^3 \nabla \psi^3 \left( \nabla \psi^3 \right) B_T \nabla L \psi^3 \right\}; \tag{5}
\]

\[
\dot{\psi} \frac{d\psi}{dt} = -\frac{2\dot{E}}{\dot{h} B_T^2} + \frac{\dot{E}}{h} \left[ \nabla L \times \nabla \psi \right] + \frac{\nabla}{\dot{B}} (\nabla \psi^3) \cdot \frac{1}{\dot{h}} \nabla \psi \right\} \cdot \nabla \psi \right\}; \tag{6}
\]

\[
f = -\Delta \dot{E} / B_T^2 \tag{7}
\]
where: \( \Psi = \psi^1 + \psi^2 \) is the poloidal flux; \( \psi^1 \) - is the poloidal flux, produced by the currents, flowing through the plasma; \( \psi^2 \) - is the effective field flux, \( \tilde{B}^* = \tilde{B}_s^* + [\tilde{\nabla} \psi^2 \tilde{B}_s] \) - is the effective magnetic describing the averaged contribution of the magnetic-field helical components; \( \tilde{B}_s^* = - \tilde{e}_S \langle \tilde{\nabla} \Phi^m \rangle \tilde{B}_T^{-1} \); \( \Phi^m \) is the potential of a helical magnetic field (angular brackets represent averaging with respect to \( s \)); \( \Phi \) - is the electro-magnetic potential, \( \infty \) - is the function describing transverse components of the magnetic field vector potential \( \tilde{A}_p = \psi \tilde{B}_T + \langle \tilde{\nabla} \Phi \rangle \tilde{B}_T^2 \); \( E = E_s \tilde{e}_S - \nabla \Phi \tilde{A}_p / \tilde{t} \); \( \tilde{B} = (\tilde{B}_T + \tilde{B}_s^*) \tilde{e}_S + \text{rot} \tilde{A}_p \); \( \tilde{B}_T = \tilde{B}_o / h \) and \( E_s = E_0 / h \) are longitudinal components of the vacuum magnetic and electric fields; \( \tilde{E} \) is the function describing the change in a longitudinal field due to finite pressure and current; \( \tilde{v} = v \tilde{e}_S + v_\perp \); \( \tilde{v}_A = [v_\perp U \times \tilde{B}_T] / \tilde{B}_T^2 \); \( \tilde{B}_s^* = \tilde{B}_T (\tilde{B}_T + \tilde{B}_s^*) \); \( \hat{\rho} / \tilde{B}_s^* \); \( L = L_T - \text{div} \tilde{B}_T \tilde{v}_A ; \tilde{v}_A = \tilde{v}_A + \tilde{e}_S \int_0^1 / \tilde{h} \tilde{S} \cdot d \tilde{t} = \frac{\tilde{d} \tilde{t}}{\tilde{t}} + \tilde{v}_A \tilde{v}_A \).

We used above a quasitoroidal coordinate system in which the arc element is: \((d\tilde{l})^2 = (dr)^2 + (r d\tilde{\varphi})^2 + (R_0 h d\sigma)^2 \); \( z = R_0 \); \( h = 1 + (1 / R_0 ) r \cos \tilde{\varphi} \). Other symbols traditional.

Using the system of Eqs. (1) - (9) and the results of Refs. 4 and 5 we obtain the condition for the stability of resistive flute modes:

\[
D_R = D_o (\hat{\omega} - D_2) / (t^\ast)^2 > 0 ;
\]

\[
\hat{\omega} = \left( \sqrt{g_{33}} / g_{33} \right)^{(0)} (P^\ast / \Phi_o^2) (t^2 g_{42}^{(0)} + g_{33}^{(0)} + \left[ B_s g_{33} / B_T \right]^{(0)}) ;
\]

\[
D_0 = \left( g_{33} / \sqrt{g} \right) g_{44}^{(0)} ;
\]

\[
D_2 = \left( P^\ast / \Phi_o^2 \right) \left[ g_{33} / \sqrt{g} \right] \left( )^{(0)} \right. ;
\]

where: \( g_{4k} \) are metric coefficients of the coordinate system \( \tilde{c}^i = \{ a, \tilde{\varphi}, s \} \) with the straightened lines of force of the average magnetic field, \( \ell \) - is the rotational transform, \( \Phi_o \) - is the toroidal flux of the effective magnetic field, prime corresponds to differentiation over \( a \), index \((0)\) represents averaging over the poloidal azimuth \( \tilde{\varphi} \), tilde represents the
the term varying along $\mathcal{V}$, $g^{-1} = g^{-1}$. Metric coefficients expressed in terms of plasma parameters (i.e., displacement, ellipticity) are given in Ref. 6. The term $\mathcal{E}_2$ is a measure of the magnetic hump of a straight system, $\mathcal{V}$ is a measure of the resulting magnetic well (hump) of the system, $D_2$ represents destabilizing ballooning effects. The expression for $D_2$ is rather awkward so here we'll give only some estimations and results of numerical calculations. We must note that for systems with positive shear ($\dot{\alpha}/\dot{\tau} > 0$) the criterion is necessary and sufficient condition for stability of dissipative modes with large wave numbers (stability condition for so-called ballooning modes is less stringent). Condition (10) is more stringent than Mercier criterion as dissipative modes are not stabilized by shear. Analysis of the condition (10) shows that, in contrast with the situation in tokamaks, in stellarators there is no plasma selfstabilization at the edge of a system (for case of rotational transform due to current $\tau^* = 0$ and $\dot{\tau}^*/\dot{\tau} > 0$, where $\tau^*$ is stellarator rotational transform). For example, for L-2 stellarator in the Lebedev Institute ($\tau^* = 0$, $\dot{\tau}^* = 0.2 + 0.7 \alpha^2 \alpha^2$, $\mathcal{E} = \alpha^2 R_o = 0.5, \mathcal{N}/\alpha = 7$ - are the ratio of the numbers of helical winding periods in s to number of periods in $\mathcal{V}$ ) at zero ohmic heating current, at $\beta = 2 \sqrt{P_0} = 5\%$ the condition (10) is satisfied only at $\alpha/ \alpha < 0.45$, where $\alpha$ is the radius of plasma boundary. Stability conditions are degraded by the presence of the ohmic heating current. For example, for the L-2 stellarator parameters a magnetic well at the center disappears at $\beta = 1\%$, $\mathcal{N}(0) > 0.5$ when current density and pressure profiles are parabolic. For shearless systems ($\dot{\alpha}/\dot{\tau} = 0$) it is easy to find a current at which a magnetic well disappears at the axis of a system. When a helical field is produced by conductors carrying a current installed according to the law $\mathcal{V} + C \mathcal{E}_o \sin \mathcal{V} + \mathcal{N} = \text{const}$ ($\tau_0$ is the radius of winding), a magnetic well disappears at $\mathcal{N}(0) = (\mathcal{E} + 2 \mathcal{E}_o - 4 \mathcal{N} \tau_0^*/\alpha^2)/\mathcal{C}_1 \mathcal{N}/\alpha^2$. In the case of $D_2 > 0$, finite pressure and toroidal effects may improve the condition for stability low-wave-number tearing modes. Using the results of Ref. 5 we obtain stability condition for tearing modes:

$$\Delta' < \Delta_c ; \Delta_c > 0$$

$$\Delta_c = 1.5 \left( \frac{\mathcal{E} \mathcal{E}_o m}{\tau_0^2 \mathcal{E}_o (1 + 2 \tau_0^2)} \right)^{1/3} \left( \frac{\mathcal{C}_c}{\mathcal{C}_A} \right)^{1/3} \frac{5/6}{\mathcal{D}_R}$$

(14)

where $\Delta'$ is the difference of logarithmic derivatives of an excited magnetic flux on the rational magnetic surface, $m$ is the poloidal wave number, $\tau_0^2 = \tau_0^2/\tau_0^2$ is the scale skin time, $\mathcal{C}_A = \alpha_0 N^3 / B_0$ is the scale alfvén time, when $\tau_0 \to 0$ $\Delta_c \to 0$. For shearless systems ($\dot{\tau}^*/\dot{\tau} = 0$) tearing mode stabilization takes place as well as in tokamaks. For example, in the magnetic confinement system with the following parameters $n = 10^{14} \text{cm}^{-3}$, $T_e = 1 \text{keV}, \tau^* = 0.25, \dot{\tau}^* = 0.25, B_0 = 3 \times 10^3 \text{G}, \tau^* = 3$ mode is stable at a current density $j \sim 10^4 (1 - \alpha_0^2)^2$. For the systems with large
magnetic shear \( \gamma J^{\alpha} 4 / \gamma J^{\alpha} \lambda \) (for example L-2), the finite pressure effects cannot stabilize current driven tearing modes as the resonance surfaces occur in the region \( D_m < 0 \) where resistive ballooning modes are unstable.

IDEAL MHD STABILITY OF A TOKAMAK IN THE HIGH-BETA TOKAMAK ORDERING

J. Rem, R.M.O. Galvão*, J.P. Goedbloed, and P.H. Sakanaka**
*) Laboratório de Estudos Avançados, Centro Técnico Aerospacial, São José dos Campos, São Paulo 12200, Brazil.
**) Instituto de Física "Gleb Wataghin", Universidade Estadual de Campinas, Campinas, São Paulo 13100, Brazil.

A numerical program, HBT/1/, has been employed to study equilibrium, low-n global stability, and high-n ballooning stability of a large number of high-beta tokamak configurations with circular cross-section. The highest value of \( <\beta/\epsilon> = 0.077 \) was obtained in an equilibrium with \( q_B/q_0 \sim 2 \) and a value of the safety factor on the magnetic axis \( q_0 \) close to unity.

The equilibrium is determined by prescribing in the Grad-Shafranov equation the profiles for the pressure and the toroidal magnetic field. These profiles are introduced in the following way:

\[
\frac{1}{2}(\alpha^2/\epsilon^2B_0^2) \frac{d}{d\psi} \left( R^2 \frac{B_0^2}{R^2} \right) = -A\Gamma(\psi),
\]

\[
\frac{\alpha^2}{\epsilon B_0^2} \frac{dp}{d\psi} = -\frac{1}{2} AB\Pi(\psi),
\]

where \( \alpha = a/R_0 \), \( R_0 \) is the major radius, \( a \) is the minor radius, \( B_0 \) is the vacuum magnetic field at \( R_0 \), \( B_\psi \) is the toroidal magnetic field, \( \psi = \phi/\psi_0 \) a dimensionless flux, \( \phi \) is the poloidal flux, \( \psi_0 \) the value of \( \phi \) at \( a \), \( \alpha = a^2 B_0/\psi_0 \) is a dimensionless parameter that provides the scaling discussed in Ref. /2/, and the functions \( \Gamma(\psi) \) and \( \Pi(\psi) \) are normalized profile functions, i.e., \( \Gamma(0) = \Pi(0) = 1 \); furthermore, no surface currents will appear, so that \( \Gamma(1) = \Pi(1) = 0 \).

The definitions of \( \langle \beta \rangle \), \( \beta_p \), \( \beta^* \), the average beta, the poloidal beta and the safety factor related to the current /1/ for a circular cross-section reduce to:

\[
\langle \beta \rangle = 2\mu_0 \langle \rho \rangle /B_0^2; \beta_p = 8\pi a^2 \langle \rho \rangle /\mu_0 I_p^2; \beta^* = 2\pi a^2 B_0 /\mu_0 R_0 I_p,
\]

where \( \langle . \rangle \) stands for averaging over the plasma cross-section and \( I_p \) represents the toroidal current. Clearly, these quantities are related in the following way:

\[
\epsilon \beta_p = \langle \beta/\epsilon \rangle \beta^*^2.
\]

In the high-beta tokamak ordering, the equilibrium is not only independent of \( \epsilon \) but also independent of \( \beta^* \). For given functional dependences of \( \Gamma(\psi) \) and \( \Pi(\psi) \) the equilibrium is determined by the shift of the magnetic axis, or \( \epsilon \beta_p \), only.

In the stability analysis, the high-beta tokamak ordering leads to the introduction of a stream function for the plasma displacement in the plane of the cross-section. This function is expanded in special radial polynomials and harmonics in the poloidal angle, so that the potential energy is reduced to a quadratic form in these expansion coefficients, with matrix elements that are double integrals over equilibrium and expansion functions. The
growthrate of the most unstable mode thus corresponds to the lowest eigen-value of this quadratic form. The growthrate depends on the equilibrium \( \varepsilon_\beta_p \) and \( nq^* \) where \( n \) stands for the toroidal mode number. Therefore, the stability results will be presented in an \( \varepsilon_\beta_p \) versus \( nq^* \) diagram; in the following we shall consider only the most unstable modes: \( n=1 \).

A stability study of the configurations \( \Gamma(\psi) = (1-\psi)^{\nu_\gamma} \), \( \Pi(\psi) = (1-\psi)^{\nu_\pi} \), \( \nu_\gamma, \nu_\pi > 1 \), shows the well-known stability of a plasma with respect to external modes: a peaked current is more stable. However, for reasonable values of the current, i.e. \( q^* = 2-3 \), such configurations always lead to values of \( \varepsilon_\beta_p \) smaller than unity. Since the ordering has led to the neglect of terms this stability limit for localized modes near the magnetic axis is not recovered here. Therefore we must impose this condition as an additional requirement. This led to a study of more general configurations:

\[
\Gamma(\psi) = (1+a_\gamma \psi + b_\gamma \psi^2+c_\gamma \psi^3 + d_\gamma \psi^4)^{\nu_\gamma} \quad \text{and} \quad \Pi(\psi) = (1+a_\pi \psi + b_\pi \psi^2 + c_\pi \psi^3 + d_\pi \psi^4)^{\nu_\pi},
\]

with values of \( \nu_\gamma \) and \( \nu_\pi \) smaller than unity. The additional freedom would seem to make the problem of finding a "good" configuration more difficult. Fortunately, there is one limit of our model that has been thoroughly investigated, namely at \( \varepsilon_\beta_p = 0 \) the equilibrium corresponds to that of a straight cylinder \( /3,4,5/ \). In such a plasma, modes can be distinguished by their poloidal mode number and the stability depends on the behaviour of the current near the surface. A constant current is unstable for all values of \( nq^* \) and only the integer values of \( nq^* \) are marginally stable points. With a radially decreasing current density and no current on the plasma surface, stable regions develop above these marginal points. The \( m=2 \) mode is stable in a region above \( nq^* = 1 \), but retains its other marginal point at \( nq^* = 2 \). Likewise there develops a stable region for the \( m=3 \) mode above \( nq^* = 2 \). With increasing values of \( m \) the stable regions are larger. All these stable regions depend on the current gradient near the surface and on the position of a wall outside the plasma. A smaller gradient and a wall nearby lead to larger stable regions. Based on such considerations the configuration parameters in (4) were restricted to the conditions:

\[
1 + a_\gamma + b_\gamma + c_\gamma + d_\gamma = 0, \quad a_\gamma + 2b_\gamma + 3c_\gamma + 4d_\gamma = 0,
\]

and similarly for \( a_\pi, \) etc. The results of a variety of different configurations show that they can roughly be divided in two classes, one stable at high values of \( \varepsilon_\beta_p \) near \( nq^* = 3 \) and another class with a stable region near \( nq^* = 2 \). The first class was disregarded because all configurations had currents that reversed on the inside of the cross-section. Out of the second class we selected one and optimized this further by varying \( \nu_\gamma \) and \( \nu_\pi \).

The configuration that led to the highest value of \( \langle \delta/\psi \rangle \) has the following parameters:

\[
\Gamma(\psi) = \Pi(\psi) = (1-\psi+2\psi^2-5\psi^3+3\psi^4)^{\nu_\gamma} = (1-\psi)(1+3\psi^2)^{\nu_\pi}.
\]

The stability of this configuration with respect to external modes (no wall) is depicted in Fig. 1. The regions of stability at \( \varepsilon_\beta_p = 0 \) are clearly visible on the low current side of integer values of \( nq^* \). These stability properties have been verified with a cylindrical code where the growthrate of a mode is determined by solving the differential equation for the radial perturbation directly with an ODE routine. Although near all marginal points (A, B and C) the modes are clearly surface modes \(/6/\) the behaviour of \( \delta W \) in
the neighbourhood of these points differs. One might think that the code cannot resolve these modes and that the positions of A, B and C are inaccurate. This is only true for the points A and C, because here \( \delta \dot{\phi} \) depends very weakly on \( nq/2 \) and its behaviour with \( m = \frac{1}{m} \) explains the larger deviation of C from \( nq/2 \). While one can argue that these modes are not relevant because they are strongly localized near the surface, this argument cannot be employed at \( \varepsilon_{B_p} \neq 0 \). Even at small values of \( \varepsilon_{B_p} \), the perturbation is global. Of the three stable regions, the one near \( nq/2 = 2 \) is the most interesting; the region near \( nq/2 = 1 \) involves \( nq/2 \) smaller than unity and the region at high \( \varepsilon_{B_p} \), near \( nq/2 = 3 \), has reversed currents. The optimum value of \( <\beta/\rho> \) is reached in the point D: \( <\beta/\rho> \approx 0.077 \); close to the curve \( <\beta/\rho> = 0.1 \). In this point, \( qa \approx 2 \) and \( qo \) is close to unity, and the dominant perturbation is that of an \( m=2 \) mode.

The various modes that determine the stability boundary become apparent when the position of the wall is varied. With the wall on the plasma, the unstable region shrinks to a narrow strip on the low \( nq/2 \)-side of the \( qo = 1 \) curve, showing the presence of the \( m=1 \) internal mode (Fig. 2); the lower stability boundary in \( \varepsilon_{B_p} \) agrees very well with the stability limit obtained from the ballooning code. The unstable region does not extend to \( \varepsilon_{B_p} = 0 \), because in this limit the plasma is stable to internal modes. In the same figure we plotted the curves where \( qa = 2 \) and 3, and \( qo = 2 \). Modes related to these quantities appear (Fig. 3) when the wall is moved away to \( s_{wall} = 1.25 \) (wall at a radius of 1.25 a). Here we see that the internal \( m=1,2 \) modes interact with the kink modes \( m=1,2\) and 3. The \( m=1 \) external kink is unstable in region I, while in II the internal \( m=1 \) interacts with the \( m=2 \) kink mode and in region III the internal \( m=2 \) interacts with the \( m=3 \) kink mode. All these regions are connected when the wall is far away (Fig. 1). Observe that the unstable regions are always on the low \( nq/2 \)-side of the \( qa \) or \( qo = m \) curves, indicating that the rational surface is just in the vacuum region or in the plasma near the magnetic axis.

The above analysis explains why, without a stabilizing wall, an optimum was found by varying the current gradient at the plasma boundary. A decrease of this gradient leads to an improved stability to the external modes, but must be accompanied by a motion of the \( qo = 1 \) and 2 curves to higher values of \( nq/2 \), i.e. a decreased stability of the internal modes. The interaction of the internal \( m=1 \) and the external \( m=2 \) explains why in this optimum \( qa \approx 2 \) and \( qo \) is somewhat above unity /7/.

**Fig. 1.**
Stability boundaries without a wall: \( s_{wall} = 100 \); drawn lines: marginal stability \( (\sigma^2=0.0) \), shaded side indicates unstable region; dashed lines: \( \sigma \)-stability \( \sigma^2 = 0.1 \).
Fig. 2. Stability boundary with wall on plasma: $s_{wall} = 1$; drawn lines: marginal stability ($\sigma^2=0.0$); shaded region is unstable to $m=1$ internal mode.

Fig. 3. Stability boundaries with wall near plasma: $s_{wall} = 1.25$; drawn lines: marginal stability ($\sigma^2=0.0$); regions I, II and III are unstable.
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EVALUATION OF MERCIER'S CRITERION IN 3D HELIAC EQUILIBRIA
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Helically symmetric equilibria with strong \( \ell = 1 \) helical curvature and beanshaped cross-section have attracted attention for a long time \(/1/\) because of their conjectured good finite-\( \beta \) MHD stability properties. This expectation was verified stepwise with increasing credibility of the theoretical analyses \(/2, 3, 4/\) to the point that \( \langle \beta \rangle \) values of up to \( 0.3 \) were demonstrated as completely ideal MHD stable, i.e. stable to high-\( n \) ballooning as well as low-\( n \) internal and external modes \(/5/\). The revived interest in toroidal versions of these equilibria \(/6/\) (HELIAC) has prompted 3D finite-\( B \) computational studies \(/7, 8/\) which verified the good gross equilibrium properties as were expected on the basis of the standard estimate \( \beta_c \approx T / A \) and the large rotational transform (twist) per field period of \( T \approx 0.3 \). In this paper, we continue the stability analyses \(/2, 3/\) of HELIAC equilibria on the basis of the JMC (currents J and Mercier Criterion) code for the evaluation of 3D computational equilibria with respect to Mercier's necessary stability criterion \(/9/\). First results concerning tests and the W VII-AS stellarator \(/10/\) have already been obtained with JMC \(/11/\). We recall \(/4, 5/\) that in the helically symmetric case of the type of equilibria considered here Mercier's criterion turned out to be sufficient. This stresses the interest of the results described here, although the sufficiency of Mercier's criterion in toroidal stellarators \(/12/\) has not yet been proved.

The JMC code, which is to be described in detail elsewhere, is constructed as a diagnostic package applicable to the results obtained with a 3D energy minimizing equilibrium code which uses flux surfaces as one of the independent variables. Currently, the published version of the BBG code \(/13/\) is being used and the only output needed concerns the geometry of the flux surfaces. The linear problems as i) \( \int J \cdot \nabla s = 0 \), where \( J \) is the current density and \( s \) the flux label, ii) the currents \( I \) and \( J \) and the one-dimensional part of the equilibrium equation \( p'V' = I'T'F_T + J'F_p \) (\( F_T, F_p \) toroidal and poloidal fluxes, which are input functions for the BBG code, \( V \) volume, \( ' = d / ds \)), iii) the equation for \( X = j_n / B \) are solved by the JMC code itself in a way which is appropriate for the evaluation of Mercier's criterion. It is written in the following form:

\[
K_2^2 - K_1 K_3 > 0 \quad \text{for Mercier stability},
\]
\[
K_2 = \frac{1}{2} \left( F_T'F_T'' - F_T'F_P'' \right) + \int B^2 \nabla g^2 |\nabla s|^{-2} dudv,
\]
\[
K_1 = I'T'F_T'' + J'F_p'' - V''p' + p'^2 \int B^2 \nabla g^2 dudv + \int X^2 B^2 |\nabla s|^{-2} \nabla g^2 dudv,
\]
\[
K_3 = \int B^2 \nabla g^2 |\nabla s|^{-2} dudv.
\]

Here, \( s, u, v \) are the independent variables and \( \nabla g \) the Jacobian in the BBG code \(/13/\).

The following type of helically symmetric and toroidal HELIAC equilibria is
investigated. The plasma boundary is given by

\[ r = \Sigma \Delta_{km} \cos 2\pi[(\ell - 1)u - mv] \]
\[ z = \Sigma \delta_{km} \sin 2\pi[(\ell - 1)u - mv] \]

\[ \Delta_{20} = 1, \ \Delta_{11} = 0.96, \ \Delta_{22} = -0.24 \text{ or } -0.29, \ \Delta_{31} = 0.38, \ \Delta_{33} = 0.11, \ \Delta_{44} = -0.04 \]
\[ \delta_{20} = 1, \ \delta_{11} = -0.96, \ \delta_{22} = 0.24 \text{ or } 0.29, \ \delta_{31} = 0.38, \ \delta_{33} = -0.11, \ \delta_{44} = 0.04 \]
\[ \Delta_{km} = \delta_{km} = 0 \text{ for all other indices.} \]

Here, \( \Delta_{22} = -0.24 \) for the "nonresonant" case (where \( 0.274 \leq l_p \leq 0.314 \)) and \( \Delta_{22} = -0.29 \) for the resonant case (where \( 0.32 \leq l_p \leq 0.36 \)). Thus, the resonance \( l_p = 1/3 \) is considered in the second case. The \( l_p \) interval indicated gives the range occurring between the magnetic axis and the boundary. Figure 1 indicates the geometry of the nonresonant case; the boundary in the resonant case differs only slightly. The only difference between the helically symmetric and the toroidal case is that the major torus radius \( R_T \) is chosen in such a way that an infinite \( (R_T = \infty) \) or finite \( (R_T < \infty) \) number \( N \) of field periods may be considered. The total twist is \( t = Nl_p \); the aspect ratio of a period is \( A_p \approx 2.5 \), and the toroidal aspect ratio is \( A = NA_p \).

In the range of \( \beta \) values considered the equilibria are net current free in good approximation, \( AdJ/dI \approx 0.1 \).

![Fig.1: Cross-sections of flux surfaces at v = 0 and v = 1/2 for the nonresonant case with 4 periods and \( <\beta> = 0.075 \).](image)

First, an equilibrium with \( <\beta> = 0.075 \) and approximately parabolic (in the distance from the magnetic axis) pressure profile is considered. This case is stable if helically symmetric. Considering \( N = 13, 10, 6, \) and \( 4 \), we find decreasing stability, as is shown in Fig.2 for \( s = 1/2 \), with a stability boundary at \( N \approx 7 \). Discussion of the various stabilizing and destabilizing terms in the criterion shows that the contributions of the first and second terms in \( K_1 \) as well as the influence of \( K_2 \) are negligible, so that the stability behaviour is governed by the last three terms of \( K_1 \). Instability comes about by an increase of the fifth term, which contains the parallel current density. Unstable behaviour occurs first at the plasma boundary in keeping with the fact that the pressure gradient is strongest there for the profile chosen.
Fig. 2: The left part of the figure shows the extrapolations of the values of the Mercier criterion at $s = 1/2$ to zero mesh size for the nonresonant case with $<\beta> = 0.075$ and $N$ periods. The finest mesh used is $29/56/56$, the coarsest $13/24/24$. The right-hand part of the figure shows the extrapolated values for $<\beta> = 0.075$ (x) and 0.13 (o) as functions of $1/N$.

The above result cannot, however, be considered to yield a reliable stability boundary for the following reasons. Considering $N = 4$ and the resonant case, the code result shows a large parallel current density with the $1/3$-resonance structure (see Fig. 3). Accordingly, Mercier's criterion is formally strongly violated. We do not stress the credibility of this result; more refined methods of investigating the actual structure which may occur at a low-order resonance already exist /14, 15/. Rather, we would advocate the conclusion that avoiding low-order resonances is advisable. In the nonresonant case (see Fig. 3), some resonance structure is still visible in accordance with the choice of the twist $t = 0.294$, which avoids the resonances $1/4$ and $1/3$. The main Fourier component of the current density here is the $m=1$, $n=0$ component which is driven by the torus effect. This component (which has the structure of the original PS current) likewise occurs in an axisymmetric torus. It here brings about the Mercier unstable behaviour (see Fig. 2). On the other hand, the extrapolation to zero mesh size is difficult, because in the cases considered here the extrapolation yields a value which is approximately one order of magnitude smaller than the sum of the absolute values of the three constituents.

If the interpretation of the above results as Mercier instability at low $N$ is correct, the unstable behaviour should be more obvious for a higher $\beta$ value. Considering $<\beta> = 0.13$, we indeed find a stability boundary of $N \approx 12$ at $s = 1/2$. Figure 2 shows the extrapolated results for $<\beta> = 0.075$ and 0.13.
Fig. 3: $X = j_n/B$ as a function of $u$ and $v$ at $s = 1/2$ and $N = 4$, $<B> = 0.075$. The left-hand part shows the resonant, the right-hand part the nonresonant case.

Apart from the general comment that "strongly" three-dimensional equilibria (i.e. equilibria with large twist per period and only few periods) may be considered with reserve, there are two obvious conclusions from the above results: i) optimization may improve the stability behaviour, ii) the Mercier instability study has to be complemented by low node number mode analysis.
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Critical plasma pressure provided by the ballooning modes of helical instability in tokamak

O.P. Pogutse, E.I. Yurchenko

I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

The ballooning modes of helical instability with free boundary, i.e. the large-scaled modes of helical instability within the torus were first found analytically in /1/ and, independently, by numerical methods in /2-4/. The studies in /1,2/ have been done for a model homogeneous current distribution across the toroidal plasma column. In /3,4/, the calculations have been done for the arbitrary current density distributions across the plasma column for both free plasma boundary and the fixed one. As in the numerical calculations /3,4/ and later in /7/, the critical $\beta$ dependence on the current was the same as that derived analytically, $\beta_c \sim J^2$, all seemed to be clear in this problem.

Recently, the calculations of stability for the toroidal plasma column with inhomogeneous current distribution across it were done again /8/, but, in difference from all the previous calculations, another dependence of critical $\beta$ on the current was found, $\beta_c \sim J$.

In the present paper, we give an explanation of the contradiction arisen, as we show analytically that at the inhomogeneous current density, the ballooning modes of helical instability, in difference from the case of homogeneous current, give the linear dependence of $\beta$ on the current.

Let us consider the model which allows to solve analytically the problem of plasma stability to the ballooning modes of helical instability. Assume that the plasma column of circular cross-section with a radius, $a$, through which a current $I$ passes, is a torus with a major radius $R$ located in vacuum with a strong magnetic field, $B_o$, i.e. $B_o \ll B_0$ ($B_0$ is the magnetic field produced by the current). In this case, it is con-
convenient to use the energy principle /1/, /9/.

Let's assume that the current distribution is slightly inhomogeneous: 
\[ J = \int_0^1 \left( 1 - \gamma(z) \right) dz \], where \( \gamma(z) \ll 1 \). This allows to use the theory perturbation with respect to a small parameter of the current inhomogeneity, \( \gamma(z) \), and with respect to a small toroidicity ( \( \varepsilon = \gamma / R \) ). In other words, we consider a cylindrical plasma column, \( L = 2 \pi R \) long, with homogeneous current density across it, \( j_0 \), as a zero approximation. Then, we bend it into the torus and produce an inhomogeneous current density.

Let's include the trial function - a combination of eigenfunctions from the cylindrical problem - into the energy principle.

The solvability condition for a set of equations derived leads to a following dispersion equation:
\[ \tilde{\gamma}^2 + 2(m - n \gamma)[m - n \gamma + \Delta m] \varepsilon(\beta + 1) \varepsilon(\beta + 1) \]
\[ \varepsilon(\beta + 1) \frac{m}{m + 1} \]
\[ \tilde{\gamma}^2 + 2(m - n \gamma)[m - n \gamma + \Delta m] = 0 \] (1)

Here
\[ \tilde{\gamma}^2 = \gamma^2 a^2 / c_0^2, \quad c_0^2 = B_0^2 / 4 \pi \varepsilon_0 \], \( \gamma = \alpha B_0 / RB_y \)
\[ \Delta_m = 2m \int_0^{\pi} \gamma(z) (z^2 - \gamma^2) \frac{a^2}{\alpha^2} \text{d}z \]

One derives an expression for the increment of \( M^{th} \)-mode from the equation (1) in the cylindrical approximation ( \( \varepsilon \to 0 \)). From this expression, it follows that a current drop results in the emergence of the ranges in \( n \gamma \), where the plasma is stable ( \( \tilde{\gamma}^2 < 0 \)). The widths of these stability "slits" are determined not only by a shape of the current drop. At \( \varepsilon \neq 0 \), the widths of the stability "slits" also depend on the plasma pressure. At a small width of the "slit" for the \( M^{th} \)-mode, one can derive an approximate value of increment from the equation (1):
\[ \tilde{\gamma}^2 = -n \gamma \gamma_m + \varepsilon(\beta + 1)(m / m + 1)^{1/2} \] (2)
where, \( \gamma_m = 2 \int_0^{\pi} \gamma(z) (z^2 - \gamma^2) \frac{a^2}{\alpha^2} \text{d}z \) is the numerical coefficient.
From the expression (2), one can see that an increase in \( q \), in the tokamaks with inhomogeneous current, i.e. a decrease in the current, \( J \sim 1/q \), stabilizes the plasma, an increase in pressure destabilizes it. The critical pressure, with increase of which the plasma becomes unstable with respect to the ballooning modes of the helical instability with free boundary, is easily found from the expression (2):

\[
\beta_c = \frac{\xi}{q} \left( \eta \gamma_m^* - \frac{\xi}{q} \right)
\]

where, \( \gamma_m^* = \gamma_m \left( m + 1/m \right)^{m/2} \).

In the modern tokamaks \( \varepsilon/\eta \sim 10^{-2} \). Therefore, at \( n \gamma_m^* \gg \varepsilon/\eta \), it follows from (3) that \( \beta_c \sim J \). The relation (3) is obtained at \( J \ll 1 \), but one can hope that it is true up to \( J \leq 1 \).

This result explains the contradiction appeared in the numerical calculations /3,4/ and in /12/. Indeed, as the critical \( \beta_c \) is determined by the ballooning modes of a flute-like instability, the dependence \( \beta_c \sim J^2 \) should arise, but in the case, when the ballooning modes of the helical instability with a free boundary are driven, the critical \( \beta_c \) is found to be directly proportional to \( J \). Which ballooning modes - large-scaled or small-scaled - are more dangerous, i.e. responsible for \( \beta_c \)? The answer to this question depends mainly on the current density and pressure distribution profiles across the plasma column, on the cross-section configuration of the magnetic surfaces and on the disposition of the conducting case or on the feedback response /8/. It is evident that this answer can be obtained for the real conditions only in the numerical calculations, but the analysis given above shows that the dependence, \( \beta_c \sim J^\xi \), where \( 1 \leq \xi \leq 2 \), arisen in the calculations does not contradict the theory of ballooning modes.

The authors wish to express their gratitude to academician B.B. Kadomtsev for helpful discussion.
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RADIAL STRUCTURE OF RESISTIVE BALLOONING MODES
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A linear theory of ballooning modes /1-4/ is a problem which requires to solve the partial differential equations with oscillating coefficients, the precise analytical solution of which is unknown. Therefore, the instability of ballooning modes first was studied by numerical methods. A numerical approach allows to consider the ballooning modes with low numbers well, but it does not make their physical nature clear. Therefore, a great attention was paid recently to the analytical studies. A considerable progress has been reached by this approach in the understanding of the nature of ballooning modes. The success in the analytical study is explained by creation of a mathematical method which works well for the ballooning modes with high numbers. These modes often possess, as it has been shown, of the greatest growth rate. At the first stage, the analytical stability problem is reduced to the finding of a local growth rate in the ballooning modes from the ordinary differential equation in terms of “angular” variables in the Fourier space. At the second stage, at the next order of magnitude for the parameter 1/nq, an equation for the radial structure of instability arises and the problem of localizing the oscillations along the radius is solved. This problem has been considered in some papers for ideal ballooning modes. But the study of radial structure for resistive instabilities has not been carried out yet.

In the present paper, a problem of radial structure for the ballooning instability with the use of variational method is formulated anew. The variational method is applied below for studying the radial structure of resistive thresholdless instability in the ballooning modes. It is sufficient to consider one equation for a disturbed potential of the electric field /4/ for description of this instability:

$$\gamma^2 \mathbf{div} \frac{\mathbf{V}}{c_A} - \frac{a}{B_0} \frac{\partial (4\pi \mathbf{P}' \mathbf{\omega})}{\partial (a, \theta)} + \frac{4\pi \mathbf{\gamma}}{c^2} (B \nabla) \frac{B^2 (B \nabla) \mathbf{\varphi}}{B_0^2} = 0$$ (1)

This equation is written in a system of coordinates with straight field lines. A functional can be put into correspondence with this equation for low-scaled perturbations with n \(\gg 1\):

$$W = \frac{1}{2} \mathbf{div} \left[ g \left( \frac{\gamma^2 g}{c_A^2} \mathbf{F} + \mathbf{g} \frac{\partial \mathbf{\varphi}}{\partial \alpha} \right) + \mathbf{g} \frac{\partial \mathbf{\varphi}}{\partial \alpha} \right] - \frac{4\pi \mathbf{P}'}{gB_0^2} \frac{\partial \mathbf{\varphi}}{\partial \alpha} \frac{\partial (\mathbf{\varphi}, \mathbf{1}/B_0^2)}{\partial (a, \theta)} + \frac{4\pi \mathbf{\gamma}}{c^2} \frac{\mathbf{\gamma}}{B_0^2} (B \nabla \mathbf{\varphi})^2$$ (2)

Using the transformation /5/:

$$\mathbf{\varphi} = \sum_{n,m} \exp \left[ \int n \mathbf{F}(a, \mathbf{y}) \exp \mathbf{m} (\mathbf{m} \mathbf{q}) \mathbf{y} \right]$$ (3)
in the limit, \( nq \rightarrow \infty \), one derives from (2) a functional:

\[
W_0 = \frac{1}{2} \int_0^{a_0} \int d\alpha R n^2 \left[ \gamma_0^2 r_0^2 (1 + \tan^2 \theta) - \sigma (\cos \theta + \tan \theta) F_0^2 + \frac{\gamma_0^2 r_0^2 (2 F_0^2)}{n^2 q^2 \tan^2 \alpha} \right],
\]

(4)

where \( \alpha = 8 \pi p \frac{Rq^2}{B_0^2} \), \( t = s \), \( s = \frac{q^2}{\sigma} \), is the shear, \( \tau_s = 4 \pi \sigma a^2 / c^2 \) is the skin time, \( \tau_A = \frac{Rq}{c_A} \) is the Alfvén time. The Euler equation for this functional determines a local growth rate of the thresholdless resistive instability:

\[
\frac{\gamma_0^2 r_0^2}{n^2 q^2} \frac{\frac{\partial^2 F}{\partial \alpha^2}}{\partial y^2} \left[ \gamma_0^2 r_0^2 (1 + \tan^2 \theta) - \sigma (\cos \theta + \tan \theta) \right] F_0 = 0
\]

(5)

An approximate analytical expression for the growth rate \( \gamma = (d^2 / 2N)^{1/2} / \tau_\sigma \), \( N = \tau_s / \tau_\sigma / n^2 q^2 \) was derived in /4/ by the averaging method. It is evident that the solutions of the type \( F = A(a)F_0(a, \gamma) \) also satisfy the equation (5). Substitute such a trial function into the initial functional (2), considering \( A(a) \) to be much localized than \( F_0 \).

Then, the terms of the order of \( n \) again give us a functional \( W_0 \), the terms of the next order of \( n \) give us a functional:

\[
W_1 = \frac{1}{2} \int_0^{a_0} \frac{da_0}{\alpha R} n \left[ c_1 \left( \gamma - \gamma_0 (a) \right) A^2 + \frac{c_2}{n} \left( \frac{\partial^2 \Delta}{\partial a^2} \right) \right],
\]

(6)

where, \( c_1 = \tau_\sigma \sqrt{2 \gamma_0 r_\sigma (1 + \tan^2 \theta) F_0^2 + N \left( \frac{\partial^2 F}{\partial y^2} \right)} \), \( c_2 = (\gamma_0 r_\sigma a / q)^2 \int_0^{a_0} \frac{dx}{F_0} \).

Varying the expression (6) with respect to \( A \), one obtains an equation for an amplitude of the envelope, which characterizes the radial structure of perturbations:

\[
\frac{c_1}{n^2 \frac{\partial^2 A}{\partial a^2}} - c_1 n \left[ \gamma - \gamma_0 (a) \right] A = 0
\]

(7)

As the coefficients \( c_1 \) and \( c_2 \) are positive, a shape of the potential and, as a sequence, the possibility of localizing perturbations are determined by a local growth rate with an opposite sign \( / \gamma_0 (a)/ \). If this expression has a local minimum, one will obtain a potential of the oscillator with a characteristic localization width; \( \Delta x \sim 1 / \gamma_0 \), near it. In this case, a real growth rate \( \gamma \) is found to be less than the local one by \( 1 / n \).

For the thresholdless resistive instability, determining the radial dependence of a local growth rate, an eigenvalue problem is solved numerically for (5) in order to precise an approximate analytical expression obtained by the averaging method. The averaging method works well, when a rather high number of oscillations, \( \Delta y / 2 \pi \rightarrow 1 \), takes place within a characteristic scale for the average part of the function, \( \Delta y = (N / \tau_\sigma)^{1/4} / \sqrt{\lambda} \).

This condition can restrict its application at the plasma column periphery, where there is a bad conductivity and rather large shear.

Calculations were carried out for the current density with square parabolic distribution and \( q(1) = 2.5 \). The plasma density and its temperature are also considered to be distributed by a parabolic law \( (n(0) = 5.10^6 \text{ cm}^{-3}, T(0) = 1 \text{ keV}) \). At the longitudinal magnetic field, \( B_0 = 20 \text{ kG} \), it corresponds to the experimental conditions with \( \beta(0) = 1\% \).

The local growth rate of the thresholdless resistive instability for the toroidal harmonics...
with \( n=50, 100, 200 \) vs. radius, as a result of calculation, is shown in Fig.1. The behaviour of the eigenfunction \( F_0(y) \) (solid line), corresponding to the maximal local growth rate \( (r/a_o=0.5) \), is shown in Fig.2 as an illustration for \( n=100 \). The dashed line in this figure shows the shape of a potential \( U(y) \) from the equation (5). As one can see in Fig.1, the local growth rate has no maximum within the plasma column, it rises monotonically towards its edge. Therefore, one can conclude that the thresholdless resistive modes cannot be localized in the plasma core, they tend to shift towards the plasma edge. A problem of the instability existence near the plasma edge needs additional considerations with the impurity and other near-wall effects. The fact that the thresholdless resistive ballooning modes tend to shift towards the plasma edge seems to explain the absence, in the experiment, of noticeable macroscopic effects related to the ballooning modes up to the pressure threshold determined by ideal ballooning modes, for which the possibility of localizing within the plasma column has been previously proved.
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On Tearing Modes in a Resistive Medium
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ABSTRACT

The theory of tearing modes in a cylindrical symmetry is reexamined. The resistive medium is embedded with the simplest Ohm's law. By considering $\beta$, the ratio of thermal to magnetic pressure, as a parameter with respect to which the sought after eigenvalues were scaled, a very simple description was obtained. Many of the classical results were obtained in a more simple way. Among the new results are: (1) the possibility of the existence of a tearing mode on a resistive time scale and which is hardly affected by drift effects, (2) for modes of an almost marginal growth rate inertia does not play an important role, slab and cylindrical modes are fundamentally different and finite-$\beta$ effects play a crucial role.

Preliminary Abstract (4-page paper not received in time).
Abstract. A plane plasma model including resistivity and viscosity is shown to possess stationary tearing solutions that bifurcate from equilibrium at a critical magnetic Reynolds number.

1. INTRODUCTION

Magnetically confined plasmas are often in weakly turbulent, stationary or quasiperiodic states. Such states are appropriately described in the framework of bifurcation theory by studying the asymptotic solutions of the nonlinear equations describing the system. The tearing instability has been investigated earlier in terms of bifurcating equilibria [1,2]. Here we study the bifurcation of stationary solutions, for which first results were given in a preceding paper [3].

2. THE MODEL

2.1. Equations for stream functions.

We consider a plane plasma slab of thickness d in the x direction and periodic in the y and z directions. Assuming constant density \( \rho_0 \), we write the MHD equations including resistivity \( \eta \) and perpendicular viscosity \( \nu \) in dimensionless form:

\[
\begin{align*}
\left( \frac{\partial}{\partial t} + \vec{V} \cdot \nabla \right) \vec{V} &= -\nabla P + S^2 (\vec{B} \cdot \nabla) \vec{B} + \frac{\tau_R}{\eta} \Delta \vec{V} \\
\frac{\partial \vec{B}}{\partial t} &= \nabla x \left( \vec{V} \times \vec{B} \right) + \Delta \vec{B}, \\
\nabla \cdot \vec{B} &= 0
\end{align*}
\]

Here time is normalized with respect to the resistive time scale \( \tau_R = 4\pi d^2/\eta \), lengths are expressed in units of d, velocity in units of \( \vec{V} = d/\tau_R \), and \( \vec{B} \) in units of a characteristic field strength \( \vec{B}_0 \). The equations contain two dimensionless parameters: The magnetic Reynolds number \( \mathcal{S} = \tau_R/\tau_H \) where \( \tau_H = dB_0/(4\pi \rho_0 ^{1/2}) \) and the "resistive Prandtl number" \( \mathcal{P}_R = \nu/\eta \).

We limit our investigation to (nonlinear) solutions having a given helical symmetry, thereby avoiding the problem of destruction of magnetic surfaces. Thus, we assume that all physical quantities depend at most on two variables \( x \) and \( (k_y y + k_z z)/(k_y^2 + k_z^2)^{1/2} \). In order to simplify we put \( k_z = 0 \) so that the variables are \( x, y \), and we write \( k \) instead of \( k_y \).

The magnetic field may be expressed in the form:

\[
\vec{B} = B_z(x, y) \hat{e}_z + \hat{e}_z \times \nabla \psi(x, y)
\]

* Chargé de Recherche au C.N.R.S.
As the x and y components of eqs. (1) do not contain $B_z$ and $v_z$, it is sufficient to consider the two-dimensional problem corresponding to the x and y directions only.

With the boundary conditions, which will be specified below, eqs. (1) admit an equilibrium solution that is independent of y. We put

\[
\begin{align*}
\vec{B} &= \vec{B}_{eq}(x) + \vec{B}(x,y), \\
\vec{V} &= \vec{V}_{eq}(x) + \vec{V}(x,y)
\end{align*}
\]

\[
\psi = \psi_{eq}(x) + \hat{\psi}(x,y), \\
\nabla \cdot \vec{V} = 0
\]

and we assume that the equilibrium diffusion is compensated by an appropriate mass source: $\nabla \cdot \vec{V} = S(x)$. Due to the helical symmetry the divergence-free vector $\vec{V}$ may be written in terms of a stream function:

\[
\vec{V} = \vec{v}_z \hat{z} + \vec{e}_z \times \nabla \phi(x,y)
\]

Eqs. (1) now reduce to two scalar equations for $\hat{\psi}$ and $\phi$.

2.2. Equilibrium

We consider equilibrium solutions such that

\[
B_{eq,x} = 0, \quad V_{eq,y} = V_{eq,z} = 0
\]

We are free to choose the form of $B_{eq,y}(x)$. Eqs. (1) then determine $B_{eq}(x)$ and $V_{eq}(x)$, hence $S_m(x)$. In the following we study the particular equilibrium given by

\[
B_{eq,y}(x) = \tanh(\alpha x)
\]

2.3. Boundary conditions

We require

\[
\begin{align*}
\nu_x &= 0, \\
\nu_y &= 0, \\
b_x &= 0, \\
b_y &= 0
\end{align*}
\]

for $x = \pm \frac{L}{2}$

We also require periodicity in y with period $L_y$, and the flux conservation relations

\[
-\frac{1}{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} B_y(x,0) \, dx = 0, \quad -\frac{1}{2} \int_{-\frac{L}{2}}^{\frac{L}{2}} \nu_y(x,0) \, dx = 0
\]

3. BIFURCATION OF A STATIONARY SOLUTION

3.1. Choice of bifurcation parameter.

Our problem contains three dimensionless parameters, $S$, $P_p$, and $a$. The parameter $P_p$, which is the ratio of two physical constants, will be considered as a given fixed quantity. Then two different points of view are possible: (1) We choose fixed boundary conditions, thereby fixing $a$, and consider $S$ as the bifurcation parameter. Or, (2) we choose a fixed value of $S$ and vary $a$, thereby changing the ratio of the distance of the walls, $d$, to the equilibrium scale length. The first point of view was chosen in our previous work [3] and will again be adopted here. The second point of view has been adopted in earlier work [1,2].
3.2. Bifurcation of a stationary solution for \( S > S_c > 0 \).

On the basis of certain reasonable assumptions about the values of the physical parameters we have proved that if \( S \) is below some finite critical value \( S_c \), the equilibrium solution which satisfies eqs. (5) is stable. The proof uses a priori bounds on the solutions of the problem, for which the presence of the two dissipative terms is essential. This mathematical result justifies the search for the smallest strictly positive value of \( S \) at which the equilibrium becomes unstable and where a bifurcation may occur.

By linearizing eqs. (1) about the equilibrium (5), (6), assuming the time and space dependence of the perturbations in the form \( \exp(\gamma t + iky) \) and investigating for fixed \( k \) the resulting eigenvalue problem for \( \gamma \), we find numerically that \( \text{Im} \gamma = 0 \) for all values of \( S \). From this we conclude that the loss of stability of the equilibrium is connected with the bifurcation of a new stationary solution. Solving the linearized equations with \( \gamma = 0 \) we obtain for each \( k \) a bifurcation point \( S(k) \), as shown in Fig. 1. We note that this figure has been calculated by putting formally \( V_{eq} = 0 \) in the equations for \( \psi \) and \( \phi \). This approximation, which corresponds in time dependent problems to neglecting variations on the time scale of resistive diffusion, is not essential as far as the qualitative results are concerned. Results obtained with \( V_{eq} \neq 0 \) will be published elsewhere.

The smallest \( S(k) \) compatible with the boundary conditions in the \( y \) direction is the critical value \( S_c \) at which the equilibrium becomes unstable and a new solution bifurcates.

Assuming, as indicated by our numerical results, that the eigenvalue \( S_c \) is simple, we can apply known theorems on bifurcation [4] and prove that a parabolic branch of stationary solutions behaves as \( (S - S_c)^{1/2} \).

The bifurcating branch has been calculated numerically for increasing values of \( S \) (at present up to \( S = 2000 \)). It shows the familiar features of a tearing mode: There are magnetic islands centered about the rational surface where \( B_y = 0 \) (Fig. 2a), and the velocity field forms a set of convective cells (Fig. 2b).

![Fig. 1 - Value of S for marginal stability of the mode k.](image-url)
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Fig. 2 - Half period of (a) magnetic field and (b) velocity field, for $S = 1000, \alpha = 10, P_R = 10, k = 2.5$
Non-linear evolution of helical modes
in a tokamak with low $q$

Yu.N. Dnestrovskij
I.V. Kurchatov Institute of Atomic Energy
D.P. Kostomarov, A.M. Popov, E.A. Shagirov
M.V. Lomonosov State University
Moscow, USSR

The nonlinear stabilization of a kink instability in plasma with finite conductivity is studied. We are interested here in the evolution of a mode with $m/n = 2$. A free plasma boundary is simulated by a large difference between the plasma and vacuum resistivities $\eta_p \ll \eta_v$ (usually, $\sigma = \eta_p/\eta_v \sim 10^{-9} \div 10^{-5}$). The behaviour of plasma and its cold "coat" (vacuum) are described by a joint reduced set of MHD-equations /1/ with dissipative terms:

$$\frac{\partial \omega}{\partial t} + I(\omega, u) = S^2 I(j, \psi)$$
$$\frac{\partial \psi}{\partial t} + I(\psi, u) = \eta(\psi)j - E_0$$

A helical symmetry is introduced, i.e. all the functions are considered to be dependent on two space variables $f(\zeta, \theta = \varphi - \alpha \zeta)$, where $\alpha = \frac{m}{n R_0}$, $R_0$ is the major plasma radius.

In (1) $\psi$ and $u$ are the functions of the helical fluxes of magnetic and velocity fields, respectively; $\omega$ and $j$ are the longitudinal components of velocity vortex and current density, respectively; $E_0$ is the constant electric field. The boundary conditions on the conducting wall with radius $\zeta_w$ are: $\psi(\zeta_w, \theta, t) = u(\zeta_w, \theta, t) = 0$.

A set (1) is written in the dimensionless Alfvén units, $S = S_R/S_{H_p} = 10^6$, $\zeta_R = a \mu_0 / \mu$, $\zeta_{H_p} = R_0 (\mu_0 A_p)^{1/2} / B_p$

The initial conditions are set as an axially-symmetric equilibrium state perturbed by the eigenfunction of a linearized problem. We have considered two types of current profiles $j_0(\zeta)$. The first one corresponds to a monotonically decreasing distri-
\begin{align*}
\mathbf{j}_0 = \begin{cases} 
\frac{2}{q_o} - 4 \left( \frac{1}{q_o} - \frac{1}{q_a} \right) \left( \frac{a}{\omega} \right)^2, & 0 \leq \frac{a}{\omega} \leq 1 \\
\mathbf{j}_1 = \text{const}, & 1 \leq \frac{a}{\omega} \leq \frac{\omega}{q_a} \end{cases}
\end{align*}

(2)

Here, \( q_o = q(0) \), \( q_a = q(a) \), \( j_1 \ll 2/q_o \). The second type corresponds to a non-monotonous distribution. In our model the resistivity \( \eta \) is a function of helical flux \( \psi \) in the process of nonlinear evolution: \( \eta = \eta_p(\psi) \) in plasma, \( \eta = \eta_v = \text{const} \) in vacuum. A value \( \psi = \psi_p \) corresponds to the plasma boundary and separates the cold region from the hot one. The uniqueness of such a determination is lost at a time when \( \psi_p \) coincides with a value of \( \psi \) on the "vacuum" separatrix, where \( \nabla \psi = 0 \). In that case, we have considered two models of resistivity transition: model of "vacuum heating" and that of "plasma cooling". In the model of "heating", we set \( \psi = \psi_p \) along the joint field line formed after reconnection. In the model of "cooling", we set \( \psi = \psi_v \) along that line.

A 2-D code REMP with good dispersion and diffusion properties, which allows to simulate the motion of the plasma boundary with the peaked current expulsions, was developed. The calculations by the linear code LIREK have been done to find the regions of linear instability and the increment values. A change of the parameter \( \delta' \) from \( \delta = 10^{-5} \) to \( \delta \sim 1 \) allows to follow the transition from the external mode to the internal tearing instability.

In the nonlinear evolution of the external mode \( m = 2 \), the cross-section of the plasma column becomes close to an elliptic one with semi-axes a and b. The dependence of the ratio \( a/b \) on time, \( t/\tau_{H_p} \) at different \( q_o = 0.93, 1.0, 1.2, 1.8 \) and at \( q_a = 1.85, \quad \frac{\omega}{\alpha} = 1.5 \) is shown in Fig.1a. One can see that the non-linear stabilization exists at \( q_o < 1 \) /2/. In Fig.1 (b,c) a plasma cross-section is shown at \( t = 40 \tau_{H_p} \) in the absence of non-linear stabilization ( \( q_o = 1.2 > 1 \) ) in the model of "heating"(b) and in that of "cooling" (c). Note that the localized near-surface currents, emerging in the plasma motion, are located at the internal side of the plasma boundary, in the hot zone, and
they don't damp for hundreds of the alfvén units.

In Fig. 2 on the plane of the parameters $q_a/q_o$ and $q_a$, the area above the trace $L$ corresponds to a linear instability of the mode $m/n = 2/1$ for a current profile (2) and $\omega/\alpha = 1.5$. In the shaded zone below the straight line $q_o = 1$, there is a non-linear stabilization. The point marked "0" corresponds to calculations /2/.

For a non-monotonous current, the condition of non-linear stabilization $q_o < 1$ changes by $q_{\min} < 1$: e.g. in the case $q_o = 1.2$, $q_a = 1.85$, $q_{\min} = 0.85$, $\omega/\alpha = 1.5$, a stabilized value $\alpha/\beta = 1.2$.
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FIG. 1.

FIG. 2.
DIAMAGNETIC DESTABILIZATION OF MAGNETIC ISLANDS IN THE NON LINEAR REGIME
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ABSTRACT: The non linear behaviour of small amplitude tearing modes is found to be strongly influenced by electron diamagnetism when one takes account of the friction forces experienced by electrons and ions from the microturbulence.

One major issue for understanding turbulence in toroidal configurations is to determine whether this turbulence contains drift tearing perturbations. It has been shown that such perturbations may be linearly unstable in the presence of a thermal gradient. However a collisional regime is necessary (\( \omega < \gamma_{ce} \)), to insure proper differential response of cold and hot electrons to the electromagnetic perturbation. The drift tearing instability problem may be posed also in non linear regimes, where the island width \( \delta \) is large enough, so that at least electrons reach thermodynamical equilibrium over each perturbed magnetic surface. The density \( n \) and temperature \( T \) of electrons (charge +e), and the electric potential \( U \) (in the frame of reference rotating around the major axis where the island structure is at rest) are then related by

\[
\frac{\partial \log(n)}{\partial T} = \frac{eU}{T} = \eta(\psi) ; \quad T = T(\psi)
\]

where \( \psi \) labels each perturbed magnetic surface. In such situations it is generally understood that the island growth rate \( \gamma \) takes the Rutherford’s value \( \gamma = \Delta' \gamma_c / \mu \eta \delta / 4 \). Indeed, near the islands, the effects of inertia, finite ion Larmor radius and viscosity are typically small. If one assumes local ambipolar diffusion of ions and electrons, the transverse current reduces to the divergenceless diamagnetic contribution. The charge continuity equation then imposes a constant parallel current over each perturbed magnetic surface, leading to the Rutherford’s scheme. On the other hand the mode exchanges momentum with ions through viscosity effects only. Momentum balance then implies that the islands follow the plasma mass motion at some distance from the islands.

In this paper we question the local ambipolarity of particle diffusion near the islands. Rather than to collisions, this diffusion (and also the electron heat transport) is due to momentum exchange \( P_e \) or \( P_i \) in the transverse direction between the ion (i) or electron (e) assembles and the microturbulent modes. The radial diffusion fluxes \( \Phi_r \) of electrons or ions (charge -e) are given by

\[
\Phi_r = P_e / (\pm-) e \mathbf{B}
\]

We suppose that the azimuthal wave numbers \( (\ell, m) \) for the tearing mode in the poloidal \( (\theta) \) and toroidal \( (\phi) \) directions are small compared to those for the turbulent modes. For large island widths \( \delta \), the latter adjust locally to the density and temperature gradients within the island structure.
The equilibrium and ambipolarity equations $P_e + P_i = e \phi_e - e \phi_i = 0$ should then be verified at each point. The situation is different for small $\delta$, for example smaller than the radial extension of the turbulent modes. Such $\delta$ should be largely compatible with electron equilibrium (1). The turbulent modes then integrate out the density and temperature gradients over a radial width $\delta$, and the turbulent spectrum $S(\Omega, K)$ in frequency $\Omega$ and wave number $K$ is not severely modified by the presence of the islands. One must note here that the quasilinear turbulent friction forces $\mathcal{F}_e, i$ are proportional to the difference between the phase velocities $\nu_e, \nu_i$ and the macroscopic velocities $\nu_\theta$ along $\theta$ of each assembly (e) or (i)/(r, 8). With $S(\Omega, K)$ unperturbed, the variations of $\mathcal{F}_e, i$ and $\phi_e, i$ then simply reflect those of $\nu_\theta$, i.e., the variations of the diamagnetic velocities, proportional to $\partial n/\partial r$ and $\partial n/\partial r$ (at energy $\mathcal{E}$), and of the electric drift velocity $\mathcal{V}_{E\theta}$, proportional to $\partial \mathcal{U}/\partial r$. We have

$$\phi_e, i = \mathcal{A}_{e, i} - n \mathcal{D}_{e, i} \left( \frac{\partial n}{\partial r} + \left( +, - \right) e \frac{\partial \mathcal{U}}{\partial r} + \alpha_{e, i} \frac{\partial T}{\partial r} \right) \quad (2)$$

where the constants $\mathcal{A}_{e, i}, \mathcal{D}_{e, i}$ and $\alpha_{e, i}$ have the same value as in the absence of the islands. A similar equation is also valid for the flux of electron energy $\mathcal{F}_e e$. Such equations should apply even for non-linear interaction between turbulence and particles. However the Eq (2) somewhat simplifies the situation for ions: the ion coupling coefficients could significantly depend on $\mathcal{V}_{E\theta}$, introducing a further dependence of $P_e$ and $\phi_e$ on $\partial \mathcal{U}/\partial r$. It must be noticed that the coefficient $\alpha_e$ reflects the relative weight of hot and cold electrons in resonance with the turbulence. To simplify we neglect the thermal gradient $\partial T/\partial r$ for ions.

Clearly, the Eqs (2) for electrons and ions do not imply the local ambipolarity constraint $e \phi_e - e \phi_i = 0$ near the islands. The arguments given above leading to Rutherford's growth rate and rotation of the islands at the mass velocity are in principle no longer valid. In fact the empirical values of the diffusion coefficient $\mathcal{D}_{e, i} \sim (1.5) \times 10^3 \text{ cm}^2/\text{s}$ imply a dependence on $\partial \mathcal{U}/\partial r$ of the transverse current $I_4$ through the term $e \phi_e - e \phi_i$, which is generally much stronger than that introduced by the inertia, ion finite Larmor radius and viscosity effects. These effects may therefore be neglected. The calculations, given in detail in [9], are obviously simplified by this situation. Another simplification results from the special structure of the fluxes $\phi_e$ and $\phi_{Ee}$ given by (2), which depend on $\partial \mathcal{E}(\mathcal{E} \mathcal{E} \mathcal{E} / \mathcal{E} \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E}$ only: for a given magnetic perturbation, expressing that $\phi_e$ and $\phi_{Ee}$ have a constant integrated value over the perturbed magnetic surfaces $\mathcal{Y}$ then directly produces the functions $\mathcal{Y}(\mathcal{Y})$ and $\mathcal{Y}(\mathcal{Y})$ which appear in (1), independently of the value of the potential $\mathcal{U}$. These functions have the usual elliptic structure, with coefficients proportional to $\omega_{-}, \omega_{+}$ and $\omega_{+}$, respectively, imposed by matching with conditions prevailing at some distance from the islands; here $\omega_{-}, \omega_{+} = (e/r)(e/e_e) \mathcal{V}(\partial \mathcal{E}/\partial \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E} / \mathcal{E}$ are the usual unperturbed electron diamagnetic frequencies, while $\omega$ is the frequency of the tearing mode ($\sim e \exp \left( (e/\mathcal{E}) \mathcal{V}/\mathcal{E} - \omega \mathcal{E} \right)$) in the frame of
reference rotating around the major axis where the unperturbed radial electric field cancels. One may note that if the ions are at rest in the laboratory frame because of the effect of viscosity or ripples of the toroidal field, the mode frequency $\omega$ in this frame must be corrected by the ion diamagnetic frequency $-\omega_n^\times$, so that $\omega' = \omega + \omega_n^\times$.

If the island width $\delta$ is not large so that the ions do not reach thermodynamic equilibrium over each surface $\psi$, the parallel current density $I_p$ near the islands is carried by electrons. The local electron continuity equation

$$\nabla \times \nabla \times \nabla I_p = \frac{d}{dt} \left( \nabla \times \nabla \psi \right) - \sigma \left( \nabla \times \nabla \chi \right) \nabla \nabla$$

where $\nabla \nabla \psi$ is the electric drift velocity, then produces the value of $I_p$ as the sum $\nabla \times \nabla \psi$ of a function $\nabla \times \nabla \psi$ constant over each surface $\psi$ and of two currents $\nabla \times \nabla \psi$ and $\nabla \times \nabla \psi$ proportional to $\frac{\partial \phi}{\partial r}$, respectively. The average value $\nabla \times \nabla \psi$ of $I_p$ is in fact the Rutherford's inductive current proportional to the growth rate $\gamma$. The current $\nabla \times \nabla \psi$ is proportional to $\left( \omega - \omega_n^\times \right)$ and is always in quadrature with the tearing parallel potential vector $\delta A$. It is responsible for momentum exchange between the mode and the electron assembly. The current $\nabla \times \nabla \psi$ is only present when $\psi$ is not a function of $\psi$. In fact only the calculation of this current necessitates the calculation of $\nabla \times \nabla \psi$ through the continuity equation for ions, reduced $\nabla \times \nabla \psi$ proportional to $\frac{\partial \phi}{\partial r}$. For small island widths $\delta$ such that $\omega < \delta / \delta^2$, this equation reduces to $\frac{\partial \phi}{\partial r} = 0$. Then it then produces a value of $\nabla \times \nabla \psi$ in phase with $\delta A$. This current is relatively important and may sustain through the Ampere law the tearing perturbation for large values of $\ell, m$; the corresponding values of $\delta = \frac{1}{2} \ell / r$ may be typically $\sim \beta_\theta / \delta$, where $\beta_\theta$ is the poloidal $\beta$. In fact the values of $\ell, m$ are limited by the conditions:

$$|\omega| < \frac{D}{\delta^2} \quad \text{and} \quad k = \delta V \psi < \frac{D}{\delta^2} < \frac{\min \left( \frac{k \delta V \psi}{\psi_c} \right)}{\psi_c} \quad \frac{\left( k \delta V \psi \right)^2}{\psi_c}$$

the second expressing that ions and electrons (thermal velocities $\gamma_i \psi$ and $\gamma_e \psi$) do not and do reach thermodynamic equilibrium over each surface $\psi$. In the considered case the mode exchanges momentum with the electron assembly only. Momentum balance then implies that $\nabla \times \nabla \psi = 0$, i.e., $\omega = \omega_n^\times + \omega_e^\times$. The regime is similar to the linear collisional drift tearing instability in the sense that instability needs a thermal gradient and a proper differential response of hot and cold electrons to the perturbation; instability requires indeed that the coefficient $\alpha_e$ which appears in Eq. (2) for electrons is positive.

For larger values of $\delta$, for which (3) is no longer verified, the potential $\psi$ tends to be a function of $\psi$. The value of $\nabla \times \nabla \psi$ appears only at first order in $D / \delta^2$ and is in quadrature with $\delta A$. In fact $\nabla \times \nabla \psi$ then reflects momentum exchange
of the mode with the ion assembly. In that case the island growth rate takes the Rutherford's value. However, momentum balance for the mode requires cancellation of the out of phase current $I_{\text{diff}} + I_{\text{d}i}$. This imposes a mode frequency $\omega$ which is reminiscent of both electron and ion diamagnetism

$$\omega = \frac{D_e (\omega^x_n + \alpha_e \omega^x_T) + D_i (-\omega^x_n)}{(D_e + D_i)} \quad (4)$$

This regime continues as long as the turbulent modes integrate the plasma gradients over the island structure. It is only when the width $\delta$ is large enough so that these modes adjust locally to the gradients that the island rotation is determined by viscosity effects and follows the ion mass motion. One then should have: $\omega = -\omega^x_n$.

In connection with the above considerations, a crucial point is of course to check if the microturbulence is or is not affected by small magnetic islands. This could be done experimentally by measuring the level of correlation between the Mirnov signals associated with rotating predisruptive islands $\mathcal{Q} = 2$ and the microwave or I.R. light power scattered near these islands. On the other hand the above theory predicts the diamagnetic rotation of such islands as long as the turbulent modes are not perturbed. This could be checked by discussing the island amplitude at which the mode rotation is effectively slowed down. For proper ($\mathcal{Q} > 0$) $\alpha_e$, the theory also predicts diamagnetic destabilization of negative $\Delta'$ tearing modes at the level specified by (3). For very low $\ell, m$ modes, island widths in the range of millimeters are found possible. These modes could perhaps be detected as a low level MHD noise during non-disruptive phases of Tokamak or Stellarator discharges.

/1/ R.D. Hazeltine, D. Debrott and T.S. Wang, Phys. Fluids 18, 1778 (1975)
/5/ D. Biskamp, Nuclear Fusion 19, 777 (1979)
/7/ W. Horton, Phys. Fluids 20, 711 (1976)
/8/ F. Koechlin and A. Samain, Nuclear Fusion 18, 1509 (1978)
CURRENT-CONVECTIVE TURBULENCE AND ANOMALOUS DIFFUSION IN TOKAMAKS

A.V. Nedospasov

Institute of High Temperatures, USSR Academy of Sciences

The up-to-date tokamaks contain a certain number of impurity ions with respect to their charge and mass. The impurities may significantly affect hot plasma properties so as a relatively small number of trapped particles may alter the transfer processes. Thus the development of current-convective instability as it was shown in /1/ may turbulize plasma containing impurities and the anomalous diffusivity at a plasma column periphery may significantly exceed its neoclassical value.

The statements of the work /1/ proved correct after the paper was sent to the press when the two new experimental facts became known:

1) The sharp increase of the plasma lifetime in currentless modes in Stellarator W-VII /2/ confirms the connection between diffusion across the magnetic field and longitudinal current in the tokamaks.

2) The turbulent diffusion was directly observed in the near-wall region in Caltech tokamak /3,4/. The density and azimuthal electrical field fluctuation levels measured in /3/ agree with the current-convective turbulence picture.

The assumption of a steady-state distribution of the impurities across the plasma column being reached under dynamical balance of the neoclassical inward collisive diffusion and outward turbulent diffusion makes it possible to find relation between the radial impurity profile and density temperature distribution of the basic plasma. Equilibrium equation for the impurity ions with charge $Z$ and mass $m_I \gg m_H$ is:

$$\frac{D_T}{Z\eta_I} \frac{dn_I}{dz} = F \left[ c_{11} \frac{dn}{dz} + (c_{12} \frac{dn_I}{dT} + \frac{dn}{dT} \right] \frac{T}{T}$$

where $D_T$ is turbulent diffusivity, $c_{11}$ and $c_{12}$ are the known constants /5/, $F = \frac{4V^2}{3} e^2 c^2 \sqrt{m_h} \eta T^{-\frac{3}{2}} B_T^{-2}$, $m_H$ is mass of the basic plasma ion, index I is related to the impurity ions.

The estimate $D_T \sim \frac{Z \eta(0) \eta_T}{Z F(0) \eta_T} \sim 1$ is taken from (1). If $D_T \gg Z \eta(0) \eta_T$ then $\frac{dn_I}{dz} \sim \frac{dn}{dz} \sim \eta^-1$, i.e. the impurity is distributed rather uniformly along the minor radius. This distribution indicates the growth of the effective plasma ions charge $Z_{\text{eff}}$ from the centre to the periphery of the plasma column and relative occurrence of electroconductivity gradient.
In its turn this is the condition, discussed for the first time in /6/, for sustaining the current-convective turbulence on the impurities. The turbulent cells with small sizes across, strongly stretched along the magnetic field characterize this process. The time required to equalize density pulsations in basic plasma due to the longitudinal movement in these cells is higher than the radial drift time under the azimuthal electrical field fluctuations. Moreover, the turbulent diffusivities of basic plasma and the impurities are nearly equal, and the outward plasma flux may be substantially higher than neoclassical one.

The hypothesis being discussed in this presentation may explain the nature of density fluctuations observed in many tokamaks with relatively low frequencies /7/. This hypothesis leads to relation between the fluctuations level and density gradients for plasma and that for the impurities. This relation was discovered in PLT with pulsed gas puffing /8/. In particular, the fluctuations amplitude was falling in the centre where the density gradient was lower while it was growing at the periphery where the gradient was higher. The experiment allowing to measure the fluctuations level when solid hydrogen tablets are injected into plasma might serve as a best verification of this fact.

In /9/ the current turbulence (rippling mode) in nearwall region of the tokamaks is discussed and it is shown that the turbulent transfer may be significant even in the ideally pure plasma. We think that the presence in this region of the impurities would substantially enhance turbulence.

The plasma lifetime as a function of $Z_{\text{eff}}$ value was observed in tokamaks T-10 and Alcator.

Finally we would like to note that the nearwall turbulence most likely plays a positive role /10,11/.
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ON THE SOLUTION OF THE EQUATION OF PLASMA EQUILIBRIUM IN A TOROIDAL CONFIGURATION

E A Evangelidis
Plasma Physics Division
NUCOR - Pelindaba
Private Bag X256, Pretoria South Africa

An analytical class of solutions has been found for the Grad-Shafranov equation up to any degree of non-linearity. If \( \theta, \omega, \phi \) are toroidal coordinates then it is

\[
\frac{\partial^2 F}{\partial \theta^2} + \frac{3}{2} \frac{\partial F}{\partial \omega^2} - \text{coth} \theta \frac{\partial F}{\partial \theta} + \frac{1}{4} F =
\]

\[
- \frac{32 \pi^2 R_0^2}{c} \frac{4 R_0^2 A(\psi)}{[2(cosh \theta - cos \omega)]^{3/2}} \left\{ \sinh^2 \theta \left[ \left( \frac{1}{2} \right) \sinh 2 \theta \right] \right\} + B(\psi)
\]

with the constant magnetic flux surfaces given by

\[
\psi = F(\theta, \omega) \left( \frac{2}{2(cosh \theta - cos \omega)} \right)^{1/2}
\]

Thus the solutions found are of the form

\[
\psi = \sum_{K, L=\infty}^{\infty} \psi_{K, L, K+2} \left( \sinh \theta \sin \omega \right) \left( \frac{1}{2(cosh \theta - cos \omega)} \right)^{K/2}
\]

with the following recursion relation between the coefficients

\[
(K-L+2)(K-L)\psi_{L, K-L+2} + (L+1)(L+2)\psi_{L+2, K-L} =
\]

\[
- \frac{32 \pi^2 R_0^2}{c} \sum_{p=0}^{\infty} 4 R_0^2 C_p \left[ \sum_{K-L-2}^{\infty} e_p \cdot \sigma_{L, K-L}^2 \right] + e_p \cdot \sigma_{L, K-L}^2
\]

Since mathematical details have been given in /2/, /3/, /4/, /5/ we summarise the results only. For \( c = e = 0 \) it is

\[
\psi = \frac{\sinh^2 \theta}{\sinh 2 \theta} (\phi_{1,2} \sin \omega + \phi_{0,2} 2(cosh \theta - cos \omega)) \]

For \( p = 0 \), it is \( K = 0, 2, L = 0 \)

\[
\psi = \frac{\sinh^2 \theta + \sin^2 \omega}{\sinh 2 \theta} + \frac{\sinh^2 \theta - \sin^2 \omega}{\sinh 2 \theta} \phi_{2,2} \sin^2 \omega \sinh^2 \theta \]

\[
\phi_{0,2} 2(cosh \theta - cos \omega) \]

Special cases of expression (6) have been given by /1/, /2/, /6/, where also the Fourier analysis /1/, /2/, is given for specific boundary value problems.

For \( p = 1 \), the recursion relation becomes

\[
(K-L+2)(K-L)\psi_{L, K-L+2} + (L+1)(L+2)\psi_{L+2, K-L} =
\]

\[
- \frac{32 \pi^2 R_0^2}{c} \sum_{p=0}^{\infty} 4 R_0^2 C_p \left[ \sum_{K-L-2}^{\infty} e_p \cdot \sigma_{L, K-L}^2 \right] + e_p \cdot \sigma_{L, K-L}^2
\]
Upon retaining the values $K = 0, 2, \mu, L = 2i$ one finds the solution first given in /7/. In a subtler way, one finds further the solutions given in /8/, /9/, /10/. Solution /11/ merits special mention since it exemplifies the peculiarity of the solution of the Grad-Shafranov equation; namely, that higher and higher terms on the r.h.s. of (1) contribute to the l.h.s. A fact which for computational purposes imposes a cut-off in the terms retained in (3). For instance in /11/ terms were retained up to sixth degree, inclusive, (cf. /4/ for a minor correction and completion), although higher degree terms can be included.

The non-linear case $p = 2$ has been treated under special restrictions in /2/. More general non-linear results are available but in unpublished form. Thus, we concentrate on the other important case of the magnetic force-free case. Although one could proceed from (1), the fact that Grad-Shafranov equation is valid for axisymmetric systems only, this would be too restrictive for the class of solutions (3) envisaged. Therefore, adopting Chandrasekhar's formulation /12/ and employing (3) one finds the 3-dimensional solution for the magnetic flux surface in the form

$$\psi = e^{i\lambda \phi} \sum_{\ell=0, m=\lambda} \phi_{\ell, m} \sin \omega \sinh^m \theta (\cosh \theta - \cos \omega)^{-\ell}$$

(8)

with the recursion relation

$$\phi_{\ell, m} = \frac{\alpha^2}{m^2 - \lambda^2 - \ell} \frac{\phi_{\ell-2, m} - \phi_{\ell, m-2}}{\ell}$$

Then the magnetic field with the required property - continuous along the $e_\theta$-direction - is

$$T_{\ell, m} = \{0, - \lambda \sin (\lambda \phi) \sum_{\ell=0, m=\lambda} \phi_{\ell, m} \frac{\sin \omega \sinh^{m-1} \theta}{(\cosh \theta - \cos \omega)^{\ell+m-1} \lambda \sin (\lambda \phi)} \}$$

$$+ \cos (\lambda \phi) \sum_{\ell=0, m=\lambda} \phi_{\ell, m} \frac{\sin \omega \sinh^{m-1} \theta}{(\cosh \theta - \cos \omega)^{\ell+m-1}} \}$$
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VARIATIONAL PRINCIPLE IN FLUX VARIABLES FOR THE TOROIDAL PLASMA EQUILIBRIUM

M.I. Mikhailov
"Energiya" Scientific Manufacturing Association
V.D. Shafranov
I.V. Kurchatov Institute of Atomic Energy,
Moscow, USSR

Possibility of applying the variational principle for approximate calculation of the 3-D plasma equilibrium is discussed.

As known, the toroidal magnetic field with nested magnetic surfaces can be represented in the form \( /1/ \)
\[
\mathbf{B} = \frac{1}{2\pi} \left( \nabla \psi \times \nabla \xi + \nabla \Phi \times \nabla \theta + \nabla \alpha \times \nabla \eta \right),
\]
(1)

where \( \Phi(a) \), \( \psi(a) \) are toroidal and external poloidal magnetic fluxes; \( \theta, \xi \) are the angular variables; \( \eta(a, \theta, \xi) \) is the unique function of its variables. In the coordinates \( a, \theta, \xi \) a vector equilibrium equation \( \nabla p = \mathbf{B} \) is reduced to the condition \( p = p(a) \) and to the equations

\[
p' = \sqrt{g} \left( j^2 B^3 - j^3 B^2 \right),
\]
(2)

\[
j^1 = 0,
\]
(3)

where \( \sqrt{g} = (\nabla a \cdot \nabla \theta \cdot \nabla \xi)^{-1} = (\text{Det} g)^{1/2}, B^2 = B V \theta, B^3 = \dot{B} \xi, \sqrt{g} j^1 = \partial B_1 / \partial \theta - \partial B_2 / \partial \xi, \sqrt{g} j^2 = \partial B_1 / \partial \xi - \partial B_2 / \partial a, \sqrt{g} j^3 = \partial B_2 / \partial a - \partial B_1 / \partial \theta \). Covariant components of the vector \( \mathbf{B} \) entered in \( j^1 \) are expressed in terms of \( B^2, B^3 \) via the metrical coefficients \( g_{ik} \), dependent on the geometry of the system:

\[
B_1 = g_{12} B^2 + g_{13} B^3, B_2 = g_{21} B^2 + g_{23} B^3, B_3 = g_{31} B^2 + g_{33} B^3
\]
(4)

The eq. (3), \( j^1 = 0 \), is reduced to the 2-D equation for \( \eta \) on the magnetic surface \( a = \text{Const} \):

\[
\nabla \eta = \Phi \left[ \frac{\partial}{\partial \theta} \left( \frac{g_{33}}{\sqrt{g}} \right) - \frac{\partial}{\partial \xi} \left( \frac{g_{23}}{\sqrt{g}} \right) \right] - \psi \left[ \frac{\partial}{\partial \theta} \left( \frac{g_{22}}{\sqrt{g}} \right) - \frac{\partial}{\partial \xi} \left( \frac{g_{12}}{\sqrt{g}} \right) \right],
\]
(5)

where

\[
\nabla = \frac{\partial}{\partial \theta} \left( \frac{g_{33}}{\sqrt{g}} \right) \dot{\xi} + \frac{\partial}{\partial \xi} \left( \frac{g_{23}}{\sqrt{g}} \right) \dot{\theta} + \frac{\partial}{\partial \theta} \left( \frac{g_{22}}{\sqrt{g}} \right) \dot{\xi} + \frac{\partial}{\partial \xi} \left( \frac{g_{12}}{\sqrt{g}} \right) \dot{\theta}.
\]
(6)

To extract the geometrical part of \( \eta \) one can put, e.g., \( \eta = \Phi' \eta(\mathbf{r}, q) \). More refined representation suggested by V.V. Drozdov is

\[
\eta = \eta_1 \psi + \eta_2 \Phi'.
\]
(7)

\[
\hat{\nabla} \eta_1 = \frac{\partial}{\partial \theta} \left( \frac{g_{33}}{\sqrt{g}} \right) - \frac{\partial}{\partial \xi} \left( \frac{g_{23}}{\sqrt{g}} \right), \quad \hat{\nabla} \eta_2 = \frac{\partial}{\partial \theta} \left( \frac{g_{22}}{\sqrt{g}} \right) - \frac{\partial}{\partial \xi} \left( \frac{g_{12}}{\sqrt{g}} \right)
\]
(8)
The equilibrium equation (2) for a "radial" distribution of the quantities expressed in terms of $\psi', \Phi'$ has the form:

\[
(\psi' + \frac{\partial \eta}{\partial \theta} \frac{\partial}{\partial \alpha} g_{22} \frac{\partial \eta}{\partial \alpha} + \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} (\psi' + \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (\psi' + \frac{\partial \eta}{\partial \alpha} ) \bigg) + \\
(\psi' + \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} \frac{\partial \eta}{\partial \alpha} (\psi' + \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (\psi' + \frac{\partial \eta}{\partial \alpha} ) - \\
(\Phi' + \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} \frac{\partial \eta}{\partial \alpha} (\Phi' + \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (\Phi' + \frac{\partial \eta}{\partial \alpha} ) - \\
(\psi' + \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} \frac{\partial \eta}{\partial \alpha} (\psi' + \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (\psi' + \frac{\partial \eta}{\partial \alpha} ) = -4 \pi^2 \sqrt{g} \rho'(a) 
\tag{9}
\]

Here $\psi', \Phi'$ can be expressed in terms of the toroidal $J$ and the external poloidal, $F$, currents:

\[
J = - \alpha_{23} \psi' + \alpha_{23} \Phi' \\
F = - \alpha_{23} \psi' + \alpha_{33} \Phi', 
\tag{10}
\]

where

\[
\alpha_{23} = \left( g_{22} \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} (1+ \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (1+ \frac{\partial \eta}{\partial \alpha} ) \bigg) \\
\alpha_{33} = \left( g_{33} \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{33} (1+ \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{33} (1+ \frac{\partial \eta}{\partial \alpha} ) \bigg) \\
\beta_{23} = \left( g_{22} \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{22} (1+ \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{22} (1+ \frac{\partial \eta}{\partial \alpha} ) \bigg) \\
\beta_{33} = \left( g_{33} \frac{\partial \eta}{\partial \alpha} \frac{\partial}{\partial \alpha} g_{33} (1+ \frac{\partial \eta}{\partial \alpha} ) - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \alpha} g_{33} (1+ \frac{\partial \eta}{\partial \alpha} ) \bigg) 
\tag{11}
\]

The angular brackets here $\langle \cdot \rangle_{\theta}, \langle \cdot \rangle_{\xi}$ denote an averaging over $\theta, \xi$ respectively.

Among the five physical surface quantities, $J, F, \psi, \Phi, p$, two of them, say, $p(a)$ and $J(a)$, should be considered as prescribed ones. Others can be found from two equations (10) together with an integral equilibrium condition

\[
F' = (J' \psi' - p' \psi')/\Phi' 
\tag{12}
\]

which is an average of an eq. (9).

A map of magnetic surfaces is determined by solving the eq. (9) together with the eq.(5). In the case of axial and helical symmetry as well as in the so-called stellarator approximation, the function $\eta$ can be excluded from eq.(9) explicitly. In this case the system is reduced to one equation for $\psi$ with $p'$ and $FF'$ in its right-hand side.

In the variational approach one can start from a functional

\[
Q_1 = \int \left( \frac{B^2}{2} - p \right) d\tau 
\tag{13}
\]

with flux conserving constraint $q=q_0(\psi)$. Here $|\vec{B}|^2$ should be expressed in terms of $\psi, \Phi$ using the metrical coefficients $g_{ik}$. The coordinates $r, z, \varphi$ or quasipolar ones $\rho, \theta, \xi$, entered into $g_{ik}$ and the function $\eta$ should be considered as varying functions. It is easy to show that corresponding Euler equations lead to the eq.(9) and to the
eq.8 $B\nabla p=0$, $\nabla p=0$ (i.e. $p=p(\psi)$, $f^1=0$).

For an approximate solution one can represent the sought - for functions in the parametrical form:

$$\rho = \sum\lambda_i(a)f_i(a,\theta,\xi), \quad \eta = \sum\delta_i(a)h_i(a,\theta,\xi),$$

where $f_i$, $h_i$ are the known functions. Integrating in eq.(13) over the $\theta, \xi$ we reduce the functional to the 1-D one:

$$Q^* = \int\left(\frac{1}{2}(\alpha_{22}^{-1} \psi_{12}^{-1} - 2\alpha_{23}^{-1} \psi_{13}^{-1} + \alpha_{33}^{-1} \psi_{13}^{-1}) - p(\psi) V \right) d\alpha$$

where $V = 4\pi l^2 G_0 \gamma_{\theta, \xi}$. Varying $\psi$ we obtain the eq. (12), varying $\lambda_i, \delta_i$, we get a set of equations

$$\frac{\partial}{\partial \lambda_i} \left(\frac{1}{2} (\alpha_{22}^{-1} + 2\alpha_{23}^{-1} q + \alpha_{33}^{-1} q^2 \right) - \frac{\partial}{\partial \lambda_i} (\alpha_{22}^{-1} + 2\alpha_{23}^{-1} q + \alpha_{33}^{-1} q^2 \right) = \rho \frac{\partial \psi}{\partial \lambda_i}.$$}

The total volume $V = \int V(a,\lambda_i) da$ is not changed, thus the condition $\frac{\partial}{\partial \lambda} \left( \rho V / \partial \lambda \right) = \rho V / \partial \lambda$ is taken into account.

The 1-st of eq. (16) have been obtained earlier in the paper /2/. In that work, however, the coefficients $\alpha_{ik}$ were associated with the straight-field-line coordinates which are unknown. Here we directly indicate the way for calculations of $\alpha_{ik}$ in the present coordinate system.

Note that in two-dimensional systems the coefficients $\alpha_{ik}$ are expressed in terms of $\eta$, and, consequently, in terms of $\lambda_i$ and $\lambda_i'$. In this case, the problem is reduced to the solving of a rather simple set of 1-D differential equations /3/. The same is true for ordinary stellarators when an usual ordering is used. As an example, we give a brief derivation of the equation for the shift $\xi$ in ordinary stellarator. According to the ref. /4/, the vacuum straight-field-line flux coordinate system $\rho_v, \theta_v, \xi$ (its metric is easily determined) and flux systems for $\nabla p \neq 0$, $\theta, \xi$ are related by means of 2-D transformation

$$\rho_v \cos \theta_v = a \cos \theta + \Delta(a), \quad \rho_v \sin \theta_v = a \sin \theta.$$}

One can show that in this case

$$\alpha_{22} \approx \frac{a}{R} (1 + \frac{\Delta}{2}), \quad \alpha_{33} \approx \frac{R + \frac{\Delta}{R}}{2}, \quad V \approx \frac{2\pi}{2} \left( a^2 + \frac{\Delta^2}{2} \right),$$

$$\alpha_{22} \approx \frac{4\pi}{R} \int \mu(a, \xi) (a + \Delta \cos \theta) d\theta.$$}

Here $\mu(a, \xi)$ is a vacuum rotational transform. Substituting this into eq. (16), one obtains the well-known Greene-Johnson-Weimer equation for the shift $\Delta$:

$$(a^2 \Delta')' + \mu(a, \Delta) \Delta' = 2 \rho' a^2 R/R^2 \Delta.$$}

As for the general case of 3-D systems, the $\alpha_{ik}$ are not expressed explicitly in terms of $\eta$ but include the solution for $\eta$ as well. The final set of the 1-D equations appears
to be more complicated in this case.
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Z-PINCH EQUILIBRIA IN AN EXTERNAL MAGNETIC MULTIPOLe FIELD
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Abstract
A perturbation method by means of which approximate equilibria for Extrap type of configurations can be obtained rather easily is developed.

1. Introduction
The Extrap scheme of magnetic confinement is one of several high-β "alternative" concepts that have been proposed recently /1/. From a theoretical point of view the somewhat complicated geometry of the configuration (a z-pinch immersed in a transverse magnetic multipole field) offers some difficulties and already the equilibrium problem has to be treated numerically in general. Thus, with a view to providing a technique by means of which at least approximate equilibria can be found without too much numerical effort, a perturbation expansion with the small parameter \( \varepsilon = \left( \frac{R_p}{R_c} \right)^N \) is employed here (\( R_p \) is the plasma radius, \( R_c \) the distance from the axis of symmetry to the external conductors and \( N \) is the number of external conductors).

2. Integral equation formulation of the plasma equilibrium problem
The momentum balance of a plasma with scalar pressure is for straight geometry (\( \partial / \partial z = 0 \)) and \( z \)-directed current density \( j_z \) equivalent to the requirement \( j = j(\psi) \), \( \psi \) being the flux function. The difficulty of the equilibrium problem is then to find current and field distributions which are consistent with Ampère's law as well, i.e.

\[
\nabla^2 \psi = -\mu_0 j(\psi) \quad (1)
\]

The external magnetic field of the Extrap configuration (generalized to \( N \) conducting rods with currents \( I_C \)) can be written

\[
\psi_C = \sum_{n=1}^{\infty} \frac{\mu_0 I_C}{2m n} \left( \frac{r}{R_p} \right)^n \varepsilon^n \cos n\theta \quad (2)
\]
(The polar coordinates are chosen such that one conductor is located on the surface \( \theta = 0 \)). To zero order in \( \varepsilon \) we choose an ordinary \( \theta \)-independent z-pinchn equilibrium with some arbitrary current profile \( j(r) \). Furthermore, we initially consider the plasma to be composed of a large, but finite number of concentric shells with radii \( r = r_{0,\lambda} \), \( \lambda = 1, 2, \ldots, L \) and surface currents
To higher orders we can write the perturbed positions and surface currents of the shells in the form

\[ r_\ell(\theta) = r_\ell(\theta) + \sum_{n=1}^{\infty} r_n(\theta) \cos n\theta, \quad K_\ell(\theta) = K_\ell(\theta) + \sum_{n=1}^{\infty} K_n(\theta) \cos n\theta \]  

respectively, with \( r_n(\theta) \) and \( K_n(\theta) \) \( \alpha^n \), \( \theta \)-independent quantities. It is easy to show that consistency of the quantities \( r_n(\theta) \) and \( K_n(\theta) \) with respect to the condition \( j = j(\theta) \) requires in first order that \( K_0,\ell = j_\ell \Delta r_o, K_1,\ell/K_0,\ell = \Delta r_1,\ell/\Delta r_o \) where \( \Delta r_o = r_o,\ell - r_o,\ell-1 \) and \( \Delta r_1,\ell = r_1,\ell - r_1,\ell-1 \). Then, to achieve consistency with respect to Ampère's law (1) as well, we explicitly calculate the magnetic field from the shells \( \ell = 1, 2, \ldots, m-1, m+1, \ldots \) and from the external conductors, in the region between shell \( m-1 \) and shell \( m+1 \), and impose the condition that \( r_{1,m} \) is of such magnitude that the magnetic field is tangent to \( r_m(\theta) \). The details of this calculation can be found in Ref. /2/. After passing to the continuous limit this yields the following integral equation for the first order deviation \( r_1(r) \):

\[
\int_0^r d\xi j(\xi) \left[ \frac{dr_1}{d\xi} + (N+1)r_1 \right] \left( \frac{\xi}{r} \right)^N + \int_r^R d\xi j(\xi) \left[ \frac{dr_1}{d\xi} - (N-1)r_1 \right] \left( \frac{\xi}{r} \right)^N - \frac{2Nr_1}{r} \int_0^r d\xi j(\xi) \xi = - \frac{NI_C}{\pi} \left( \frac{r}{R_C} \right)^N
\]  

3. First order equilibria

A "rule of thumb" for the behaviour of the deviation \( r_1(r) \) is readily obtained from equation (4) by considering the case \( N >> 1 \), i.e.

\[
\frac{r_1}{R_P} = \left( \frac{I_P(r)}{I_P(r)} \right)^{N+1}, \text{ where } I_P(r) = \int_0^r d\xi j(\xi) 2\pi \xi
\]  

We notice that the important quantity is the integrated current \( I_P(r) \); thus, current profiles where \( j(r) \) increases towards the plasma boundary should give a relatively large deviation in the central region as compared to \( r_1 \) corresponding to a current density which has the opposite behaviour. This feature of the solutions to equation (4) has been observed in all the cases that we have studied. In Fig. 1a we show a few solutions to eq. (4) corresponding to \( N = 4 \) and \( j(r) \) proportional to \( 1, (1+r^2), 2, \text{ const}, 3, (1-r^2) \) and 4, \( (1-r^2)^2 \) (\( r \)=normalized plasma radius). The quantity shown is normalized according to \( r_1 + r_1 R_P \in I_C/I_P \). For the "skin"-current profile \( j(r) = A_{11} r^H \)
Fig. 1a) First order deviation $r_1$ as a function of plasma radius for the current profiles shown. b) A series of deviations $r_1$ corresponding to various values of $\mu$ for the skin current model (6).

The solution to eq. (4) is given by

$$\frac{r_1}{R_p} = \varepsilon \frac{I_c}{R_p} B_\nu \left( \frac{r}{R_p} \right)^\nu$$  \hspace{1cm} (7)

where $\nu = \sigma - \mu - 1$, $\sigma = [N^2 + (\mu+1)^2 - 1]^{1/2}$ and $B_\nu = 2N(N-\sigma)/[(\mu+2)(\sigma-N-\mu)]$.

In Fig. 1b we show a series of deviations (7) corresponding to various values of $\mu$. Also shown is $r_1$ corresponding to the "peaked" current profile $(1-r)^M$ with $M = 2$. The largest possible deviation ($= 2N/(N-1)$ over the entire plasma) occurs in the limit $\mu \to \infty$, and is in the figure referred to as the surface current limit (SCL). The smallest possible deviation occurs when the current is concentrated to the axis, and from the solution (7) we obtain the peaked current limit (PCL) = $R_1^{N+1}$ as $\mu \to -2$. Fig. 2 illustrates the character of the magnetic surfaces for current profiles close to the two extreme cases PCL and SCL above; in Fig. 2a the current is "peaked" (M=2 case above) whereas Fig. 2b corresponds to the skin current (6) with $\mu = 80$ ($N=4$, $I_p = -I_c$, $R_p/R_c = 0.5$ in both figures).
Fig. 2. Extrapol equilibria for a) peaked current b) skin current.

4. Second order equilibria

In Ref. /2/ the analysis is performed to second order in $\varepsilon$. To this order the problem is most conveniently solved by using a "hybrid" approach in which a conventional expansion of Ampère's law (1) is supplemented with a boundary condition provided by the second order integral equation. A simple case is the constant current density $j=j_0$, in which case we find

$$\Psi = -\frac{1}{4} \mu_0 j_0 r^2 + \frac{\mu_0 I_c}{2\pi} \left[ \frac{N}{N-1} \varepsilon \left( \frac{r}{R_p} \right)^N \cos N\theta + \frac{N}{2N-1} \varepsilon^2 \left( \frac{r}{R_p} \right)^{2N} \cos 2N\theta \right]$$

(8)
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SEMIANALYTIC CALCULATION OF EQUILIBRIUM AND AXISYMMETRIC STABILITY OF FINITE ASPECT RATIO TOKAMAKS WITH ELLIPTIC CROSS-SECTION
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Institut für Theoretische Physik II
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D-4000 Düsseldorf, FRG

In calculating equilibrium and stability of finite aspect ratio tokamaks, even for circular and elliptical plasma cross-sections intricate numerical methods are necessary which require a fast and large computer. Only for \( \varepsilon \to \infty \) these calculations can be carried out analytically. In this paper, for elliptical cross-sections the problem of equilibrium and axisymmetric stability of finite aspect ratio was prepared analytically so far that only a small amount of numerical calculation on a small computer was necessary. The generalisation of the method to more complicated cross-sections appears possible by using conformal mappings.

Equilibrium

The Grad-Shafranov equation

\[
\varphi \left( \frac{\varphi}{R^2} \right) = \frac{\rho'(\varphi)}{\rho} - \frac{\Delta_A'(\varphi)}{\rho} \frac{R^2}{R^2}
\]

was solved for constant \( \rho'(\varphi) = \rho_0 \) and \( \Delta_A'(\varphi) = \Delta_0 \) by an expansion with respect to the inverse aspect ratio \( \varepsilon = \frac{\rho}{R} \)

\[
\varphi = \sum_{n=0}^\infty \varphi_n \varepsilon^n
\]

If in the poloidal planes elliptical coordinates are introduced, for \( \varphi \) the simple ansatz

\[
\varphi = \begin{cases} 
\sum_{k=0}^{n} a_{k} \cos(2k \varphi) & \text{n even} \\
\sum_{k=0}^{n} c_{k} \sin(2k \varphi) & \text{n odd}
\end{cases}
\]

lead to a solution. This is due to the fact that to lowest order in \( \varepsilon \) the problem can be solved exactly in these coordinates. Inserting (2) into (1), a simple recurrence schema is obtained for the calculation of the coefficients \( a_{k} \). Satisfaction of the boundary condition

\[
\varphi = 0
\]
on the elliptical plasma surface \( \partial \Omega \varphi \) becomes especially simple in elliptical coordinates.

As a typical result of the calculations Fig. 1 shows the poloidal shift of the magnetic axis \( S_M \) as a function of \( \varepsilon \) for different values of
\[ \beta_{\text{pol}} = \left[ 1 + \frac{g_1}{\rho_n R_s^2} \right]^{-1}. \]  

(4)

**Fig. 1: Poloidal shift of the magnetic axis**

**Stability**

Linear stability of the equilibria was only considered for prolate elliptical cross-sections. For these, antisymmetric perturbations

\[ \delta \xi (R, z) = - \delta \xi (R, -z) \]

(5)

are the most dangerous ones (Ref. /1/). For these, by minimalisations the energy variation \( \delta^2 W \) can be reduced to (Ref. /2/)

\[
\begin{align*}
\delta^2 W &= \delta W_{pl} + \delta W_v \\
\delta W_{pl} &= \frac{1}{2} \oint \frac{d \varphi}{\Omega_p} \left( \frac{\varphi X}{R} \right)^2 - \frac{1}{2} \oint \frac{d \varphi}{\Omega_{pv}} \left( \rho_n + \frac{\partial^2}{R_s^2} \right) \frac{X^2}{R \beta_x} d \Omega \\
\delta W_v &= \frac{1}{2} \oint \frac{d \varphi}{\Omega_v} \left( \frac{\varphi \phi}{R} \right)^2
\end{align*}
\]

(6)

where \( X = \frac{R \beta_x}{\Omega} \), \( \delta \xi = \delta B_x \), \( \delta \phi = \delta \phi \), and where \( \phi \) is a poloidal flux function for \( \delta B = \nu \phi \times \partial \phi / \partial \theta + \nu \phi \). It can be shown that \( \nu = 0 \), while \( X \) and \( \phi \) must satisfy the boundary value problems...
Taking the symmetry condition (5) into account for \( X \) and \( \phi \) the ansatz
\[
X = \sum_{n \geq 0} X^{(n)} e^n, \quad \phi = \sum_{n \geq 0} \phi^{(n)} e^n
\]
\[
X^{(n)} = \sum_{k \geq 1} a_{n,k} \sin k \nu v, \quad \phi^{(n)} = \sum_{k \geq 1} \phi_{n,k} \sin k \nu v
\]
\[
X^{(n)} = \sum_{i \geq 0} a_{i,n} \sin i \nu u + b_{i,n} \cos i \nu u, \quad \phi^{(n)} = \sum_{i \geq 0} \phi_{i,n} e^i + \psi_{i,n} e^{-i}
\]
is possible. Again, inserting (9) into the equations (7) and boundary conditions (8), for the coefficients \( a_{n,k}, b_{n,k}, \phi_{n,k}, \psi_{n,k} \) simple recurrence schemes are obtained which can easily be evaluated numerically. The solutions \( X, \phi \) thus obtained are introduced in (6) which by partial integration can be brought into the form
\[
\delta^2 W = \sum_{k \geq 1} W_{n,k} X^{(n)} \nu v \nu v \nu v \phi^{(n)}
\]
where \( u = u_0 \) on \( \partial \Omega_{\nu v} \). For determining stability, the matrix \( W_{n,k} \) was truncated and her lowest eigenvalue was calculated.

As a typical stability result Fig. 2 and 3 show the critical elongation

\[
\beta_{pol} = 1.9, \quad \epsilon_L = 1.0
\]

Fig. 2: Critical elongation \( \epsilon = \epsilon(\epsilon) \) for given \( \beta_{pol} \)
of the plasma cross-section as a function of $\varepsilon$ ($\beta_{\text{pol}}$ fixed) and $\beta_{\text{pol}}$ ($\varepsilon$ fixed) resp., $\varepsilon_L$ being the inverse aspect ratio of a stabilizing elliptical wall of infinite conductivity surrounding the plasma in the vacuum region. The stability results agree rather well with those of Ref. /3/ (surface current model) and Ref. /2/ (same profiles $\rho(\psi), \Delta(\psi)$ as here, but Soloveev equilibria (Ref. /4/) with almost elliptical cross-sections surrounded by a rectangular stabilizing wall).

Fig. 3: Critical elongation $\varepsilon = \varepsilon(\beta_{\text{pol}})$ for given $\varepsilon$

/1/ Rebhan, Salat: Nuclear Fusion 16 (1976) 805
/2/ Jukes: Nuclear Fusion 16 (1970) 131
/3/ Rebhan, Salat: Nuclear Fusion 17 (1977) 251
/4/ Soloveev: Sov. Phys.-JETP 26 (1968) 400
Using the concept of a driving parameter, the eigenvalue problem of linear ideal MHD stability theory is solved by means of a perturbation expansion. To lowest order, approximations for the plasma oscillation frequencies or growth rates resp. are obtained just from the marginal mode /1/. The quality of approximations is demonstrated in specific applications.

1. General Theory

It is assumed that the MHD equilibria under consideration depend on a driving parameter $\lambda$ such that the plasma goes from stable to unstable when $\lambda$ exceeds a critical value $\lambda_0$. Examples for driving parameters are the inverse safety factor $1/q$ in tokamaks, $\beta$, geometry factors, the distance of a stabilizing wall etc. The equilibrium quantities $\rho_0, B_0, B_0^\ast$ (pressure, magnetic field in the plasma and in the vacuum), the perturbations $\xi, \vec{A}$ (plasma displacement and vector potential of $B_0^\ast - B_0^\ast$) and the oscillation frequency $\omega$ are expanded with respect to $\tau = (\lambda - \lambda_0)/\lambda_0$ e.g.

$$\rho_0 = \rho_{00}(\tau) + \rho_{01}(\tau) \tau + \cdots$$

$$\xi = \xi_0(\tau) + \xi_1(\tau) \tau + \cdots$$

$$\omega = \omega_0^\tau + \omega_1^\tau \tau^2 + \cdots$$

The expansions are inserted in the linear eigenvalue problem which, for external modes and without external wall, is

$$-\sigma_0 \omega^2 \xi = \mathcal{E}_0 (\xi, \lambda), \quad \nabla \times \nabla \times A = 0, \quad \nabla \cdot A = 0$$

$$-\frac{\xi}{3} \nabla p_0 - \frac{\xi}{3} p_0 \nabla \cdot \xi + B_0 \left[ \nabla \times (\xi \times B_0) \right] = B_0^\ast \cdot (\nabla \times A)$$

on $\Sigma_0$

where $\mathcal{E}_0$ is the linear MHD operator and $\Sigma_0$ the plasma surface.

For $f^m$ and $A^m$, the following equations are obtained:
\begin{equation}
- \beta \sum_{k=1}^{m} \omega_k^2 \int f_{m-k} \frac{1}{\sigma} E_{0k} (f_{m-k}) \end{equation}
\begin{equation}
F_{0k}(f) = \sum_{k=0}^{\infty} \left\{ [\nabla \times \nabla \times (f \times \text{Boe})] \times \text{Boe} - \frac{1}{4} \sum_{k=0}^{\infty} \left( [\nabla \times (f \times \text{Boe})] \times \text{Boe}] \right) \right\} \frac{1}{\sigma} \end{equation}
\begin{equation}
\nabla \times \nabla \times A_m = 0, \quad \nabla \cdot A_m = 0 \end{equation}
\begin{equation}
\sum_{k=0}^{m} \left\{ -(f \nabla p_{0k} + \frac{1}{3} p_{0k} \nabla \cdot f_{m-k}) + \sum_{k=0}^{\infty} \text{Boe} \cdot \left[ \nabla \times (f \times \text{Boe}) \right] \right\} \frac{1}{\sigma} \end{equation}
\begin{equation}
\nabla \times \nabla \times A_m = -\sum_{k=0}^{m} \nabla \cdot f_{m-k} \text{Boe} \end{equation}

The condition
\begin{equation}
-\sum_{k=1}^{m} \omega_k^2 \int \frac{1}{\sigma} \frac{g_{0k}}{f_0} f_{m-k} d\sigma = \sum_{k=0}^{m} \frac{1}{\sigma} \frac{f_{0k}}{f_0} \int F_{0k}(f_{m-k}) d\sigma \end{equation}

must be satisfied in order that (5) is integrable. For internal modes, $F_{0k}$ is selfadjoint and $\int_{\sigma} \frac{1}{\sigma} \frac{f_{0k}}{f_0} F_{0k}(f_{m-k}) d\sigma = 0$. For external modes, using the boundary conditions (7), $f_{m-k}$ can be eliminated from (8) yielding

\begin{equation}
\sum_{k=1}^{m} \omega_k^2 \int \frac{1}{\sigma} \frac{g_{0k}}{f_0} f_{m-k} d\sigma = 2 \left( \sum_{k=1}^{m} \omega_k^2 \int \frac{1}{\sigma} \frac{f_{0k}}{f_0} f_{m-k} d\sigma + \sum_{k=0}^{\infty} \left\{ \nabla \times A_m + \sum_{k=0}^{\infty} \left[ \nabla \times (f \times \text{Boe}) \right] \text{Boe} \right\} d\sigma \right)
\end{equation}

If the marginal mode $f_{0k}, A_{0k}$ is known, $\omega_{A_k}$ follows directly from (9). Generally, it is easier to determine the marginal mode than other eigenmodes, since it can be obtained from the energy principle by minimizations disregarding the first of the boundary conditions (7). If, in addition, $f_{m-k}$ and $A_{0k}$ are determined from (5)-(7), $\omega_{A_k}$ follows from (9), and similarly $\omega_{0k}, \omega_{4k}$ can be determined order for order.
2. Applications

2.1 m = 1 mode in a z-pinch with circular cross-section and constant \( j_z, B_0 \)

In this case, the inverse of the safety factor

\[
q = k r_0 B_0 / B_0(r_0)
\]

is used as driving parameter, for \( k r_0 = 2.5 \) the plasma being stable if \( q > q_0 \approx 0.75 \) and unstable if \( q < q_0 \). Fig. 1 shows the (normalized) square of the oscillation frequency. The dotted curve \( \Omega^2(q) \) was obtained from the exact theory /2/. The curve \( \Omega_{\text{le}}^2(q) \) shows the lowest order approximation and the curve \( \Omega_{\text{le}}(q) \), which almost exactly coincides with the exact result, is the second order approximation.

![Graph showing \( \Omega^2 \) vs. \( q \)](image_url)

**Fig. 1:** \( m = 1 \) kink mode in a z-pinch

2.2 m = 1, k = 0 mode in a z-pinch

In the configuration of Sect. 2.1, also the \( m = 1, k = 0 \) mode was considered. The plasma is just marginally stable if a circular, infinitely conducting wall is placed at infinity. It becomes stable if this wall is pushed to a finite distance \( d \) from the plasma. \( d \) was used as driving parameter. The general theory of Sect. 1 must be modified in this case to include the stabilizing wall with position depending on \( \lambda \). In addition, it must be taken into account that the exact eigenvalue problem for stable oscillatory modes is singular, the position of the singularity depending on \( \lambda \).
Fig. 2 shows the exact solution and the second order approximation, \( J_2(k') \) being zero. Especially in this example, the amount of calculation required to obtain the lowest significant order of the perturbation method is almost negligible as compared to that for obtaining the exact solution.

Fig. 2: \( k = 0 \), \( m = 1 \) mode in a z-pincho


APPLICATION OF THE STELLARATOR EXPANSION TO EQUILIBRIUM AND STABILITY
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ABSTRACT

The stellarator expansion utilizes a small inverse aspect ratio to reduce the stellarator equilibrium and stability problems to two-dimensional ones. Application of this model to the ATF-1 stellarator indicates that free boundary instabilities may occur at experimentally observable values of $\beta$.

A large aspect ratio assumption with the multipolar field magnitude ordered as the square root of the inverse aspect ratio reduces the lowest order equilibrium and stability problems to two-dimensional ones similar to those of tokamaks. Numerical implementation of this model has been achieved. The code can be used to study low-n free boundary modes as well as to evaluate the Mercier criterion and to investigate localized ballooning modes. Comparison has been made with another equilibrium code that incorporates this expansion. The equilibrium properties that are obtained, including rotational transform, average magnetic well, and axis shift, are in good agreement. Comparison of the results obtained from the expansion model with those from three-dimensional codes shows that, even when using large expansion parameters, much better agreement is obtained than should be expected.

The code has been used to investigate equilibrium and stability results for several existing and proposed stellarators including Wendelstein VII-A, Heliotron-E, and some modular stellarator configurations. In all these cases, instabilities set in at fairly low values of $\langle \beta \rangle$, with the perturbations having an interchange or ballooning character, centered on or near rational magnetic surfaces which lie in regions of unfavorable average magnetic curvature.

We have also applied the code to study the behavior of the ATF-1 device, a $l = 2$ torasatron which will be built at the Oak Ridge National Laboratory. The basic design criterion for this machine was to have vacuum fields with moderate shear and no low order rational surfaces in regions of unfavorable curvature. For this work we used exact vacuum fields, introducing a straightforward averaging over the toroidal coordinate to obtain the input parameters. Previous studies showed that with a pressure distribution such that $p \propto \varphi^2$ and a centering vertical field $B_y/B_x \sim 0.02$, the system is stable for $\langle \beta \rangle = 2.5\%$ ($\beta(0) = 6.5\%$), even for free boundary modes. Instabilities can be found with less peaked pressure profiles.

For $\langle \beta \rangle = 2.6\%$ ($\beta(0) = 7.5\%$) with $p \propto \varphi^2$ and the same centering vertical field, the lowest-order (averaged over the toroidal coordinate) magnetic surfaces are given in Fig. 1. The most important equilibrium properties are the rotational transform $\chi$ and the rate of change of volume with toroidal flux $V'(\varphi)$, which determines the nature of the average magnetic curvature. These are given in Fig. 2. It should be noted that an $\chi = 0.5$ rational surface exists in a region of unfavorable average magnetic curvature, where $dV'(\varphi)/d\varphi > 0$. In the earlier $\langle \beta \rangle = 2.5\%$ case,
this surface was further inside, in a region of favorable average curvature. Figures 3 and 4 show the Fourier components of the stream function $\psi_0$ such that $\psi_0 = V\phi \times V\eta \exp i(m\phi-n\psi)$, and the displacement vector $\vec{b}_n$ for the $n = 1$ mode. Evaluation of the Mercier criterion and use of the ballooning mode formalism shows that no high-$n$ localized instabilities can occur at this value of $P$. The $n = 1$ mode can be stabilized by placing a conducting shell at $b/a \sim 1.6$ outside the plasma. To stabilize the $n = 2$ and $n = 3$ modes, $b/a \sim 1.5$ is necessary.

It is difficult to determine from these figures just what is responsible for the instability. A cursory look at the flow diagram indicates that the mode has a strong ballooning character, centered around the outer $\chi = 0.5$ magnetic surface. More careful study of the stream function shows that the behavior is much more complicated, with several large Fourier components existing throughout the plasma. The $m = 2$ component is largest at the inner $\chi = 0.5$ surface where the average curvature is stabilizing, but it has a pronounced knee at the outer one. The $m = 0$ and $1$ components of the perturbed magnetic field extend well into the vacuum region. Since the criterion for stability of localized modes is satisfied, it is clear that the standard picture, that plasma expansion is the dominant driving mechanism as in an interchange mode, is inadequate. Indeed, removal of the $\vec{b}_n \times \vec{\psi}_0 \cdot \hat{\phi}_1$ term nearly stabilizes the mode. This supports an interpretation that the Pfirsch-Schluter terms directly affect stability properties as well as modify the equilibrium conditions.

Since these theoretical results are strongly dependent on the exact shape of the equilibrium parameters, this study indicates that experimental study of $\beta$-limits in ATF-1 will be interesting. It should not be expected that this mode will limit the pressure that can be sustained in the device. A small change in the shape of the pressure distribution, especially near a low-$n$ rational surface, could strongly modify the shape of the Pfirsch-Schluter current and thus change the equilibrium characteristics and the stability properties. Comparison of theoretical models with experimental results should clarify the mechanisms involved in stellarator confinement. Since a net toroidal current is not needed in these systems to provide a rotational transform, the results may illuminate the analogous problems in tokamaks.

We appreciate the cooperation of the ORNL MHD group, particularly J. A. Holmes, who gave us the vacuum fields for this work.

- Work supported by U.S. DoE Contract # DE-AC02-76-CHO-3073.
- On loan from Westinghouse Research & Development Center.
- At Booz Allen and Hamilton, Management Consultants.

Fig. 1. Averaged magnetic surfaces in ATF-1 with $p \propto \Psi^2$, $<\beta> = 2.6\%$, $B_v/B_0 = 0.02$.

Fig. 2. $x$ and $V'(\Phi)$ in the configuration of Fig. 1.
Fig. 3. Stream function \( \eta_m(\Psi) \) for the free boundary, \( n = 1 \) mode for configuration of Fig. 1.

Fig. 4. Displacement associated with Fig. 3. The length of the arrow denotes the magnitude of the vector.
Beta Limit for Ballooning Instabilities in EBT

T. Kammash and K. Nguyen
University of Michigan
Ann Arbor, Mich. 48109

Abstract

Most of the estimates of the core beta (ratio of plasma to magnetic field pressures) limits in the Elmo Bumpy Torus (EBT) plasma confinement device have been based on stability of the interchange modes in which variations along the magnetic field are ignored. In this paper we investigate the macroscopic stability of EBT plasma in a slab model taking into account variations of the field curvature along the magnetic field. We solve an eigenvalue problem which reveals that the upper bound on the core beta, $\beta_c$, is dictated by the interacting ballooning mode which becomes unstable when

$$\beta_c \leq \frac{\lambda_P}{R_{MP}}$$

where $\lambda_P$ is the density gradient scale length and $R_{MP}$ is the radius of curvature at the midplane. It is also shown that increasing the hot-electron ring length and the vacuum mirror ratio enhance $\beta_c$ although in the latter case it may be done at the expense of reducing the stability of the background plasma.

Analysis and Results

The EBT device has been viewed by many as a potentially attractive fusion reactor because of several unique plasma confinement properties. Among these is its ability to support a relatively large plasma beta due to the stabilizing effect of the hot electron ring. Estimates of the beta values have been based primarily on the stability of the interchange modes which are driven by bad magnetic field curvature. A more realistic assessment must of course be based on the stability of the ballooning modes which take into account variations of the field curvature along itself. In this analysis we take that into account and address the ballooning stability problem using a quasi-kinetic approach in which we include the interaction of the hot electrons with the background plasma as well as the finite Larmor radius effects of the plasma ions. The geometry we consider is that of an equivalent bumpy cylinder with $Z$ taken along the axis of the cylinder. The equilibrium force equation is given by

$$\frac{\mathbf{J} \times \mathbf{B}}{c} = \nabla \mathbf{P} + \mathbf{F}$$

where $\mathbf{J}$ is the current density, $\mathbf{B}$ is the magnetic field, $c$ is the speed of light, $\mathbf{P}$ is the pressure tensor prescribed by the Chew-Goldberger-Low (CGL) form, and $\mathbf{F}$ is a general force. Expressing the perturbed fields by the vector and scalar potentials $\boldsymbol{A}$ and $\varphi$, and assuming that such quantities are of
the form

$$\varphi = \varphi(\theta) \exp \left[ \frac{m}{n} \Theta - \omega t \right]$$  \hspace{1cm} (2)

with $m$ being the azimuthal mode number, and $\omega$ being the frequency the ballooning equation can be shown to be put in the form

$$B \frac{\partial}{\partial r} \left( \frac{T}{r^2 B} B \cdot \nabla \varphi \right) + \frac{1}{r^2 V_A^2} \omega (\omega - \omega_{\|}) \varphi$$

$$+ \mu_0 \frac{\omega}{mcB} \left( B_n + B_p \right) = 0$$  \hspace{1cm} (3)

In this equation $B$ is a unit vector along the field, $V_A$ is the Alfven speed, $R_c$ is the radius of curvature, $\omega_{\|}$ is the diamagnetic frequency and $C$ is given by

$$C = 1 + \mu_0 \frac{(B_n - B_p)}{B^2}$$  \hspace{1cm} (4)

It should be noted that when the first term in Eq. (3) is ignored the equation reduces to that of the familiar interchange mode (1). If we further assume that the field variations are only along $Z$, and introduce the various betas the ballooning equation can be written as

$$\frac{d}{dz} \left( \frac{T}{r^2 B^2} \frac{d\varphi}{dz} \right) + \left\{ \frac{1}{V_A^2} \omega (\omega - \omega_{\|}) \right\}$$

$$+ \frac{\beta_C}{2 r_p R_c} \left( \frac{\beta_h}{c (1 + \beta_h)} - 2 r_p C R_c \right) \frac{\varphi}{r^2 B^2} = 0$$  \hspace{1cm} (5)

where $\beta_C$ and $\beta_h$ denote the core and hot electron betas respectively, and $r_p$ represents the density gradient scale length. The variation of the radius of curvature with $Z$ is obtained using the vacuum fields of a standard mirror with a mirror ratio $M$ and a distance $L$ between the mirrors. In solving the eigenvalue problem the vanishing of the potential and its derivatives at the mirror throats as well as at the points where the compression term due to the hot electrons had a pole, were used as boundary conditions. With $\beta_h$ denoting the length of the hot electron ring the results of the analysis show that $\beta_h = 0.21$ and $\beta_C \approx 11\%$ when $M = 2$ and $L/L = 0.3$ for geometric parameters commensurate with present day EBT experiments. The results further indicate a significant stabilization as reflected in the drop of the $\beta_h$ value from 0.21 to about 0.11 when $L/L$ was increased from 0.3 to 0.5 indicating the stabilizing effects of longer rings. This is expected since longer rings imply that the wells dug by the hot electrons extend further into the throats of the mirror. By increasing the mirror ratio from 2 to 3 the analysis further shows a substantial improvement in $\beta_C$ from 11\% to about 17\%
resulting from the stabilization of the interacting ballooning mode, but this enhancement is accompanied by an increase in the critical $\beta_h$ value from 0.21 to about 0.45 reflecting a loss of stabilization for the background plasma interchange mode. In addition, we have demonstrated analytically using an energy principle for an EBT plasma with a rigid electron ring that the critical $\beta_h$ value is the same as that obtained by others\(^\text{(2)}\) employing numerical techniques.
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SHEAR ALFVEN WAVES AND BALLOONING MODES IN TOKAMAKS
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ABSTRACT — For high n modes we show the breakup of the high n ideal shear Alfven continuous spectrum by toroidal coupling effects. Including resistivity the continuum disappears and a total of four branches of eigenmodes exists in the resistive MHD model. They are (1) shear Alfven-Landau modes, (2) resistive entropy modes, (3) periodic shear Alfven waves, and (4) resistive ballooning modes. Kinetic effects are also taken into account to study ballooning stability by employing a reduced kinetic model. Results from the reduced code are compared with those from a more comprehensive, but much slower code.

In the absence of the ion sound effects, the ideal MHD equations for the shear Alfven waves in an infinite sheared slab reduce to

\[ \left( \frac{d}{dx}(q^2 - k_y^2x^2) \right) \frac{d}{dx} - k_y^2(q^2 - k_y^2x^2) \right] \phi(x) = 0 , \tag{1} \]

where \( q = \omega/\omega_A, \omega_A = v_A/L_s, L_s \) is the magnetic shear scale length. This type of equation has been extensively studied by Barston /1/ via normal mode analysis and by Sedlacek /2/ by employing a Laplace transform technique to solve the corresponding initial value problem of Eq. (1). Especially, Sedlacek showed that the Green's function has branch point singularities at \( q^2 = k_y^2x^2 \), which gives rise to the continuous spectrum. In addition, he found discrete singularities on the analytic continuation of the Green's function into the lower half of the complex \( \omega \)-plane across the branch cuts. In our case, we refer to these discrete, exponentially decaying eigenmodes as shear Alfven-Landau modes.

In an axisymmetric toroidal plasma, the magnetic field is nonuniform over a magnetic surface. This nonuniformity can cause coupling of neighboring poloidal harmonics and results in the breakup of the continuous spectrum into small segments of continuous spectra with the gaps located in the immediate vicinity of rational surfaces. /3/ In terms of high-n ballooning representation, the resistive MHD equations for a large aspect ratio, low \( B \) toroidal plasma reduce to

\[ \phi'' + Q\phi = 0 , \tag{2} \]

where

\[ Q = \Omega^2 K(\theta)(1 + 2\varepsilon_0 \cos \theta) + \frac{\alpha}{\Omega} f(\theta)/g(\theta) \]

\[ - \left[ 1 - i\nu g(\theta)(1 - 3s^2\varepsilon_0^2)/\Omega \right]/g(\theta)K(\theta) , \]

\( \phi = \psi^{1/2}, \) \( \psi \) is the electrostatic potential, \( G(\theta) = g(\theta)/K(\theta), K(\theta) = 1 + i\nu g(\theta)/\Omega, g(\theta) = 1 + s^2\varepsilon_0^2, \nu = \eta/\omega_A, \varepsilon_0 = r/R, \alpha_p = -2q^2 R p^2 / B^2, f(\theta) = \cos \theta + s \theta \sin \theta, s = r q' / q, p' = dp/dr, q \) is the safety factor, \( p \) is the plasma pressure, and \( \eta \) is the plasma resistivity. When \( \nu = \varepsilon_0 = \alpha_p = 0, \) Eq. (2) is essentially the Fourier transform of Eq. (1) with \( s \theta = k_x / k_y \) and it gives the continuous spectrum for all real \( \theta \) with \( \phi \approx \exp(i\theta \theta) \) for large \( \theta \) due to the causality condition. By analytic continuation of \( \theta \) into the complex plane, we can solve for the discrete shear Alfven-Landau modes by
the WKB method with the knowledge of the turning points $\theta_m$ defined by $Q(\theta_m) = 0$. For shear Alfven-Landau modes the eigenvalues are given by

$$\Omega^2 = 1 - i \text{sgn}(\Omega_T) \sqrt{2} (2N + 1)$$

(3)

where $\text{sgn}(\Omega_T)$ is the sign of $\Omega_T$, and $N = 0, 1, 2, \ldots$. The eigenfunction $\phi$ is unbounded for large real $\theta$.

With small but finite resistivity ($\nu \ll 1$), the eigenvalues of the shear Alfven-Landau modes are little affected and $\phi$ becomes bounded along real $\theta$. For $\nu \gg 1$, $\Omega_T$ depends linearly on $\nu$. This can be calculated by the WKB method. In the limits $\nu \gg 1, \nu^2/\Omega < 1, \theta^2 < 1$, we have $Q = \Omega(\Omega + i\nu) + i\nu \Omega^2$. The eigenvalues for $\nu \gg N (N = 0, 1, 2, \ldots)$ are then given by

$$\Omega = -i\nu \pm (1 + 2N)$$

(4)

The numerical solutions of $\Omega$ vs. $\nu$ for the shear Alfven-Landau modes are shown in Fig. 1 for $s = 1, \epsilon_0 = \alpha_p = 0$.

Also shown in Fig. 1 are the numerical eigenvalues of the resistive entropy modes vs. $\nu$. This mode (with $\Omega = \nu^{1/3}$) has been extensively studied. /4/ For $\epsilon_0 = 0, s = 1, \nu << 1, \Omega \sim \nu^{1/3}$, $Q$ has two turning points: $\theta_1 = \Omega^{-1/2}, \theta_2 = (i\Omega/\nu)[1 - (3i\nu/\Omega^3)^{1/3}]$. The WKB quantization condition gives the eigenvalues

$$\Omega = e^{-i\pi/6} \nu^{1/3} [2(N + 1/2)^2 \pi^2]^{1/3}$$

(5)

For $\epsilon_0 \neq 0, \nu = \alpha_p = 0$, and large $\theta$ where $g = \theta^2$, Eq. (2) is essentially the Mathieu equation and it admits an infinite set of real eigenvalues $\Omega$ (periodic shear Alfven modes) with the lowest eigenvalues given by

$$\Omega^2 = 1/[4(1 + \epsilon_0)]$$

(6)

These eigenvalues define the gaps between the continuous spectra segments. In addition to the Mathieu type solutions, Eq. (2) also admits a marginally stable mode ($\Omega = \pm 0.5$) inside the gap defined by Eq. (6) because of the contribution from $1/g^2$. These periodic shear Alfven modes have also been confirmed numerically as well as analytically.

The effect of resistivity on the periodic shear Alfven waves can be evaluated by employing a two scale analysis. Let

$$\phi = A_s(\theta) \sin \Omega \theta + A_c(\theta) \cos \Omega \theta$$

(7)
where \( A_0(\theta) \) and \( A_1(\theta) \) have slow \( \theta \) variations due to resistivity. \( A_0 = \pm m/2 \) \( (m = 1, 2, \ldots) \) are the eigenvalues of the periodic shear Alfven waves in the limit \( \varepsilon_0 = 0 \) and we will show the case with \( \Omega = 1/2 \). Averaging over fast \( \theta \) variation, assuming \( A'' < A, A' \), and taking the limits \( \nu \ll 1, \nu^2/\Omega < 1, \nu^4 - 1 \), Eq. (2) becomes

\[
A'' + \left[ \frac{\Omega^2(1 + \varepsilon_0)(1 + i\nu s^2\varepsilon_0 - 1/4)}{1 + 1/[\Omega^2(1 + \varepsilon_0 - 1/4)]} \right] A = 0 .
\]

The eigenvalues, \( \Omega = \Omega_0 + \delta \) with \( \delta \ll \Omega_0 \), are given by

\[
\Omega_0^2 = 1/[4(1 + \varepsilon_0)] ,
\]

and

\[
\delta = -[N + (1/2)]s \left[ -i
\frac{\Omega_0^2(1 + \varepsilon_0 - 3/4)}{\Omega_0(1 + \varepsilon_0)[\Omega_0^2(1 + \varepsilon_0 - 1/4)]} \right]^{1/2} ,
\]

where \( N = 1, 2, \ldots \). From numerical solutions of Eq. (2), Fig. 2 shows the periodic shear Alfven eigenfrequencies in the complex \( \omega \)-plane for \( \nu = 10^{-6}, \varepsilon_0 = 0, 2, \alpha_p = 0, s = 1 \). In Fig. 3 the \( \nu^{0.47} \) scaling of the damping rates for modes approaching the end points of the continuum gap is close to the \( \nu^{1/2} \) theoretical estimate. Also shown in Fig. 3 is the \( \nu^{0.96} \) scaling for modes approaching the marginal periodic shear Alfven wave inside the continuum gap because the zeroth order solution exists and a regular perturbation in \( \nu \) will hold.

When the curvature effects are taken into account \( (\alpha_p \neq 0) \), the ideal MHD model would predict unstable ballooning modes for \( \beta > \beta_c \). With resistivity, the ballooning modes are also unstable for \( \beta_c > \beta > 0 \) and the growth rates are proportional to \( \nu^{1/3} \). These results may be modified for different equilibria. If kinetic effects such as FLR, wave-particle resonances, trapped particles and collisions are properly taken into account, the ballooning mode stability properties can also be quite different. The numerical results from (a) the ideal MHD model, (b) a

![Fig. 2. Eigenfrequencies for the periodic shear Alfven modes in the complex \( \omega \)-plane for \( \nu = 10^{-6}, \varepsilon_0 = 0.2, \alpha_p = 0, s = 1 \).](image1)

![Fig. 3. Eigenfrequencies versus resistivity \( \nu \) for the periodic shear Alfven waves for \( \varepsilon_0 = 0.2, \alpha_p = 0, s = 1 \).](image2)
reduced model /5/ including most of the important kinetic effects, and (c)
a fully kinetic /6/ but much slower code are compared for an analytic
model equilibrium. /7/ The frequency regime considered is \( \omega_{bi}, \omega_{ti} < \omega < \omega_{pe}, \omega_{Te} \). Figure 4 shows (a) the growth rates and (b) the real
frequencies for a representative set of PDX L-mode operational
parameters. In many cases it is found that the growth rates can be
significantly smaller than the ideal MHD estimates. On the other hand,
kine tic ballooning instabilities can persist over a wider range of \( \beta \)
values than that predicted by ideal MHD. These residual type modes can be
driven, for example, by wave–particle magnetic drift resonances.

*Work supported by U.S. Department of Energy Contract No. DE-AC02-76-CHO-
3073.

![Figure 4: Eigenfrequencies versus \( \beta \) from (a) an ideal model,
(b) a reduced kinetic model, and (c) a fully kinetic model
for the set of PDX L-mode
parameters \( T_e/T_i = 0.619, \)
\( \epsilon_n = 0.1511, \epsilon_O = 0.1516, \)
\( k_{e}\rho_s = 0.1696, q = 1.408, \)
\( \delta = 0.9051, \eta_e = 2.107 \) and
\( \eta_I = 2.563. \)
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RESISTIVE BALLOONING MODES IN A HIGH TEMPERATURE PLASMA
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ABSTRACT: We examine the linear stability of resistive ballooning modes in a high temperature Tokamak plasma, taking account of the effect of temperature gradients and finite parallel electron thermal conductivity. The analysis is based on the Braginskii fluid equations and is carried out in the ballooning mode formalism.

Recently, it has been suggested that the observed anomalous electron heat transport in neutral-beam heated Tokamak discharges may be related to the excitation of resistive ballooning modes. Physically the modes are excited because the stabilizing effects associated with bending of field lines are weakened by resistive dissipation of parallel current perturbations. The modes can grow as rapidly as a fractional power of resistivity because the perturbations get large in the vicinity of mode rational surfaces. Early work on resistive ballooning modes has been done in the incompressible resistive MHD approximation. In a recent paper, Strauss has carried out a detailed calculation on resistive ballooning modes and has emphasised the important role played by interchange effects and parallel ion motion and associated compressional effects. It has also been demonstrated that in the ballooning mode formalism, the resistive ballooning modes are closely related to classical tearing modes modified by finite ρ effects. In fact, the two modes correspond respectively to the even and odd-ρ parity ('twisting' and 'tearing' parities) solutions of the same set of equations. In this calculation, Strauss does not include the drift effects (important for moderate ρ) arising from ∇_|| p_e terms in the parallel Ohm's law. In classical tearing mode theory it has been shown by Drake et al. that introduction of ∇_|| p_e terms (with finite ∇T_e) and parallel electron thermal conductivity effects generates large parallel currents in the neighborhood of a mode rational surface and completely change the character of the tearing mode. These results are particularly relevant to high temperature plasmas. It is therefore of considerable interest to examine how these effects modify the stability properties of resistive ballooning modes. This paper aims at an investigation of this question.

Our starting equations are the Braginskii two fluid equations. We assume that T_e = 0 and that the only finite transport coefficients are the parallel electron thermal conductivity, ∇_|| and resistivity, η_e. The linearised equation of motion for the plasma is identical to that of Strauss. The pressure perturbation due to the electron fluid is given by $\delta P = \eta_0 \delta n_e + \tilde{\eta} \delta T_e$

where the quasi-neutral density perturbation $\tilde{n}$ is governed by the ion
continuity eqn.

$$\frac{\partial \bar{\nu}}{\partial t} = - \nabla_0 \left( \hat{b} \cdot \nabla \right) \bar{\nu}_{ll} + \frac{c}{\nabla \phi} \times \hat{b} \cdot \nabla \nu_0, \quad \hat{b} = \frac{\bar{B}_0}{|\bar{B}_0|} \quad (1)$$

and the electron temperature perturbation $\bar{T}_e$ is governed by

$$\eta_0 \left( \frac{\partial}{\partial t} + \frac{c}{\nabla \phi} \times \hat{b} \cdot \nabla \right) \bar{T}_e + \frac{2}{3} \bar{T}_e \nabla_0 \bar{\nu}_{ll} = - \frac{2}{3} \nabla_{ll} \left[ - \bar{\nu}_{ll} \bar{T}_e + 0.71 \eta_0 \bar{T}_e \bar{\nu}_{ll} \right] \quad (2)$$

All symbols have the same meaning as in Strauss /2/ except that we replace his $\Omega$ by $\Phi$ and note that $\nabla_{ll} = - \bar{J}_{ll} / e \eta_0 + \nu_{ll}$

Note that the difference from Strauss /2/ arises in replacing his equation of state by a more complicated set above and also incorporating additional terms in the parallel Ohm's law, viz.,

$$- i \omega \, \bar{A}_{ll} = - \hat{b} \cdot \nabla \phi + \eta \nabla^2 \bar{A}_{ll} + \hat{b} \cdot \nabla p / e \eta_0 + \alpha_1 \bar{T}_e / e + \nabla p_0 \times \nabla \bar{A}_{ll} \cdot \hat{b} / e \eta_0 B_0 + 0.71 \nabla T_e \times \nabla \bar{A}_{ll} \cdot \hat{b} / e B_0 \quad (3)$$

Assuming circular flux surfaces near the magnetic axis and introducing the ballooning representation

$$\bar{F}(x, \theta, \phi) = \sum_{l=-\infty}^{+\infty} \bar{F}(\theta + 2 \pi l) \exp \left[ i n q \left( \theta + 2 \pi l \right) + i n (q_0 \theta - \xi) \right]$$

where $x = \gamma - \gamma_{mn}$ is the rational surface, $q_0 (\gamma_{mn}) = q_0 = m / n$

$\Omega(\gamma) = \gamma / \Omega_B / R \Omega_B$, $q_0 = dq / d\gamma$, $\gamma$, $\theta$, $\phi$ are the polar flux coordinates, $\xi$ is the toroidal angle, the relevant equations take the approximate form

$$\left( \frac{\omega S}{\omega_A} \right)^2 (1 + \omega^2 \theta^2) \Phi = \frac{d}{d\theta} (1 + \omega^2 \theta^2) \Psi + i \sigma S \Psi + D (T_e + N) \quad (4)$$

$$- \Psi \left[ 1 - \frac{\omega \Phi}{\omega} - 1.71 \frac{\omega \Psi}{\omega} + i \nu_0 \left( 1 + \omega^2 \theta^2 \right) \right] = \left[ \frac{d \Phi}{d \theta} \right] + \omega \Phi \left( 1 + \eta_T \right) \left[ \frac{d N}{d \theta} + 1.71 \frac{dT_e}{d \theta} \right] \quad (5)$$

$$i \nu_0 \frac{d^2 T_e - \dot{T}_e}{d \theta^2} = \eta_T - 0.67 \Phi + i \nu_0 \frac{\eta_T}{\omega} \frac{d \Psi}{d \theta} - 0.67 N \quad (6)$$

$$N = \frac{\Phi}{1 + \eta_T} - \left( \frac{\omega S}{\omega A} \right)^2 \left[ \frac{d^2}{d \theta^2} \left( T_e + N \right) - \frac{d \Psi}{d \theta} \right] \quad (7)$$
with \( \nu_R = \eta c^2 k_R^2 / 4 \pi \), \( \nu_D = 1.07 \sqrt{\tau_{mR}} / \nu_e q^2 R^2 \), \( \omega_K = -(C T_e / e B_0) (k_L n'/n) \), \( S = \gamma q / \eta \), \( c = d \ln T / d \ln n \), \( \omega_S = 5 c_s/q R \), \( \omega_A = S c_A / q R \), \( \sigma = \nu_{\parallel} / q R / k_L S B_0 \)

and the ballooning and interchange driving term

\[
D = \alpha \left( \omega \Theta + S \Theta \dot{\omega} \Theta \right) - \alpha^2 / 2 - 2 \alpha \Theta \Theta, \hspace{1cm} \Theta = \nabla / k
\]

Eqs. (4) - (7) can be solved by the method of averaging. When \( \omega \gg \omega_S / S \) incompressible MHD is a reasonable approximation and we get coupled set of differential equations between \( \overline{T_e} \) and \( \Phi \). When \( \omega_S / S, \omega \gg \omega_S \) we get a modified Strauss approximation giving a coupled set involving \( \Phi, \overline{N}, \overline{T_e} \& \Psi \).

For arbitrary \( \chi_{\parallel} \), the various equations are intricately coupled. Using the tearing mode calculations of Drake et al. /3/ as a guide, it would appear that \( d^4 / dx^4 \) and higher derivative terms (corresponding to \( x^4 \) etc. in usual spatial variable) are crucial and that the approximation of large or small \( \nu_D d^2 / dx^2 \) is not uniformly valid all over \( x \) space. A detailed investigation of these equations for arbitrary \( \nu_D \) is in progress.

Here we report some results for the cases when \( \nu_D \) is assumed small or large such that the problem can be reduced to a second order eqn. and can be solved by variational method. The resulting dispersion relations are tabulated in Table 1. These results are only to be treated as a qualitative guide to a more exact investigation of the problem.

This work was supported by Department of Science and Technology, Government of India.

**TABLE 1**

**DISPERSION RELATIONS**

**Incompressible limit** ( \( \omega \gg \omega_S / S \) ):

\[
\omega^2 \left( \omega - \omega_K - 1.71 \omega \right) \Omega \left( \omega - \omega_K + i \nu_R \right) = - \frac{i \alpha^2}{2 S^2} \omega \nu_R \omega_A^2 \left( \nu_D \to 0 \right)
\]

\[
\omega^2 \left( \omega - \omega_K - 1.71 \omega \right) \Omega \left( \omega - \omega_K + i \nu_R \right) = - \frac{i \nu_R}{2 S^2} \omega \nu_R \omega_A^2 \left( \nu_D \to \infty \right)
\]

**Compressible limit** ( \( \omega_S / S \gg \omega \gg \omega_S \) ):

\[
\omega^2 \left( \omega - \omega_K - 1.71 \omega \right) \Omega \left( \omega - \omega_K + i \nu_R \right) = - \frac{i \nu_R}{2 S^2} \omega \nu_R \omega_A^2 \left( \nu_D \to 0, \omega \gg \omega_S \right)
\]

\[
\omega^2 \left( \omega - \omega_K \right) = - i \nu_R \omega \omega_A^2 \left( \nu_D \to \infty, \omega \gg \omega_S \right)
\]
References:


The resistive MHD spectrum for an incompressible toroidal plasma has been found using a numerical procedure. The results are checked by comparison with the corresponding complex eigenfrequencies found using an exact solution of a cylindrical MHD plasma with constant current. The results obtained show that there can be considerable damping of some of the stable eigenmodes even for quite small resistivities.

The method used starts from the linearized incompressible resistive MHD equations expressed in terms of vector potentials of both the magnetic field and the velocity field. These are written in a coordinate system in which one of the coordinate surfaces coincides with the surfaces of constant flux of the MHD equilibrium. The equations are fourier analysed in both the poloidal and toroidal direction and expressed in finite difference representation in the flux coordinate. The complex eigenfrequencies are then found by means of a procedure which uses the properties of Cauchy integrals in a search on the complex plane. The eigenfunctions can then be found by means of a block-diagonal matrix inversion routine.
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It has been shown by Rutherford [1] that when the width of a magnetic island, due to a high-$m (m > 2)$ tearing mode, exceeds that of the resistive layer, non-linear $j \times B$ forces result in a regime of algebraic growth. This result has been extended to a model with anomalous electron viscosity, due to braided magnetic field lines [2,3].

This however does not explain the saturation of the instability, observed both in experiments [4] and in numerical simulations [5,6]. Saturation was found in a semi-analytical calculation by White et al [5]. It is obtained when the slope-jump $\Delta'$ of the "outer" solution, measured at the separatrix of the magnetic island, vanishes. But their matching of the "inner" and "outer" solutions at the separatrix leads them to neglect, outside of the island, Rutherford's current and some important resistive effects, as will be seen. We address this problem in a more systematic manner, using standard singular perturbation techniques [7]. Such techniques have already been used to regularize Rutherford's solution, which was singular at the separatrix [8].

We start from the equations of resistive MHD :

$$\frac{\partial \psi}{\partial t} - \mathbf{B} \cdot \nabla u = \eta (j_z - j_0(x))$$  \hspace{1cm} (1)

Where $j_z = j_z(x)$ (neglecting plasma inertia), $\psi$ and $u$ are the stream functions of the magnetic field and velocity :

$$\mathbf{B} = B_z \mathbf{e}_z + \mathbf{e}_z \times \nabla \psi$$

$$\mathbf{V} = \mathbf{e}_z \times \nabla u$$

Equilibrium is defined by $\mathbf{j} = j_0(x) = \frac{\partial \psi_0}{\partial x}$, $B_z = \frac{\partial \psi_0}{\partial x}$, and $\psi = \psi_0(x) \approx B'_z x^2$ in the island region. It has been shown [1] that the harmonics of the mode can be neglected if they are sufficiently damped. Then writing :

$$\psi = \psi_0 - \tilde{\psi}$$

$$\tilde{\psi} = \psi_0(x, t) \cos kt + \delta \psi_0(x, t)$$

where $\delta \psi_0$ is the quasi-linear perturbation of the equilibrium flux, we write eq. (1) as :
\[ \tilde{\Delta} = \Delta \tilde{\Psi} = \left< \frac{\partial^2 \tilde{\Psi}}{\partial x^2} \right> + \left[ \frac{J_o(x)}{\tilde{\psi}} - \frac{\tilde{J}_o / \partial x}{\tilde{\psi}} \right] \]  

(2)

where the brackets mean the average at constant \( \tilde{\Psi} \). In the island region 

\[ x \sim x_T = 2 \left( \frac{\psi}{B_y} \right)^{1/2} \]

we solve eq. (2) order by order in \( \varepsilon = \Delta \varepsilon \), and \( \varepsilon = \frac{\Delta \varepsilon}{x_T} \) is the resistive time through the island. As pointed out by Drake et al [9] the "constant - \( \varepsilon \)" approximation is just the calculation to lowest order in \( \varepsilon \). Here we write:

\[ \tilde{\Psi} = \Psi_c(e) \left[ 1 + \Delta \varepsilon x + \varepsilon \, h_o(x) + \varepsilon^2 h_2(x) \right] \cos ky \]

+ \varepsilon \delta \Psi_o(e) \left[ 1 + g_o(x) + \varepsilon \, g_2(x) \right]

\( s \) is an integration constant which implies an asymmetry of the island, due to that of the outer solution. \( h \) and \( g \), integrals of Rutherford's current, are even functions vanishing at \( x = 0 \). We find:

\[ \varepsilon \frac{\partial^2 \Psi_c}{\partial x^2} \left[ \Psi_c h_o \cos ky + g_o \delta \Psi_o \right] = \frac{1}{2} \frac{\partial \Psi_c}{\partial \varepsilon} \frac{< \cos ky / x^M >}{< 1 / x^M >} \]  

(3a)

\[ \varepsilon \frac{\partial^2 \Psi_c}{\partial x^2} \left[ \Psi_c h_4 \cos ky + g_4 \delta \Psi_o \right] = \frac{\varepsilon}{2} \frac{< \frac{\partial}{\partial \varepsilon} (\Psi_c h_o \cos ky + g_o \delta \Psi_o) / x^M >}{< 1 / x^M >} \]

+ \frac{\varepsilon}{2} \frac{\partial \Psi_c}{\partial \varepsilon} \frac{1}{< 1 / x^M >^2} \left\{ < \frac{M}{x^M} > \frac{< \cos ky / x^M >}{< 1 / x^M >} - < \frac{M \cos ky}{x^M} > \frac{< 1 / x^M >}{< 1 / x^M >} \right\} \]

\[ x^{M^2} = \frac{2}{B_y} \left[ \Psi_c + \Psi_c(e) \cos ky + \varepsilon \delta \Psi_o(e) \right] \]

where

\[ M = \left[ (h_o - x^M h'_o) \Psi_c \cos ky + (g_o - x^M g'_o) \delta \Psi_o \right] / B_y x^{M^2} \]

and the primes denote derivatives with respect to \( x \). Eq. (3a) is that solved by Rutherford. Detailed solutions will be given in a separate publication [10]. Expanding them for \( x = \frac{x}{x_T} >> 1 \) (where they will be matched to the outer solutions), we obtain:

\[ \Psi_c(e h_o + e^2 h_2) = \varepsilon \, a_0 + (\varepsilon \, a_4 + \varepsilon^2 a_2) x_T / \tilde{X}^1 \]  

(4a)

\[ \varepsilon \, g_o \delta \Psi_o = \varepsilon \, a_3 \, \ln |\tilde{X}^1| \]  

(4b)

Where the \( a_n \)'s depend on \( \frac{\partial \Psi_c}{\partial \varepsilon} \) and on integrals calculated numerically.

In the outer region, we solve Eq. (2) by expansion in \( \varepsilon \left< \frac{\partial}{\partial \varepsilon} \right> \), with \( \Psi = \Psi_c(x, t) \cos ky + \delta \Psi_o(x, t) \), to obtain:

\[ \Delta (\Psi_c \cos ky) = \left[ \frac{1}{B_o} \frac{\partial^2}{\partial \varepsilon^2} \delta \Psi_o - \frac{\varepsilon}{B_o} \left( \frac{\partial}{\partial \varepsilon} \right) \delta \Psi_o \right] \Psi_c \cos ky \]  

(5a)
Far from the island \((X = \Delta' x > 1)\) Eq. (5b) gives the usual ideal-MHD result
\[\delta \Psi_0 = -\frac{2}{3\pi} \left( \frac{\Psi_{\text{el}}^2}{4B_0} \right) \] (5b)
where \(a\) is the plasma radius) to the slope-jump. For
\[x \approx \frac{x_T}{\epsilon^{1/2}}\] (which is the resistive depth on a time \(T_c\)) we find:
\[\frac{4}{3\pi} \frac{\partial}{\partial t} \delta \Psi_0 = -\frac{4}{3}\left[ \frac{\partial^2}{\partial t^2} \frac{\Psi_{\text{el}}^2}{4B_0} \right] \frac{x_T^3}{2\gamma^2 \epsilon T^2} \int_{-\infty}^{x_T} \frac{dp}{p^{5/2}} \frac{e^{pT}}{p^{5/2}} H(x) \sqrt{p}
\[H(x) = e^{-a} E_i(x) + e^{a} E_i(x) - \frac{2}{x_T}\]
which matches for small \(x\) to Eq. (4b) and for large \(x\) to the ideal solution. Substituting this result into Eq. (5a) we get:
\[\Psi_0(x, t) = \Psi_{\text{el}} + \delta \Psi_0\]
\[\delta \Psi_0 = -\frac{\Psi_{\text{el}}^2}{4B_0} \left[ \frac{\partial^2}{\partial t^2} \frac{\Psi_{\text{el}}^2}{4B_0} \right] \frac{4}{3\pi} \frac{\partial}{\partial t} \int_{-\infty}^{x_T} \frac{dp}{p^{5/2}} \frac{e^{pT}}{p^{5/2}} \int_{-\infty}^{x_T} \frac{d\alpha}{\alpha} \frac{H(\alpha)}{\alpha} \] (6)
where \(\Psi_{\text{el}}\) is the linear solution. For \(x \sim x_T \ll \frac{x_T}{\epsilon^{1/2}}\) we obtain:
\[\Psi_0 = \Psi_{\text{el}}(x) \left[ 1 + b_2 \ln \frac{\epsilon^{3/2} \Delta'}{1/1} \right] + \epsilon^{3/2} c \ln \frac{x}{\epsilon^{1/2}}\]
where \(\Delta' = \Delta x, b = b_2 = 1\) (giving the linear slope-jump), the terms in the parenthesis are of order \(\epsilon^{3/2}\) and can be neglected (they match to a small term in the linear inner solution) and:
\[\epsilon^{3/2} c \ln \frac{x}{\epsilon^{1/2}}\]
The ordering in \(\epsilon^{3/2}\) comes from the resistive diffusion on a scale length \(x_T \sim \epsilon^{-1/2}\). Matching the inner and outer solutions gives:
\[\Psi_0 = \Psi_{\text{el}} - \epsilon \alpha, \quad s = \frac{b + b_2}{2} \Psi_{\text{el}}/\Psi, \quad \epsilon = \Delta' x_T = 2 \Delta' (\Psi_{\text{el}}/\Psi)^{1/2}\]
\[\frac{4}{3\pi} \frac{\partial}{\partial t} \frac{\Psi_{\text{el}}^2}{4B_0} \left[ \frac{1 - 16\epsilon}{160} - 40 \epsilon^{3/2} \right] \] (7)

To lowest order we recover Rutherford's result. To the follow­ing orders, although we are limited to small \(\epsilon\), we see that saturation can occur for \(\epsilon = \Delta' x_T \sim 1\) (which is indeed the order of magnitude observed in numerical simulations), due to the quasi-linear evolution of the flux (or current) profile. We notice that at saturation, \(\delta \Psi_0\) would keep diffusing, from the level reached during the growth of the mode, on a scale length \(x_T \epsilon^{-1/2} \sim x_T (\frac{1}{\epsilon})^{1/2}\). The "outer" slope jump would then be altered only to order \(x_T / a\). The slow evolution of
$\delta \psi_0$ after saturation has been observed in numerical simulations [5].

Work is in progress to study a similar effect, due to the diffusion of the heat generated by Rutherford's current.

The authors are happy to acknowledge many stimulating discussions with Drs. Bussac, Edery, Somon and Soulé.
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PLASMA PRESSURE DROPS PRODUCED BY THE BALLOONING MODES

V.M.Grihkov, B.B.Kadomtsev, O.P.Pogutse
I.V.Kurchatov Institute of Atomic Energy,
Moscow, USSR

In the recent experiments on high-pressure plasma production in tokamaks by the injection of neutrals [1], [2], a high MHD-activity has been observed. In a more pronounced form it occurred on PDX [2], where all diagnostics registered a series of oscillatory bursts (Fig.1). These series of bursts seem to be related to low-order ballooning modes [2]-[4], and its non-linear nature is worth of more detailed theoretical analysis.

A set of equations to explain an explosive nature of the instability is suggested in this paper.

The first equation, which describes an increase of the energy of oscillations, $W$ is expressed as:

$$\frac{dW}{dt} = 2\gamma(\beta - \beta^*) W - \frac{1}{\tau_W} W$$

(1)

The first term is responsible for the drive of oscillations with a growth rate, $\gamma$, when the plasma pressure, $\beta$, exceeds some critical value, $\beta^*$. Plasma is considered to include a cold (main) component, $\beta_c$, and a hot one, $\beta_h$, from a beam of neutrals, the contribution of which into the total pressure is characterized by a factor $\sigma : \beta = \beta_c + \sigma \beta_h (0 \leq \sigma \leq 1)$.

Both $\gamma$ and $\beta^*$ can be determined from the theory of ballooning modes, [3], [5]. When $\beta < \beta^*$, the growth rate, $\gamma = 0$, and the second term of the equation (1) describe a damping of oscillations with a characteristic time, $\tau_W$. This is a known damping of the Alfvén waves in an inhomogeneous plasma due to a spread in the wave packet [6] and $\tau_W \sim 10 \mu s / c_\phi$, where $c_\phi = B / (4\pi \rho)^{1/2}$ is the Alfvén velocity with respect to the current field.

The second equation relates to the pressure of the main plasma component:

$$\frac{dB_c}{dt} = \frac{1}{\tau_t} \beta_h - \frac{1}{\tau_E} \beta_c - \frac{1}{\tau_c} W \beta_c$$

(2)

The first term describes heating of the cold component due to thermalization of the hot one, $\beta_h$. At the moderate energies of neutrals of the beam, the characteristic time of thermalization, $\tau_t \sim 0.01\ s / 2$. The second term in (2) describes ordinary energy losses of the main component ($\tau_E$ is the thermal confinement time). $\tau_E \sim 20\ ms$ in the experiments [2]. The last term in the right-hand side of the equation (2) takes the energy release of the main component due to the instability into account.

The third equation is written for a hot component produced by the injection source with the power, $P$ (note that all the values are normalized to the energy of magnetic field, therefore, $W$ and $\beta$ are dimensionless, and $P$ is expressed in 1/s):

$$\frac{d\beta_h}{dt} = P \cdot \frac{1}{\tau_t} \beta_h - \frac{1}{\tau_h} W \beta_h$$

(3)

The second term of the equation (3) takes the cooling of hot component, due to the beam thermalization, into account; the last term describes a release of fast particles, experimentally observed, which is considered to be rising with an increase of the energy.
The parameters \( P, \tau_E, \tau_t \) in the equations (1)-(3) are well known. \( \beta^* \) and \( \gamma \) are known with the less accuracy. \( \tau_c \) and \( \tau_h \), which describe the energy release, are the most uncertain parameters. A study of the equations show that there is a rather narrow range of \( \tau_c \) and \( \tau_h \), within which the result of integration of the set (1)-(3) describes an experimental situation.

A study of the set, (1)-(3), is natural to start from a linear stage. It is found that there is a critical power of injection, over which the instability arises. It is convenient to introduce the following designations: density of the equilibrium energy of oscillations

\[
W_o = \frac{\tau_h}{\tau_t} \left[ \frac{\tau_E P}{\beta^*} \left( 1 + \frac{1}{2\beta^* \gamma \tau_t^2} \right) - 1 \right]
\]

and the critical energy of oscillations, \( W_{cr} = \tau_h / \gamma \tau_t^2 \). When \( W_o < W_{cr} \), all the three roots of a characteristic equation for a linearized set give the damping solutions; when \( W_o = W_{cr} \), two neutral oscillations at the frequency \( \omega_{1,2} = \pm (1/\tau_E \tau_t)^{1/2} \) emerge, the third root, \( \omega_3 = -i/\tau_t \), gives a damping solution again. When \( W_o > W_{cr} \), the real roots \( \omega_{1,2} \) shift towards the complex region so that they acquire a positive imaginary part corresponding to the drive of oscillations. If the magnitude of the damping root, \( \omega_3 \), is considerably greater than that of the driving ones, one will be able to expand the equations (1)-(3) in terms of an inverse value of that ratio. As a result, one obtains two equations, which describe a self-excited oscillator, instead of three ones. In this approximation, there are comparatively-smooth periodic non-linear oscillations near the equilibrium energy, \( W_o \) (4). The situation will be changed if the parameters of the set are such that all the three roots are of the same order of magnitude. Then, one is forced to use all the three equations. The energy of oscillations vs. time, in the time range of \( 5 \tau_E \), obtained as a result of a numerical integration of the set (1)-(3), is shown in Fig.2a. At the chosen values of the parameters, the period and the duration of expulsions satisfactory coincides with the experiment. A proximity of the critical power of injection, \( P_{th,cr} \sim 2.5 \) MW (see**), at which the instability evolves, to the experimental value, \( P_{exp} \sim 3 \) MW, and the fluctuations in the pressure of hot component, \( \beta_p \sim 40-60\% \) (see Fig.2 b), serve as additional arguments in favor of the model suggested.

Thus, one can think that the suggested simple model describes the main qualitative features of the bursts of non-linear oscillations and of the hot-particles-pressure drops observed in PDX.
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*) For simplicity we assume that \( \tau_c \rightarrow \infty \).

**) The condition \( W_o > W_{cr} \) is practically reduced to \( \tau_E P > \beta^* \).
Fig. 1 Flux of fast neutrals obtained in PDX /2/.

Fig. 2 Results of a numerical solution for a set (1)-(3)

a) change in energy of oscillations, W

b) pressure fluctuations in the hot plasma component, $\beta_h/\beta^*$.
MAGNETIC FLUCTUATIONS IN HIGH $\beta_p$ TOKAMAK PLASMAS

J. K. Lee, M. S. Chu, F. J. Helton, and W. Park

GA Technologies Inc., San Diego, California, U.S.A.

ABSTRACT: The magnetic fluctuations resulting from the nonlinear evolutions of high $\beta_p$ long parallel wavelength resistive MHD modes are studied for tokamak plasmas with a free boundary. Large amplitude fluctuations cause increased magnetic field stochasticity with increasing $\varepsilon_{\beta_p}$. These fluctuations, when coupled to an anomalous energy loss mechanism, may lead to $\beta_p$-saturation in total input power. Modeling of the H-mode with a line tied plasma to the divertor plate shows substantial stabilization of edge instabilities. Calculations for recent high $\beta$ noncircular discharges in DIII compare well with experimental observations.

Large amplitude magnetic fluctuations have been observed to be characteristic of tokamaks with high plasma pressure or with low safety factor at the limiter $q_0$. These fluctuations have been associated\(^1\) with a limitation in particle and energy confinement of the discharges. Plasma evolutions in tokamaks with high $\beta_p$ have been simulated using the resistive MHD model by Carreras et al.\(^2\) with fixed boundary plasmas. For free boundary plasmas, the ideal MHD $\beta_p$ limit has been studied\(^3\) using the linear stability code GATO. To account for the free energy from the large toroidal current in tokamaks, a realistic modeling of the edge region is necessary. To describe the nonlinear evolution of MHD modes, a resistive MHD model is necessary. For such an edge region a free boundary external kink mode has been found to be the dominant mode. This high $\beta_p$ external kink mode couples with various resistive internal modes through finite pressure and toroidal effects. Magnetic field line stochasticity results from the nonlinear interaction among these modes. The anomalous transport from this stochastic field can be shown to cause the experimentally observed phenomenon similar to $\beta_p$-saturation in neutral beam heated discharges.

For the calculations from equilibrium to nonlinear evolution, the resistive MHD code HIB/\(4\) is used. The initial high $\beta_p$ equilibria are computed using $q(r) = q_0 (1 + x^2(Q - 1))^{1/\lambda}$ and $p(r) = p_0 (1 - x^2)^\nu$ where $x = r/a$, $Q = q'/q_0$. The vacuum region in $a \leq r < r_w$ is modeled as a highly resistive, current-free, pressureless plasma with a finite density. The vacuum region not only introduces the external kink mode, but also provides substantial destabilization of the internal tearing modes, notably those whose singular surfaces are close to the plasma-vacuum boundary./\(5\)

The linear eigenfunction shows richness in harmonic content due to geometric coupling, which increases with increasing $\varepsilon_{\beta_p}$. The typical dependence of the linear growth rate on $\varepsilon_{\beta_p}$ at various $q_0$ is shown in Fig. 1(a). A high growth rate ($\gamma_L > 10^{-2} \omega_A$) regime occurs when the $\beta_p$ value exceeds the threshold $\beta_{pc}$. The results shown are for $\nu = 4$, $\lambda = 4$, and $\eta_p = 1/(\tau_\nu \omega_A) = 10^{-6}$. The $q$-value at the plasma center has been fixed at $q_0 = 1.05$ to focus on $m=1$ modes in the outer plasma region rather than in the inner region. $\gamma_L$ has also been found to depend on $\eta_p$ and on the viscosity $\mu$. This dependence

\(\ast\) Work supported by U.S. Department of Energy, Contract DE-AT02-76ET51011.

\(\ast\) Permanent Address: Princeton Plasma Physics Laboratory, Princeton, New Jersey, U.S.A.
becomes weaker as $\beta_p$ increases, showing the ideal MHD character of the mode, and has compared favorably with the GATO code. $^{3/7}$ $\beta_{pc}$ also has been found to depend strongly on $\nu$, but only weakly on $\lambda$. The effect of $\nu$ on $\gamma_L$ is summarized in Fig. 1(b). Also shown as the dashed curve are the experimental $\beta_p$-values for the onset of high magnetic fluctuations in PDX. $^{6/7}$ Since the details of the experimental profiles are not known, we could postulate that in the low $q_L$ discharges with $q_L=2$, the plasma is likely to have a broader pressure profile than the higher $q$ discharges, for example, with $q_L=4$.

In the nonlinear regime, modes with $n = 0, 1, 2, 3$ and $m$ from $-2$ to $15$ are followed in time. The amplitude of the magnetic perturbations at the quasi-saturation is characterized by $B$, the ratio of the maximum perturbed magnetic field to the equilibrium poloidal field at $r = a$. When $B$ increases, magnetic island sizes increase, and the magnetic field shows increased stochasticity, especially near the plasma outer region. This stochasticity could be recognized both by the appearance of broken magnetic surfaces in the field line plot and also by positive Lyapunov number calculated in the outer portion of the plasma. The magnetic field line is nonstochastic when $B$ is small (e.g., $B \lesssim 10^{-2}$). In Fig. 2(a), the value of $B$ at various values of $\epsilon_B$ and $q_L$ is summarized. The high $\beta_p$ regime, corresponding to large linear growth rates in Fig. 1(a), shows large nonlinear magnetic fluctuation amplitudes together with a strong dependence on $\epsilon_B$.

Since transport was neglected in the simulation, we may assume at steady state, input power $P$ balances the anomalous loss to give $P = 1/r \partial / \partial r(Q_r r)$, where $Q_r = \bar{B} \bar{S} n_e (3T_e / \partial r)$. Various theoretical analyses $^{1/7}$ give $g \gtrsim 1$ in a stochastic magnetic field. From Fig. 2(a), we found $B \approx \beta_p$. This can be combined with the power balance condition to yield, at steady state, $\beta_p \propto d^2$, where $d = 1/fg + 1$. Since $d$ is much less than $1$ in the stochastic region, the $\beta_p$-increase is small as $P$ is increased. This near-saturation of $\beta_p$ with respect to $P$ is a general feature in a wide range of the scaling parameters $f$ or $g$. The dependence of $\beta_p$ on $P$ for various $q_L$-values is plotted in Fig. 2(b) with $\epsilon = 1/3$. In the low $\beta_p$ regime below $\beta_{pc}$, the dependence is linear for the nonstochastic region, indicated as a dashed line. In the high $\beta_p$ regime, the $\beta_p$-dependence on $P$ is very weak, indicated as solid curves for various $q_L$-cases. These characteristics could be correlated with observations in the PDX discharges. $^{6/7}$ The low $q_L$ discharges (with $B_T = 0.7$ T) in PDX, marked as triangles, show phenomenon similar to $\beta_p$-saturation in $P$, while the high $q_L$ discharges (with $B_T = 1.5$ T) marked as daggers, do not. The latter may be due to the higher transition value of $\beta_{pc}$ as obtained in our calculations.

The effects of a mantle region on these high $\beta_p$ modes have been examined by assuming the existence of a warm plasma region just outside the separatrix in an expanded boundary discharge such as H-mode operation. These effects are stabilizing and the line tying effect of grounding the electrostatic potential contributes to further stabilization. The stabilizing effect becomes particularly substantial as the maximum pressure gradient region falls closer to the plasma edge.

Comparison with experiments for recent high $\beta$ discharges in DIII show good agreement for both H-mode and L-mode types. For example, the predicted poloidal dependence of eleven Mirnov probes amplitudes agrees well with experiment for an H-mode discharge. Also, the predicted scaling of Mirnov amplitudes with $\beta_p$ agrees qualitatively with experiment; e.g., $B \propto \beta_p^2$. The
dominant mode has n = 1 and m = 0, 1, 2, 3, 4 with very small magnetic
islands (~1%).

In conclusion, numerical simulations have been performed for high $\beta_p$,
low $q_0$ tokamaks with a free boundary. The high $\beta_p$ regime is characterized by
external kink modes with large linear growth rates and high magnetic fluctua-
tions. The parametric dependence of these fluctuations has been combined
with an anomalous transport model to show a feature similar to $\beta_p$-saturation
with respect to input power for circular tokamaks. The onset of the $\beta_p$-
saturation should be able to be shifted to a higher $\beta_p$ value when a broader
pressure profile is employed. The stabilizing effects of a mantle, line tied
to a divertor plate, could be substantial in an H-mode type situation. Com-
parison with experiment is reasonably good for some recent high $\beta$ discharges
in DIII.

We acknowledge helpful discussions with Drs. L. C. Bernard, R. Izzo,

REFERENCES

786-789; Rechester, A.B., and Rosenbluth, M.N.: Electron Heat Transport

Hicks, H.R., Holmes, J.A., Lazarus, E.A., Pare, V.K., Similon, F.,
Thomas, C.E., and Wieland, R.M.: Transport Effects Induced by Resistive
Ballooning Modes and Comparison with High-$\beta_p$ ISX-B Tokamak Confinement,

Scaling Laws and Comparison with Doublet III Data, GA Technologies Report

[4] Park, W., Monticello, E., and White, R.B.: Nonlinear Ballooning Modes,
Bull. Am. Phys. Soc. 23 (1978) 779; Strauss, H.R., Park, W.,
Monticello, D.A., White, R.B., Jardin, S.C., Chance, M.S., Todd, A.M.M.,
and Glasser, A.H.: Stability of High-$\beta$ Tokamaks to Ballooning Modes,

766-774.

et al.: Studies of High-$\beta$ MHD Modes and Fast-Ion Losses in PDX,
Fig. 1. Dependence of linear growth rates on $\epsilon\beta_p$ and threshold $\beta_p$-value $\beta_{pc}$ for onset of a strong instability. The dashed curve is the experimental $\beta_p$-values for onset of high magnetic fluctuations in PDX.

Fig. 2. Dependence of nonlinear magnetic fluctuation amplitudes on $\epsilon\beta_p$ and scaling of $\beta_p$ with respect to total power $P$. Triangular symbols indicate low $q_\perp$ discharges in PDX; daggers indicate high $q_\perp$ discharges.
Electromagnetic modes with low frequencies are studied in the framework of the ballooning representation which employs an extended poloidal variable in the range \((-\infty, \infty)\). Collisional fluid equations are used to obtain the density, parallel current and temperature fluctuations of the electrons, whereas the perturbed ion density is obtained from the Vlasov equation. The perturbed parallel ion current is omitted so that the coupling to electrostatic drift and to ion sound waves is not included. The effect of the parallel equilibrium current is neglected, so that the modes can be distinguished as even and odd. If temperature fluctuations are neglected or if they are taken to be adiabatic, the modes are described by a second order differential equation in the poloidal variable which contains collisions and finite ion gyro-radius corrections. This equation is solved analytically by the method of asymptotic matching. Alfvén, microtearing and collisional tearing modes are obtained. For relatively large ion gyro-radii the former two modes can be obtained as limiting cases of a common dispersion relation. A detailed comparison with the usual representation will be made.

Numerically, the mode equation is solved by a shooting code and by WKB techniques. The latter method provides a deeper physical understanding of the phenomena. Toroidicity can strongly affect these modes. In particular, the asymptotic behaviour along the field lines, now governed by a Mathieu equation, may change drastically. Results will be presented for a collisional as well as for a collisionless plasma.

Preliminary Abstract (4-page paper not received in time).
In a plane slab geometry, universal drift modes are damped due to the convection of energy away from the region where the parallel wave number is small. When toroidal effects are taken into account, in particular ion magnetic curvature drifts, the anti-well structure of the potential is changed and local wells appear /1/. If the toroidicity is strong enough, i.e., if the ratio \( \varepsilon_n = n^{-1} a_n / R_n \) exceeds a critical value, such wells give rise to a branch of quasi-bounded eigenmodes which are quasi-marginally stable /1/. By taking into account inverse Landau damping in the plane slab form /2/, or the inverse damping of circulating particles alone /3/, this branch becomes unstable. In the present work the collisionless responses of trapped and circulating electrons are fully retained and their effect on the stability of the toroidal branch of the drift eigenmodes is investigated. When the ratio of the thermal ion gyroradius to the perpendicular wavelength, \( k_I \rho_i \), of the mode is increased the real part of the frequency decreases. Then, the approximation that the frequency is large compared to the magnetic drift frequency of a thermal ion is not valid anymore and ion magnetic drift resonances have to be taken into account /4,5/. The toroidal branch is unstable due to these resonances and is further destabilized by the inverse Landau damping. The lowest odd mode remains marginally stable when the inverse Landau damping is included and higher-\( n \) modes are stable. A WKB code /6/ has been applied and the resulting approximate eigenvalues are compared with the exact ones. An explanation for the dependence of the slab-like branch on \( \varepsilon \) is obtained from the location of the turning points and the associated structure of the Stokes lines.

We consider electrostatic perturbations of an axisymmetric toroidal geometry with concentric, circular cross-sections. The perturbed electric potential can be written in the form \( \phi = \phi(r, \theta) \exp [-i \omega t + i k_I \xi (\zeta - q \theta)] \). In the case of high toroidal mode numbers \( n \), the two-dimensional problem in \( (r, \theta) \) can be converted into one in the single extended poloidal variable \( \hat{\theta} = \theta + 2\pi m \), \( m \) being an integer, on the domain \( (-\pi, \pi) / 2 \). In this ballooning representation, the eigenmode equation for the perturbed potential \( \hat{\phi}(\hat{\theta}) \) of a symmetrical mode is

\[
-2\xi^2 H \frac{d^2 \hat{\phi}}{d\hat{\theta}^2} + \frac{\Omega^2 \tau^2 \xi^2 \hat{q}^2}{\xi^2} \left[ \frac{1 + 1/\tau}{1 + 1/\tau \Gamma_0} + \xi Z(\xi) \right] + \frac{\Omega^2 \tau^2 \hat{q}^2}{\xi^2} \frac{1}{\Gamma_0 \left[ 1 + 1/\gamma \right]} \hat{N}(\hat{\theta}) = 0 ,
\]

where \( \Omega = \omega / \omega_s \), \( \omega_s = k_I T_e / (m_1 n L) \), \( k_I = q \rho \), \( \Omega_I = eB / m_1 c \), \( \tau = T_e / T_i \), \( \hat{\xi} = r q' / q \), \( \Gamma_0 = I_0(\hat{\xi}) \) being the modified Bessel function, \( b = \hat{\theta}^2 + \hat{\xi}^2 \), \( \xi^2 = -\Omega \tau / [4 \pi n (\cos \hat{\theta} + \hat{\xi} \sin \hat{\theta})] \), \( Z(\xi) > 0 \), \( Z(\xi) \) being the plasma dispersion function, and \( H = 1/\pi \int_0^\infty \exp (-y^2) y^2 / (y^2 - \xi^2)^3 \) dy = \( 1/2 \xi^2 / \xi \xi^2 \left( \xi Z(\xi) \right) \). Here, we have made the approximation \( v^2_I \approx 2 v^2_I \) in the ion magnetic drift frequency: \( \omega_{\text{bi}} \approx 4 v^2_I \omega_s (\cos \hat{\theta} + \hat{\xi} \sin \hat{\theta}) / (\tau v^2_{\text{chi}}) \). The ion contribution to Eq. (1) is derived for mode frequencies which are large com-
pared to the transit frequency of a thermal ion. The function \( \hat{N} \) represents the non-adiabatic parts of the responses of trapped and circulating electrons. For localized modes it is given by /8/,

\[
\hat{N}(\theta) = \frac{(B_0)^3 \sqrt{\frac{m_e}{m_i}}}{(2\pi)^2} \int_{-\infty}^{\infty} d\theta' [k^+(\theta, \theta') \phi(\theta' + 2\pi m) + k^-(\theta, \theta') \phi(-\theta' + 2\pi m)].
\]

(2)

The kernels \( K^\pm \) are integrals over the velocity spaces of trapped and circulating electrons. Neglecting magnetic drift resonances, they are given by

\[
K^+ = \int_{\theta} d\theta L(\theta) L(\theta') A_c(a |\beta|),
\]

(3)

\[
K^- = \int_{\theta} d\theta L(\theta) L(\theta') A_T(a |\beta + \frac{1}{2}|, a).
\]

(4)

Here, \( A_{\pm} \) is the value of \( A \) at the boundary between trapped and circulating particles, \( B_0 = B_0 / B(\theta) \) is the value for which the particle's turning point at \( \theta_0 \) coincides with \( \theta_0 = \max(|\theta|, |\theta'|) \), and \( B_0 \) is a reference value of the magnetic field, \( L(\theta) = (1 - A B(\theta) / B_0) \), and

\[
a = 4\Omega_0 \Omega_{\text{R}} q R/v \int_{0}^{\theta_0} d\theta / L(\theta), \quad \alpha\beta = \Omega_0 \Omega_{\text{R}} q R/v \int_{0}^{\theta_0} d\alpha / L(\alpha).
\]

(5)

\( A_c \) and \( A_T \) contain summations over the resonant denominators related to all the harmonics of the bounce and transit frequencies and are weighted by the Maxwellian distribution function. When the mode frequency is below the bounce frequency of a deeply trapped, thermal electron they can be analytically approximated by relatively simple functions which are valid up to second order in \( a \) and \( aB \). \( A_c \) and \( A_T \) and their approximations are given in /8/. In the numerical calculations we use the approximate expressions. It has been checked that there is a good agreement with calculations using the exact expressions, which contain the integrals over the energy.

Equation (1) has been solved numerically by a shooting code. The shooting axis is rotated in the complex \( \theta \)-plane such that it connects remote regions where the WKB solution is subdominant. The non-adiabatic response \( \hat{N} \) has been treated iteratively. The usual boundary condition of outgoing wave energy at large \( \theta \) has been adapted. In the absence of dissipation and for sufficiently large values of \( \varepsilon \), the toroidicity-induced mode has small damping rates of \( O(10^{-n}) \). Here, the ion drift resonances have been neglected. In Fig. 1a the eigenfrequency \( \Omega \) is plotted versus \( \theta \) for \( \tau = \delta = q = 1, \varepsilon = \varepsilon_0 = 0.1 \) and \( m_i/m_e = 1836 \) for the cases with and without \( \hat{N} \). In Fig. 1b the eigenfunction with \( \hat{N} \) is plotted for \( \delta = 0.25 \). It is seen that the collisionless dissipation destabilizes the mode, leading to positive growth rates, and causes a decrease in \( \text{Re}(\Omega) \). The real part of the frequency slowly decreases with increasing \( \delta \) but the imaginary part of the frequency increases drastically with increasing \( \delta \). This is in agreement with the results of /3,4/. In Fig. 2a the eigenfrequency \( \Omega \) and in Fig. 2b the eigenfunction (\( \delta = 0.25, \hat{N} \neq 0 \)) are plotted for the same set of parameters, but now with the ion drift resonances retained, for the cases with and without \( \hat{N} \). It is seen that the mode is already unstable when \( \hat{N} = 0 \) and is further destabilized when the inverse Landau damping is included. The mode can be followed for larger \( \delta \) and \( \text{Im}(\Omega) \) has a maximum near \( \delta = 0.02 \). We do not expect that higher-\( n \) modes become unstable by the introduction of \( \hat{N} \). This has been checked for the lowest odd mode which gets slightly larger damping rates. We will now discuss a mode which, for \( \delta = 1 \), can coexist with the mode
discussed above for small values of $\varepsilon_n$. For these values of $\varepsilon_n$, this mode can be labelled by the WKB method /6/ as an $n=0$ mode. The slab mode, present without toroidicity, continuously changes into this mode, which can thus be called a slab-like mode. The connection between the $n=0$ slab-like mode and the higher harmonics of the toroidicity-induced mode is shown in Fig. 3, where $\Omega$, together with its WKB approximations is plotted versus $\varepsilon_n$ for $\delta = .1$, $\delta = \psi = \tau = 1$. For $\varepsilon_n \lesssim .055$ the $n=0$ WKB approximation is very good. A fifth order equation in $\Omega$ has been derived by expanding the potential around $\tilde{\theta} = 0$, which gives a Weber equation for $\tilde{\Omega}$. Its solution closely follows the $n=0$ WKB approximation. For $\varepsilon_n \gtrsim .06$ the mode is well described by the $n=8$ WKB approximation. This change in $n$-number of the mode is connected with the fact that the mode is determined for $\varepsilon_n \lesssim .055$ by a pair of turning points close to $\tilde{\theta} = 0$.
and for $\epsilon_n > 0.06$ by a pair that is farther away from $\delta = 0$ and which is introduced by the ion magnetic drift. In the intermediate region of $\epsilon_n$ both pairs of turning points are important for the mode and choosing one of them in the WKB integral condition will not lead to a good approximation. In Fig. 4 the eigenfunctions for $\epsilon_n = 0.04$ and $\epsilon_n = 0.08$ are shown along an axis through the relevant turning point. The position of the turning points corresponding to the $n = 0$ and $n = 8$ modes shows why an expansion of the potential around $\delta = 0$ will not yield an approximation to the frequency for the $n = 8$ mode.
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We present an instability (1) that can be excited in a thermonuclear burning plasma with spin polarized nuclei by the anisotropy in velocity space of the fusion reaction products. In the case of a magnetically confined deuterium-tritium plasma, the frequency of the excited mode can coincide with that of the deuteron spin precession frequency and produce a spin depolarization rate considerably faster than the fusion reaction rate.

Recently (2) new interest has been expressed in the possibility of producing thermonuclear plasmas with polarized nuclear spins so as to increase the fusion reaction rate and/or improve the (single particle) confinement of the charged reaction products. The validity of this scheme rests on the expectation that the depolarization rate of the spins will be relatively slow, despite the very large difference between the thermal energy of the plasma and the energy splitting between the spin levels. This expectation holds provided the level of magnetic fluctuations in the plasma, in the frequency range close to the spin precession frequency, is not greatly enhanced above its thermal level. However in a multispecies plasma electromagnetic modes with frequencies resulting from combinations of the fusing nuclei cyclotron frequencies (which, in the case of a D-T plasma, are close to the precession frequency of the deuteron) can be driven unstable by the anisotropy in velocity space of the fusion reaction products, which is a direct consequence of the fact that the spins of the fusing nuclei are polarized.

To illustrate this point we neglect at first the spatial variations of the equilibrium magnetic field and, referring to a D-T plasma, look for electromagnetic fluctuations with frequencies that can resonate both with the deuteron spin precession frequency \( \Omega_D^p = 0.8574 \Omega_D \) (\( \Omega_D \) = deuteron cyclotron frequency) and with the \( \alpha \)-particles produced by the D-T fusion reactions. Since \( \Omega = \Omega_D^p \), the latter condition can be written as
\[
\omega - \Omega_D = k_\parallel \langle v \rangle, \quad \text{where} \quad \langle v \rangle^2 \equiv 2 \langle \varepsilon \rangle / m, \quad \text{and} \quad \langle \varepsilon \rangle \text{ is a representative energy of the } \alpha \text{-particle slowing-down distribution that is considered in the range 3.5 MeV to about 0.7 MeV (see Ref. 3).}
\]
In order to produce a significant growth rate we shall also require that \( k_\parallel \langle v \rangle / (n_\alpha \beta) \ll 1 \). Here \( k_\parallel \) and \( k_\perp \) are the parallel and perpendicular mode numbers of the fluctuations. In addition, in order to avoid an appreciable Landau damping by the (Maxwellian) electron distribution we shall consider
\[
\omega^2 \gg v^2 \left| \frac{E}{\phi} \right|^2
\]
where \( \tilde{E} = -\nabla \tilde{\phi} - (\partial \tilde{\phi} / \partial t) / c \), \( \nabla \cdot \tilde{A} = 0 \) and \( \tilde{\phi} \) and \( \tilde{A} \) are the fluctuation potentials. Since the \( \alpha \)-particle concentration \( n_\alpha \)
\( n_e (n = \text{electron density}) \) is small, and given the requirements on the mode wave-lengths and frequencies that we have indicated earlier, we can derive the dispersion relation for the real part of the frequency by the cold plasma approximation for both the electrons and the fuel nuclei. The relevant equations are

\[ n_e = n_D + n_T, \quad J = \varepsilon \left( \frac{u_D n_D + u_T n_T - u_e n_e}{2} \right), \quad \omega \mathbf{\Xi} = k^2 \mathbf{\Xi}, \quad \text{for each species,} \]

\[ -i \omega m_i \mathbf{u}_i = e \left( \mathbf{E} + i \mathbf{u} \times \mathbf{B} / c \right), \quad \text{where} \]

\[ i = D, T, \quad \mathbf{u}_i = 0, \quad \mathbf{E} + \mathbf{u}_i \times \mathbf{B} / c = 0, \quad \text{and} \]

\[ -i \omega m_e \mathbf{u}_e = - e \mathbf{E}. \]

Here \( \mathbf{J} \) is the perturbed current density and \( \mathbf{u} \) is the perturbed average velocity of the different species. In addition we consider \( k^2 \mathbf{d}_e^2 \approx 1 \) where \( \mathbf{d}_e = c / \omega_{pe} \) and notice that

\[ |k_1 / k_h|^2 = \left( \frac{\Omega}{\mathbf{D}} \right)^2 \gg 1. \]

A systematic expansion in all the small parameters that we have indicated yields the following dispersion relation:

\[ \omega^2 (\omega^2 - \Omega^2) = k^2 \frac{v_A^2}{A} (\omega^2 - \Omega^2) \]

where \( \Omega_h \equiv \left( \Omega_D, \Omega_T, \bar{\alpha} \right)^{1/2} \) is the relevant ion hybrid frequency, \( \Omega \equiv \alpha \Omega_D + \alpha_T \Omega_T \) and \( \bar{\alpha} = \alpha_D, \Omega_D + \alpha_T \Omega_T \) are weighted averages of the two ion cyclotron frequencies, and \( \alpha = n_D / n \) and \( \alpha_T = n_T / n \) are the concentrations of deuterium and tritium \( \alpha^+ = 1 \). The dispersion relation (1) has a cutoff at \( \omega^2 = \Omega^2 \), a resonance at \( \omega^2 = \frac{\mathbf{D}}{\mathbf{T}} \bar{\alpha} = 1 \) and \( \omega^2 = \frac{k^2}{D} \mathbf{v}_A^2 \) for \( \omega^2 \ll \Omega^2 \), and \( \omega^2 \ll \frac{k^2}{D} \mathbf{v}_A^2 \) for \( \omega^2 \ll \Omega^2 \), where \( \mathbf{v}_A = e \mathbf{E} / (m_e c) \) and \( \mathbf{v}_A = e \mathbf{E} / (m_e c) \). In the special interesting case where \( \alpha = \alpha_T = 1 / 2 \), we have \( \Omega = \Omega_D = (5/6) \Omega_T \) and \( \Omega_h = \left( \Omega_D, \Omega_T \right)^{1/2} = (2/3) \Omega_D^{1/2}. \) In this case, a frequency exactly equal to \( \Omega_h \) can be obtained from the upper branch for finite values of \( k_1 / \mathbf{D} \equiv k_1 \mathbf{v}_A / \Omega_h \). If we think of a realistic magnetic confinement configuration in which a mode with frequency \( \omega \) around \( \Omega \) is excited, it is clear that the magnetic field inhomogeneity will make the mode frequency equal \( \Omega_D \) and \( \Omega_T \) in relatively close regions of space. It is clear however that the spatial dependence of the relevant modes and the consequence of this on their time evolution is an important question that deserves a separate analysis (4).

A relevant factor for the problem under consideration is the polarization of the fluctuating fields in the plane perpendicular to the equilibrium magnetic field. In the cold plasma limit considered thus far and for nearly perpendicular propagation \( (k_1^2 / k_h^2 \ll 1) \) along the x direction, we obtain:

\[ \frac{\mathbf{B} \cdot \mathbf{n}}{\mathbf{B} \cdot \mathbf{n}} = \frac{\mathbf{B} \cdot \mathbf{x}}{\mathbf{B} \cdot \mathbf{x}} = - \frac{k_1^2}{k_1^2} \frac{\mathbf{B} \cdot \mathbf{B}}{\mathbf{B} \cdot \mathbf{B}} = \frac{\mathbf{k}_1}{k_1^2} \frac{\mathbf{B}_\parallel}{\mathbf{B}_\parallel} = - i \lambda (\omega) \frac{k_1}{k_1^2} \frac{\mathbf{B}_\parallel}{\mathbf{B}_\parallel} \]

where
\[ \lambda(\omega) = \frac{\widetilde{B}_y}{\widetilde{E}_x} = \frac{1}{\Omega_\alpha} = \frac{\omega [\alpha_\alpha (\Omega^2 - \omega^2) + \alpha_T (\Omega^2 - \omega^2)]}{\alpha_\alpha \Omega (\Omega^2 - \omega^2) + \alpha_T \Omega (\Omega^2 - \omega^2)} . \]

Notice that \( \lambda(\Omega_D) = \lambda(\Omega_T) = 1 \), \( \lambda(\Omega_\alpha) = \infty \) and \( \lambda(\Omega) = -1 \). Hence the fluctuating perpendicular electromagnetic fields have right-circular, linear, and left-circular polarization, at the deuterium or tritium cyclotron frequencies, the resonance frequency, and the cutoff frequency respectively. At the deuteron spin precession frequency and for \( \alpha_D = \alpha_T = 1/2 \), \( \lambda(\Omega_D) = 0.2 \). Near this frequency \( \lambda \) is a rapidly varying function of \( \omega \) due to the proximity of the pole of \( \lambda(\omega) \) at \( \Omega \).

In order to evaluate the mode growth rate \( \gamma \), we recall that the angular distribution of the emitted \( \alpha \) particles, when both the deuteron and triton spin are oriented in the same direction along the magnetic field lines, is proportional to \( \sin^2 \theta = \frac{v_1^2}{v^2} \). Here \( \varepsilon = \frac{m v^2}{2} \) is the particle kinetic energy and \( v^2 = v_1^2 + v_2^2 \). Since the collisional slowing down does not change the particle pitch angle we consider the \( \alpha \)-particle distribution to be of the form \( f_\alpha = (v_1^2/v^2)^2 f_\alpha^0(v^2) \)

where \( f_\alpha^0(v^2) \) is isotropic and has the characteristic dependence \( f_\alpha^0 \alpha 1/v^3 \) in the range \( 0.7 \text{ MeV} \leq \varepsilon_\alpha \leq 3.5 \text{ MeV} \) following the arguments given in Ref.3. The evaluation of \( \gamma^2 \) is obtained by adding the contribution of the perturbed \( \alpha \)-particle distribution to both the positive charge density and to the electrical current density. Given our choice of mode frequency and wave-number range, the \( \alpha \)- particle contribution to the growth rate is dominated by the \( \omega = k_\parallel v_\parallel + \Omega_\alpha \) resonance and is given by

\[
\gamma = 2\pi^2 \left\{ \sum_{i=D,T} \frac{\alpha_\alpha \Omega_\alpha \Omega_\alpha (\Omega^2 - \omega \lambda(\omega))^2}{\Omega_\alpha (\Omega^2 - \omega^2)^2} \right\}^{-1} \frac{\Omega_\alpha^3}{k_\parallel^2} \times \]

\[
\int_0^\infty dv_1^2 \left[ \lambda(\omega) J_1 - \frac{v_1 k_\parallel}{\Omega_\alpha} J_1 \right] \left[ \frac{\partial f_\alpha}{\partial v_1^2} + \left( \frac{\Omega_\alpha}{\omega} - 1 \right) \left( \frac{\partial f_\alpha}{\partial v_1^2} - \frac{\partial f_\alpha}{\partial v_2^2} \right) \right]_v = v_\parallel \]

where \( J_1 \) is the Bessel function of argument \( \frac{v_1 k_\parallel}{\Omega_\alpha} \) and \( v_\parallel = \frac{\omega - \Omega_\alpha}{k_\parallel} \). It is clear that, for \( \omega = \Omega_D \), the anisotropic features of the \( \alpha \)-particle distribution function result in a positive contribution to \( \gamma \). In order to establish an instability condition we choose \( k_\parallel \) in such a way that \( m_\alpha v_\parallel^2 (2 - \Omega_\alpha / 5\omega) \times 3.5 \text{ MeV} \). A direct differentiation of the \( \alpha \)- particle distribution function shows now that the integrand in Eq. (4) is positive definite except for the contribution of the sharp drop of \( f_\alpha \) as \( \varepsilon_\alpha \) exceeds 3.5 MeV. This negative contribution is localized near \( \varepsilon_\alpha = 3.5 \text{ MeV} \) and may be overcome by bringing this point close to a zero of the multiplying function \( \left[ \lambda(\omega) J_1 - (k_\parallel v_1^2/\Omega_\alpha) J_1 \right]^2 \).

We now turn to the question of estimating the deuteron depolariza-
tion rate as a result of its interaction with the fluctuating magnetic field. As consistent with the previously derived dispersion relation, we assume the plasma to be infinite and homogeneous so that the interaction takes place over a long time. Since the transverse wavelength of the considered perturbation is much greater than the ion gyroradius the spin does not feel its spatial variation. In addition the relevant longitudinal Doppler shift can be neglected. Then the transition probability per precession period is given by

\[
w = 2\pi^2 \frac{\Omega_p^D}{B} \left| \frac{B}{B} \right|^2 \frac{[1-\lambda (\Omega_p^D)]^2}{1+\lambda (\Omega_p^D)^2} \delta (\Omega_p^D - \omega) .
\]  

(5)

In order to give a numerical estimate for the relevant rate of depolarization a further assumption has to be made on the nature of the spectrum of the excited fluctuations. We may consider for example a narrow spectrum of frequencies of width \( \Delta \omega \) around the spin resonance, if we normalize the fluctuation level to a value of the order \( \frac{\bar{n}_e}{n_e} \sim 10^{-2} \) we find the transition probability per unit time \( \nu_{dep} = w \Omega_p^D / 2\pi \) to be:

\[
\nu_{dep} \approx 4 \times 10^3 \left( \frac{\Omega_p^D}{10 \Delta \omega} \right)^2 \left( \frac{6 \times 10^8 \text{gauss}}{B} \right)^2 \left( \frac{B}{5 \times 10^8 \text{gauss}} \right)^{-1} \text{s}^{-1}
\]

(6)

A similar estimate is obtained under the assumption of a broad spectrum by counting the number of the relevant standing waves and by normalizing the fluctuation level one order smaller. These estimates indicate that the rate of spin depolarization can be significantly faster than that of fusion reaction and would lead us to conclude that after thermonuclear burn begins the deuterium spins are rapidly depolarized.
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Compton and induced scattering by ions (nonlinear ion Landau "damping") are the dominant stabilization mechanisms of drift instabilities whenever they have a radiation structure. The conditions for efficient nonlinear interactions are such that coupling effectively occurs between waves of nearby frequencies \[ w \sim w' \sim (k_y - k_y') \] where \( k_y \) is the parallel mode number and \( c_i \) the ion thermal velocity and therefore - in view of the linear dispersion relation - with poloidal mode numbers \( k_y' \approx k_y' \) and \( k_y \approx k_y \) where \( w(k_y) = w(k_y') \). There results that the integral wave kinetic equation of weak turbulence theory can be converted into a nonlocal partial differential equation connecting the spectra at \( k_y \) and \( k_y' / 1/:
\[
\left[ \frac{\partial^2}{\partial y^2} + \frac{2 - y}{y} \frac{\partial}{\partial y} + (2 - y)^2 \frac{\partial^2}{\partial y^2} + \frac{2 - y}{y} \frac{\partial}{\partial y} \right] f = sf
\]
(1)

where \( f(y') = f(y_s) \) (\( a_s \) is the ion-sound Larmor radius) and we assume \( T_i / T_e \ll 1 \) so that \( y - y_s \). The normalization is defined by
\[
\bar{n}^2 = \frac{1}{g_m} \frac{1}{k_{rc} a_s^4} \frac{a_s^2}{\gamma_s L_s L_N} \int \frac{dy}{y^{3/2}} \bar{f}
\]
(2)

where \( \bar{n} \) is the density fluctuation level; \( L_s \), respectively \( L_N \), are the shear, respectively the density, lengths; \( k_{rc} \) is the cut-off radial mode number according to linear eigenmode theory. The source term \( s \) involves the linear growth rate, including shear stabilization.

The nonlinear character of Eq. (1) stems from the requirement of a positive defined spectral function \( f(y) \). Its nonlocal character appears to be the key in resolving many puzzling experimental results. These are analysed in Sections B-D.

Although Eq. (1) can be integrated analytically /1/ we prefer to discuss the numerical results. It is found that energy cascades, owing to close interaction (the first two terms of Eq. (1)) towards longer wavelengths if \( k_y a_s < 1 \) and towards shorter wavelengths if \( k_y a_s > 1 \). The reversed cascading direction occurs because the group velocity \( \partial \omega / \partial k_y \) changes sign where \( k_y a_s = 1 \) (\( y = y^* \)). Without the distant interaction (the last two terms of Eq. (1)) the short wavelength spectrum would remain practically empty. As \( k_y a_s \) approaches a given value, \( k_y a_s \approx 0.62 \), corresponding to a regular singular point of the second order equation that one can derive from (1), the nonlocal character of the wave equation starts to play a significant role with energy being transferred from the long towards the correspondingly short wavelengths (\( k_y a_s \approx 1 \)). Cascading of course goes on both branches. Ultimately the long wavelength spectrum returns to thermal noise owing to shear stabilization whereas the short wavelength branch adopts a form according to Kolmogoroff's inertial subrange theory /2/ [\( \partial / \partial k_y (|E_k| L_{k_y}^2 \omega \delta \omega / \partial \omega ) \rightleftharpoons 0 \).]
Fig. 1: Fluctuation Spectrum of the poloidal electric field at the normalized radius \( \zeta = 0.5 \) of the moderate density TFR discharge

It is remarkable that the value of the mode number where energy transfer sets in (Fig. 1) and where the theoretical long wavelength spectrum is largest corresponds well to the observed maximum \( k_0 a_s \approx 0.5 / \zeta / 3 \). Experimental observations of drift turbulence on the Macrotror Tokamak /4/ further show that the spectral index at high \( k_0 \)'s is \( n \approx 4 \) when \( T_i \ll T_e \); the Kolmogoroff spectral index in comparison is \( n = 3.5 \).

C. The short wavelength branch of the fluctuation spectrum predicted by theory, but out of reach of present detection systems, is found to yield the dominant contribution (\( \geq 90 \% \)) to the turbulent heat transfer which can be characterized by the equivalent electron heat conduction coefficient

\[
K_e = \frac{20}{9\pi} \frac{(T_i/T_e)^{1/2}}{k_{rc} a_s^{5/2}} a_e^{2/c_e} \int_0^{\infty} \frac{dy}{y^{(1+y)}} (1+y)^{-\frac{1}{2}}
\]

where \( c_e = (T_e/m_e)^{1/2} \) and \( a_e = c_e / \Omega_e \) are the electron thermal velocity and Larmor radius; \( \nu^* \) is the standard collisionality parameter. This result permits to resolve the apparent paradox between the following experimental results: (a) drift wave transport estimated from the measured spectra (i.e. the long wavelength branch) is insufficient to explain the anomalous fluxes obtained from the power balance equation; (b) the plasma profiles are always found to be close to marginal stability with respect to the dissipative trapped electron mode /5/ which implies a contrario that the latter should easily drive the required anomalous losses. Point (b) more precisely sug-
gests that the turbulent transport is a very rapidly increasing function of the linear growth rate, so rapid indeed as to prevent strongly unstable situations to develop. We have checked that the theory reproduces this behaviour by multiplying by 1.5 the destabilizing electron term calculated with the parameters of a moderate density TFR (Tokamak Fontenay-aux-Roses) discharge /6/. Surprisingly the heat flux increased by a factor $\sim 10$.

The rapid increase of the fluxes, which warrants the marginal stability of the profiles, is also the theoretical basis for the phenomenology of sawtooth relaxation proposed elsewhere /7/.

It can further be demonstrated that the particle confinement time increases with base ion atomic mass as $\tau_i \sim m_i^{5/8}$ which agrees reasonably well with the Huggill-Sheffield scaling law /8/.

D. Recent experiments with injected non recyclable high Z impurities /9, 10/ have demonstrated that their transport properties are much more favourable than the neoclassical theory predicts /11/. We have thus developed a specific transport calculation to obtain the following equivalent diffusion coefficient /12/:

$$
(D_i)_d \simeq \frac{1}{50 \pi} \frac{T_e/T_i}{k_r^2 a_i^2} \frac{a_s c_s}{L_s} \frac{(-L_n)}{L_s} \int_0^\infty \frac{dy}{y} K(y, y^+) \tilde{f} \tilde{f}^+ (4)
$$

where the kernel $K$ is symmetric in $y$ and $y^+$ and $L_n$ is the base ion density scale length. This result, valid in lowest order of the $1/Z$ expansion ($Z$ is the charge of the impurity) shows that the diffusion occurs mainly through the resonant scattering of the particles with the modes of wave number $k_e$ and $k_t^+$: thus distant interactions are here also essential.

Numerical estimates show that $(D_i)_d \sim 2 \cdot 10^3$ cm$^2$/sec in TFR discharges, i.e. about ten times the neoclassical value. This result agrees well with experimental data. It is noted that $(D_i)_d$ is independent from the ratio $Z/m_i$. It can further be convincingly shown on the basis of Eq. (4) that the impurity confinement time increases with base ion mass as $\tau_i \sim m_i^{5/8} < s < 17/8$. Both predictions are qualitatively verified by the experiments.

During the abrupt decay of the sawteeth - according to our calculations - the anomalous impurity fluxes should increase even more dramatically than the heat fluxes which, however, must then sweep across the plasma all the power accumulated in the core during the slow rise. This prediction is consistent with the observed but not understood cleaning action of the sawteeth, and, in agreement with experimental observations /9/, opposes the previous conjecture that impurity transport ought to approach the neoclassical limit at high densities to lead to accumulation at the center of the discharge.

In contrast to the diffusive impurity transport, the frictional flux, which is proportional to the base ion density gradient and is usually directed inwards, plays a marginally subdominant role in view of the larger corresponding neoclassical value. We shall not discuss it further.

E. To conclude, we should briefly explain the procedure that we followed in analysing the discharges. We considered two plasmas from TFR /6/, one
at moderate density \( N(r=0) = 0.75 \times 10^{14} \text{ cm}^{-3} \), the other at high density \( N_e = 1.2 \times 10^{14} \text{ cm}^{-3} \). The destabilizing trapped electron term was normalized to yield the proper transport rate. The fitting parameters, respectively \( \mu = 1 \) and \( \mu = 2 \) are within the "error bars" of the theoretical and experimental approximations or simplifications. The spectra were then uniquely determined and the turbulence levels and impurity fluxes were calculated at different radii. In each case, all theoretical predictions agreed simultaneously well with experiment.

We note also that the theory of nonlinear saturation sketched in B supposes that the waves have a radiating structure à la Pearlstein and Berk. We have verified that the criteria for this hypothesis to be valid were verified for the profiles considered.
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THE EFFECT OF TEMPERATURE GRADIENTS
ON THE CURVATURE DRIVEN TRAPPED ELECTRON MODE
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The trapped particle modes are among the most dangerous ones in tokamaks
and multi mirror machines. The curvature driven trapped electron mode
(ref. 1), can become purely growing for a particular modenumber causing
large anomalous transport. The growth rate of this mode can be of the
order of the MHD ballooning mode.

Using the low B_0 representation we have
\[ \mathbf{E} = -\nabla \phi - \nabla \phi \]

From the parallel equation of motion we obtain the circulating electron
response
\[ \frac{\delta n_{\text{ec}}}{n_0} = \frac{e}{T_e} \left( \phi + \frac{\omega_{se}}{\omega} \right) \]

when \( \omega_{se} \) is the electron diamagnetic drift frequency and \( \alpha = 1 + \partial \ln T_e/\partial \ln n \).

The trapped electron response is obtained from the electron equation of
continuity, where the parallel motion is averaged to zero
\[ \frac{\delta n_{\text{et}}}{n_{\text{et}}} = \frac{\omega_{se} + k \cdot \vec{v}_g}{\omega + k \cdot \vec{v}_g} \frac{e}{T_e} \left( \phi + \phi \right) \]

where \( \vec{v}_g = 2 T_e \frac{m_i \Omega_i}{\Omega_i c_i} (\hat{\varepsilon}_i \times \hat{k}) \), \( \hat{\varepsilon}_i = \hat{\mathbf{B}}_o \) and \( \hat{k} = (\hat{\varepsilon}_i \cdot \nabla) \hat{\varepsilon}_i \)

The ion response can be written (ref. 2)
\[ \frac{\delta n_{\text{i}}}{n_0} = \beta \frac{\omega_{se} \Lambda + x k \cdot \vec{v}_g}{k \cdot \vec{v}_g} \frac{T_e}{T_i} (1 - \Lambda) \omega \]

where
\[ \Lambda = e^{s I_o(s)} \], \( \beta = 1 - \frac{\partial \ln T_i}{\partial \ln n} \cdot \frac{s}{s - \frac{J_i(s)}{I_o(s)}} \)

\[ x = 1 - \frac{1}{2} s \left(1 - \frac{I_i(s)}{I_o(s)} \right) \]

\( \rho_i \) is the ion larmor radius and \( \gamma \) relates
pressure and density perturbations (\( \gamma > 1 \)).
The parallel current is obtained from Maxwell's equations

\[
j_{\parallel} = e n \frac{k_y^2 \rho^2}{\omega} \frac{k_y v_A^2}{\sigma} \frac{e \Phi}{T_e}\]

where \( \rho = \rho_i T_e / T_i \)

Neglecting the parallel ion motion we can obtain a relation between \( \phi \) and \( \phi \) using the equation of continuity for the total electron density. The low frequency approximation \( V \cdot j_{\parallel} = 0 \) then gives the dispersion relation

\[
\left[ \tau \omega (1 - \Lambda) + \omega_\epsilon (1 - \beta \Lambda) \right] + k_y v_g \frac{1}{\omega} k_y^2 \rho_i^2 \left( 1 - \frac{I_1}{I_0} \right)
\]

\cdot \left( \frac{\omega - \omega_\epsilon}{\omega - \omega_\epsilon} \right)
- k_y^2 \rho^2 \left[ 1 - \frac{x k_y v_g (1 + \gamma / \tau)}{\omega - \omega_\epsilon} \right]

+ k_y^2 \rho^2 \nabla \frac{\omega - \omega_\epsilon}{\omega - \omega_\epsilon} \left( 1 + \frac{k_y v_g}{\omega_\epsilon} \right)

\]

\[
= k_y^2 \rho^2 k_y^2 v_A (1 - \epsilon) (\omega - \omega_\epsilon)
\]

where \( D = - \omega_\epsilon k_y v_g (1 + \gamma / \tau) / k_y^2 \rho^2 \), \( \tau = \frac{T_e}{T_i} \) and \( \epsilon \) is the fraction of trapped electrons.

We have also used the slab notations \( \hat{v} \cdot \hat{v}_g \rightarrow k_y v_g \) and \( k_y \rightarrow k \).

For small \( \omega \left( \frac{1 - \epsilon}{\epsilon} \right) (1 - \Lambda) \omega_\epsilon^4 \ll 1 \) we can drop \( \omega^4 \) and \( \omega^3 \) terms in 6 and obtain

\[
\omega \left[ \frac{1 + \epsilon - \delta - \tau \epsilon (1 - \Lambda)}{1 + \tau \epsilon (1 - \Lambda)} \right] = \Delta \left[ X(1 - \epsilon (1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon) - \epsilon \tau (1 - \Lambda)]\right)
\]

\[
\omega \left[ \frac{1 - \Delta [X(1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}{1 - \Delta [X(1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}
\]

\[
= - k_y^2 \rho^2 \frac{(1 + \gamma / \tau)(1 - \epsilon) - \tau \epsilon (1 - \Lambda) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]}{(1 - \Lambda) \tau - \Delta [X(1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}
\]

\[
= - k_y^2 \rho^2 \frac{(1 + \gamma / \tau)(1 - \epsilon) - \tau \epsilon (1 - \Lambda) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}{(1 - \Lambda) \tau - \Delta [X(1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}
\]

\[
= - k_y^2 \rho^2 \frac{(1 + \gamma / \tau)(1 - \epsilon) - \tau \epsilon (1 - \Lambda) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}{(1 - \Lambda) \tau - \Delta [X(1 - \epsilon) - \xi [L(k_y^2 \rho_i^2 (1 + \epsilon)]]}
\]
where \( L(k_y \rho_e^2) = 1 - \beta \Lambda - \frac{\varepsilon}{2} k_y^2 \rho_e^2 \left(1 - \frac{I_1}{I_0}\right) \), \( \delta = \chi \varepsilon (1 + \gamma / \tau) \), \( \xi = \frac{2}{\gamma + \tau} \).

\( \kappa_g \equiv \frac{E(x) / 2}{\varepsilon} = \frac{1}{\varepsilon} \omega \rho_e^2 / k_y^2 \rho_e^2 \), \( \Gamma = \frac{1}{1-\varepsilon} \) and \( \varepsilon = \frac{k_y^2 \rho_e^2}{\omega \rho_e} \).

From (6) and (7) it is clear that the effect of the electron temperature gradient vanishes if \( \Lambda \to 0 \) (electrostatic case) while the effect of the ion temperature gradient vanishes if \( k_y^2 \rho_e^2 \to \infty \).

Neglecting \( \varepsilon \) terms the condition for pure growth is

\[
1 - \beta \Lambda = \frac{1 - \Delta}{\Gamma - \Delta} \quad (8)
\]

showing that the ion temperature gradient decreases the mode number for pure growth since \( 1 - \beta \Lambda < 1 - \Lambda \).

For \( k_y^2 \rho_e^2 \ll 1 \) we have, still neglecting \( \varepsilon \) terms and assuming \( J = \gamma = 1 \)

\[
\omega (\omega - \omega_{\rho_e}) = -k_y^2 \rho_e^2 \kappa_g \left[2 + \frac{(2\Gamma - 1) + (2 - \alpha)\Delta}{1 - \Delta}\right] = 0 \quad (9)
\]

The destabilizing electromagnetic effect in this region is then reduced by the electron temperature gradient.

For \( k_y^2 \rho_e^2 \gg 1 \) we have

\[
\omega (\omega + \omega_{\rho_e}) \frac{\Gamma - 1}{\Gamma + 1 + \Delta \alpha (\frac{1}{\varepsilon} - 1)} = -k_y^2 \rho_e^2 \kappa_g \frac{\Gamma - 1 - 2 \alpha \Delta}{\Gamma + 1 + \Delta \alpha (\frac{1}{\varepsilon} - 1)} \quad (10)
\]

The electron temperature gradient is here found to enhance the electromagnetic effect which is mostly stabilizing. The effect of inhomogeneous curvature was studied in ref. 3 in the absence of temperature gradients and found to show a small increase in the electromagnetic character of the mode.
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Inherent in the tokamak devices is a small component of toroidal field ripple, due to the finite number of toroidal field coils. This ripple component could have a considerable effect on bulk plasma transport processes and fast ion behaviour. In particular, fast ions, such as alpha particles and fast injected ions, could become trapped in ripple wells, thereby drifting vertically out of the containment region. This process becomes unimportant when $\alpha \geq \epsilon \sin \theta / N q \delta$ exceeds unity.

However, another important process still persists, [1], namely the ripple component causes a small variation in the location of the trapped particles' bounce points. Connected with this is a small variation in radial position, corresponding to a diffusive process, where the appropriate diffusion coefficient has been calculated in ref [1]. We analyze the Fokker-Planck equation, including this radial diffusion. Assuming that the ripple strength is given by $\delta (r) \sim r^\lambda$, we show that $\lambda$ must be larger than 5 to avoid excessive losses of $\alpha$-particles. Thus, this process could pose relatively stringent design constraints on the toroidal field coils.
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Abstract

A nonlinear gyrokinetic equation for low $\beta$ plasmas has been derived using the simple method of integration along unperturbed orbits. The result is applied to large mode number flute modes and previous results are recovered for the drift and first order Larmor radius terms.

Introduction

The problem of describing low frequency perturbations in inhomogeneous magnetized plasmas has recently attracted much attention. A major problem is the complicated unperturbed orbit in inhomogeneous magnetic fields, making an integration along unperturbed orbits complicated. To deal with such situations a gyrokinetic approach has been developed for modes with $\omega \ll \Omega_{ci}$. This method requires, however, a transformation to the guiding center phase space which involves extensive tensor formalism /1,2/. In the present work we make use of the integration along unperturbed orbits to derive a nonlinear gyrokinetic equation without performing the full orbit integration. This method provides a substantial simplification of previous derivations.

Analytic Formulation

In Fourier space we may obtain the perturbed distribution function by an integration along unperturbed orbits as

$$f_{k,\omega} = f_{k,\omega}^{(1)} + f_{k,\omega}^{(2)}$$

where

$$f_{k,\omega}^{(1)} = -\frac{q}{m} \int_0^\infty \left[ \hat{E}_{k,\omega} + \frac{1}{c} (\vec{v} \times \hat{B}_{k,\omega}) \right] \cdot \frac{\partial f}{\partial \vec{v}} e^{-i\alpha(\tau)} d\tau$$

and

$$f_{k,\omega}^{(2)} = -\frac{q}{m} \sum_{k',\omega'} \left[ \hat{E}_{k',\omega'} \right] \cdot \frac{\partial f_{k-k',\omega-\omega'}}{\partial \vec{v}} e^{-i\alpha(\tau)} d\tau$$

and

$$\alpha(\tau) = \int_0^{\tau} \left[ \vec{v} \cdot \nabla(\tau) - \omega \right] dt = \frac{k \cdot \vec{v} \cdot \hat{B}}{\Omega_c} \left[ \sin(\Omega_c \tau + \varphi - \Theta) - \sin(\varphi - \Theta) \right] - \int_0^{\tau} \hat{w}(t'') dt''$$
where
\[ \dot{\omega}(t) = \omega - k v_\parallel - k \cdot \mathbf{v}_c(t) \]
and \( t' = t - t \) where \( t' \) is the time along the orbit.

Here \( \varphi \) is an arbitrary phase angle of the gyrovelocity, \( \theta \) is the angle in the perpendicular plane of \( k \) and \( v_\parallel \) is the curvature drift which due to its inhomogeneity is time dependent along the orbit. The remaining notations are standard.

We will here assume a locally Maxwellian distribution where
\[ \frac{\partial f_o}{\partial v} = - (\frac{k}{\Omega_c} + \frac{m}{T} \mathbf{v})f_o \tag{2} \]
and \( \mathbf{v} = - \nabla f_o / f_o \)

We will also use the low \( B \) field representations
\[ \mathbf{E}_k,\omega = - i k \mathbf{\hat{r}}_{k},\omega + \frac{1}{c} \mathbf{k} \frac{\omega}{c} A_k,\omega, \mathbf{B}_k,\omega = i (k \times \mathbf{v}_\parallel) A_k,\omega \tag{3} \]

Introducing now \( \omega_* = - \frac{k}{m \Omega_c} \) we find
\[ \left[ \mathbf{E}_k,\omega + \frac{1}{c} (\mathbf{v} \times \mathbf{B}_k,\omega) \right] \cdot \frac{\partial f_o}{\partial v} = \frac{m}{T} \frac{v}{\Omega_c} \left[ (\mathbf{v} \cdot k)v_\parallel (\omega - \omega_*) \phi + (\omega - \omega_*) (\frac{\mathbf{v}}{\Omega_c} A_\parallel) \right] \tag{4} \]

Here the first part gives a total derivative when inserted into (1a) and can be integrated immediately. The second term gives, for time independent \( v_\parallel \), an integral of only the exponential factor. We will here evaluate this term by dividing the integration into steps of gyroperiods.

\[ \int_{\tau_j}^{\tau_j + \Delta \tau} e^{-i \alpha(\tau)} d\tau = \int_j^{j+1} e^{-i \alpha(\tau)} d\tau = \sum_{j} e^{-i \alpha(\tau_j)} \int_{\tau_j}^{\tau_{j+1}} e^{-i \alpha(\tau)} d\tau \tag{5} \]

Here \( \Delta \tau = \frac{2 \pi}{\Omega_c} \), \( \langle \rangle \) means gyroaverage and the last equality is valid if \( \omega << \Omega_c \). Expanding \( e^{-i \alpha(\tau)} \) in Besselfunctions we find
\[ \langle e^{-i \alpha(\tau)} \rangle = e^{i L_k} \int_0^{2 \pi} e^{i L_k} e^{\mathbf{v}_n \cdot (\mathbf{v} \times \mathbf{v}_n)} d\mathbf{v}_n \tag{6} \]

where \( L_k = (\mathbf{v} \times \mathbf{v}_n) \cdot k / \Omega_c \) and \( \mathbf{v}_n = \frac{k \cdot \mathbf{v}_n}{\Omega_c} \).

After inserting (4), (5) and (6) in (1b) we now change the integration variable to \( t' \), i.e.
\[ \int_{-\infty}^{\infty} \int_{0}^{t} d\tau + \int_{-\infty}^{t} d\tau' \]
and differentiate with respect to $t$. We then obtain the usual linear gyrokinetic equation which we, for future use formulate as

$$
\begin{align*}
\quad & f_k^{(1)} = -\frac{q}{T_0} H_{k,\omega} ; \quad H_{k,\omega} = \phi_{k,\omega} + \Gamma_{k,\omega} e^{iL k} \\
\quad & \Gamma_{k,\omega} = \frac{\omega_k - \omega}{\omega} (\phi_{k,\omega} - \frac{v_{\parallel}}{c} A_{k,\omega}) J_0(\varepsilon_k) \\
\quad & \quad \text{In order to obtain an explicit solution from (1b) we have to substitute (7) in the nonlinear term. As it turns out, averages of the form} \quad \langle k_i \cdot \nabla_i \cdot \Phi_{k,\omega} \rangle \quad \text{are a factor} \quad \frac{c}{\omega} \text{larger when} \quad k_i \quad \text{and} \quad k_j \quad \text{are not parallel} \quad \text{and} \quad \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \quad \text{is comparable to the case where} \quad k_i \quad \text{and} \quad k_j \quad \text{are parallel. Then including only the leading order terms we obtain in analogy with (5)} \quad \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \\
\quad & f_k^{(2)} = \left( \frac{2}{\pi} \right)^2 \frac{c}{T_0} \sum_{k'} \int_{0}^{\infty} \left\{ G(\varepsilon_k) \phi_{k',\omega'} \phi_{k-k',\omega-\omega'} - \frac{T}{mv_{\parallel}} (\phi_{k',\omega'} - \frac{v_{\parallel}}{c} A_{k',\omega'}) iL_{k-k',\omega-\omega'} (R(\varepsilon') + Q(\varepsilon')) \right\} d\tau \\
\quad & \text{where} \\
\quad & G(\varepsilon) = \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \\
\quad & R(\varepsilon') = \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \\
\quad & Q(\varepsilon') = \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \\
\quad & \text{where} \quad \theta(\tau) = \alpha_k(\tau) - L_k \cdot k(T) - \text{The averages are here only evaluated for the gyropart of} \quad v_{\parallel} \quad \text{and the calculations are straightforward after using expansions in exponential functions and Bessel functions. The results are} \quad G(\varepsilon) \quad \text{for} \quad \langle e^{ik \cdot \nabla_i \cdot \Phi_{k,\omega}} \rangle \\
\quad & R(\varepsilon') \quad \text{and} \quad Q(\varepsilon') \\
\quad & \text{We now change the integration variable to} \quad t' \quad \text{as in the linear case and differentiate with respect to} \quad t. \quad \text{We then observe that the first "adiabatic response" term in (8a) cancels upon summation over} \quad k'. \quad \text{We then obtain the nonlinear part of the gyrokinetic equation} \\
\quad & (\omega_{k''} - v_{\parallel} c \cdot k'') f_k^{(2)} = \frac{q^2}{mT_0} \sum_{k',k''} \langle k'' \rangle \cdot \hat{\varepsilon}_{\parallel} J_0(\varepsilon_{k''}) e^{iL k} (\phi_{k'',\omega''} - \frac{v_{\parallel}}{c} A_{k'',\omega''}) J_0(\varepsilon_{k''}) \end{align*}
$$
In (9) as in the expression for \( f_{1}^{(1)} \) we may make the transformation \( ik' + q \rightarrow q \) and use the gyrokinetic equation as an eigenvalue equation. In the WKB limit when the space variation is quasiharmonic we may use (9) to derive coupling-factors for nonlinear interactions. For the low frequency perturbations considered here, dispersion relations can usually be obtained by using quasi-neutrality. For this purpose we add the linear and nonlinear density responses obtainable by integrating (7) and (9) over velocity. Particularly simple results are obtainable if we can expand the Besselfunctions. In particular we obtain to lowest order in Larmor radius if \( \omega > k_{\parallel}v_{\perp} \) and we drop nonlinear curvature effects

\[
\frac{\delta n_{k,\omega}}{n} = \frac{q^{2}}{m_{e}v_{\perp}} \sum_{k' + k'' = k} (k' \times k'') \cdot \hat{e}_{\parallel} \left[ \frac{\omega''}{\omega} \left( 1 - \frac{1}{2} k_{\parallel}^{2} \rho^{2} \right) + \frac{1}{2} k_{\parallel}^{2} \rho^{2} - \rho^{2} \right] \cdot \frac{\omega''}{\omega} \phi_{k'\omega}^{'} \phi_{k''\omega}^{''} - \rho^{2} \left( 1 - \frac{\omega''}{\omega^{2}} \right) \phi_{k'\omega}^{'} \phi_{k''\omega}^{''} \tag{10}
\]

In (10) the first two terms are proportional to the linear density perturbation. These terms will cancel in a dispersion relation if linear quasi-neutrality is used in the nonlinear terms. The last term in (10) is the nonlinear polarisation drift. It can be obtained from \( q \nabla \cdot \nabla \phi_{\delta} \) in a fluid description by substituting the \( \mathbf{E} \times \mathbf{B} \) and perturbed diamagnetic drifts into the convective part of the operator \( \frac{d}{d\mathbf{E}} \) in the polarisation drift and using the linear density response in the diamagnetic drift. We may then recover the coupling factors for ballooning modes obtained in /3/.
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A NEW PSEUDO-CLASSICAL TRANSPORT THEORY FOR TOKAMAK PLASMAS
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The neoclassical transport theory of tokamak plasmas [1], being theoretically well founded, has been widely studied in the past to get precise predictions on tokamaks' behaviour. Unfortunately, these predictions are clearly contradicted by the experimental results. This is attributed to turbulence, and to the "anomalous transport" it yields. On the other hand, being the problem of non-linear waves in toroidal geometry extremely difficult to solve, anomalous transport theory has not been developed so far to allow the derivation of a well defined set of transport coefficients. The consequence of this situation is that presently, for practical purposes, the expressions of the transport coefficients are conjectured from the results of the experiments and not inferred from a theory, what is clearly unsatisfactory.

A possible compromise to get out of this situation is to assume that the whole effect of turbulence consists in the modification of some parameters of the collisional theory, and to re-derive consistently the fluxes remaining in the framework of neoclassical theory. The fluxes obtained by this method have then well determined expressions, in which a relatively small number of coefficients appear, which have to be determined by comparison with the experimental results. The so called "pseudo-classical" transport model [2,3], in which the whole effect of turbulence is assumed to consist in the enhancement, by an anomaly factor, of the classical transport coefficients, is an example of this kind of approach. Adopting it, in this paper we develop what could be called a "pseudo-neoclassical" transport model. More precisely, we develop the neoclassical transport theory assuming that the electron-electron collision frequency is anomalous,

\[ \nu_{ee}^{an} = A \nu_{ee} \]  

that the electron-ion and the ion-ion collision frequencies are classical, and that the thermal force too remains classical. This is equivalent to assume that turbulence affects only the electrons, increasing the frequency of their mutual collisions, but not influencing the thermal force. To restrict the effect of turbulence to the electron species is clearly suggested by the experimental results, which are in good agreement with the predictions of neoclassical theory as far as the ion heat flux and the electric resistivity are concerned, but exhibit an electron heat flux much larger, by orders of magnitude, than the neoclassical one. We do not discuss here which kind of waves could yield this effect.

In Eq. (1) \( \nu_{ee} \) is the classical electron-electron collision frequency for 90° scattering and \( A > 1 \) is an enhancement factor which can depend on the value of the equilibrium quantities (density, temperature, etc.), and will be chosen in such a way that the radial heat flux of the electrons is consistent with the experimental value. We anticipate here that this implies \( A > 100 \). As a consequence of this choice the electrons turn out to be in the Pfirsch-Schlüter regime in practically the whole parameter region of existing tokamaks, hence we develop here only the Pfirsch-Schlüter (as far as the electrons are concerned) regime. Moreover we restrict to magnetic surfaces...
with circular, concentric cross sections, in the large aspect ratio limit.

The collision dominated regime for the electrons (which does not coincide anymore, even in a two species plasma, with the collision dominated regime for the ions) is defined by

\[ \eta_e^{an} = A \eta_e = A r \nu_e B / \rho Le B, \Omega_e > 1, \]  

(2)

where \( r \) is the small radius of the magnetic surface under consideration, \( B \) and \( B_p \), respectively, the total and the poloidal magnetic field, \( \rho Le \) and \( \Omega e = eB/m_e c \), respectively, the Larmor radius and the gyrofrequency of electrons (\( c \) is the speed of light, \( e \) the elementary charge). Hence for \( A > 1 \) the transition between the weakly collisional and the collision dominated regime occurs at much lower classical collisionalities. The thermal coupling between ions and electrons is negligible if

\[ s_{an}^2 = 3\mu (\chi_{i,\|}^{-1} + (\chi_{e,\|}^{an})^{-1}) NB^2 r^2 / B_p \tau e < 1, \]  

(3)

were \( \mu = m_e / m_i \) is the mass ratio, \( N \) is the electron number density,

\[ \tau_i = \frac{3\sqrt{m_i} T_i^{2/3}}{4\sqrt{\pi} \Lambda e^4 N}, \quad \tau_e = \frac{3\sqrt{m_e} T_e^{2/3}}{4\sqrt{2\pi} \Lambda e^4 N}, \]  

(4)

\[ \chi_{i,\|} = 3.9NT_i \tau_i / m_i, \quad \chi_{e,\|}^{an} = A^{-1} 5.51 NT_e \tau_e / m_e, \]  

(5)

are the classical collision times and the parallel heat conductivities, for ions and electrons respectively, and \( T \) the temperature. The Pfirsch-Schlüter regime is defined by the two inequalities (2) and (3), which separate it from the plateau and from the highly collisional regime, respec-

Fig. 1.: The Pfirsch-Schlüter region of the Frascati tokamak (safety factor at the wall 3, major radius 83 cm) for different values of \( A \).
tively (see Fig. 1). We see that, in comparison with the classical case $A=1$, it covers, for $A \gg 1$, a much larger region of the $N,T$ parameter space of a tokamak plasma.

The derivation of the expressions of the heat and particle fluxes across the magnetic surfaces proceeds, in the presence of the anomaly factor $A$, as in the classical case. The important difference is now that the parallel and perpendicular electron heat conductivities are anomalous, the first one being smaller than the classical one by a factor of the order of $1/A$ (see Eq. 5), the second one being larger than the classical one by a factor of the order of $A$:

$$x_{e,\perp}^{an} = A \frac{\sqrt{NT}}{m \Omega^2}.$$

Hence the poloidal dependent part of the electron temperature is larger, with respect to the classical case, by the factor $A$, and the same happens for the toroidal contribution and the temperature gradient part of the cylindrical contribution to the radial electron heat flux averaged over the magnetic surface. Without going through the details of the derivation, we write here the relevant results:

$$\frac{dT_e}{\partial r} = -5 \frac{cN e}{\Omega_{\perp}} \frac{r^2 B_T}{R^2 B_p} \cos \phi \left\{ \frac{dT_e}{dr} - 0.28 \frac{dP}{Ndr} \right\},$$

$$\frac{dP_e}{dr} = -\frac{n_1}{\Omega_{\perp}} - \frac{dP_e}{dr} + \frac{3}{2} \frac{N e}{\Omega_{\perp}} \frac{1}{Ndr} \frac{dP}{dr},$$

$$\frac{dP_e}{dr} = -25 \frac{q^2}{2} \frac{n_1}{\Omega_{\perp}} \left\{ \frac{dT_e}{dr} - 0.28 \frac{dP}{Ndr} \right\},$$

$$\Gamma = -\frac{c^2}{B} N \left\{ \frac{dP}{dr} - \frac{3}{2} N \frac{dT_e}{dr} \right\} + 2q^2 \left[ \frac{n_1}{\Omega_{\perp}} \frac{dP}{Ndr} + 0.71 \frac{5N e}{2e^2 c \Omega_{\perp}} \left\{ \frac{dT_e}{dr} - 0.28 \frac{dP}{Ndr} \right\} \right],$$

where $P=N(T_e+T_i)$ is the total pressure, $R$ the major radius of the torus, $B_T$ the toroidal magnetic field, the bar denotes averages over the magnetic surfaces, $q=rB_T/RB_p$ is the safety factor, $\Gamma$ the particle flux across the magnetic surface, $\eta_1$ and $\eta_{an}$ the electric resistivities. Notice that the presence of an anomalous e-e collision frequency does not affect $\eta_1$, while $\eta_{an}$, because for $A \gg 1$ the electron distribution function tends to remain locally Maxwellian also in the presence of a parallel electric field.

From Eqs. (8-11) we see that the electron heat flux and the particle flux are enhanced, with respect to the classical case, by the same factor $A$, which should now be determined by requiring for the electron heat flux a value in agreement with the experimental findings. Doing this, we cannot ignore that the tokamak discharges are actually steady states with respect to the elec-
tron energy confinement time, and hence, in the framework of our theory, with respect to the particle confinement time too. Hence, in the absence of particle sources, we have to impose $T = 0$, from which, at lowest order in $1/A$, 

$$0.28 \frac{dP}{NdN} = \frac{dT_e}{dN} \quad \text{i.e.:} \quad \frac{N}{T^{0.76}} = \text{constant}. \quad (12)$$

This theory leads then to a "universal" relation, Eq.(12), between the density and temperature profiles in tokamaks operating in steady state conditions (we have to stress that the particular value $0.76$ depends on our assumption that the thermal force is not modified by turbulence). In these conditions the poloidal dependence of the electron temperature and the toroidal contribution to the electron heat flux across a magnetic surface are reduced, with respect to the non-equilibrium case, by a factor $1/A$. The first consequence of this is that, for steady states, the Pfirsch-Schlüter regime is no more limited, on the high-density-low-temperature side, by the condition (3), but by the condition (see Fig.1)

$$3 \mu N B^2 r^2 / \tau_e B^2 x_{i,\perp} < 1. \quad (13)$$

The second consequence is that (for $A > q^2$) the electron heat flux is dominated by the cylindrical contribution, $q_e = q_e^C Y_1$ (the term proportional to the electron temperature gradient being the only one which survives). The anomalous factor $A$ is then determined by the condition that the value of $-x_8^N dT_e/dN$ is equal to the experimental value found for the electron heat flux. In order to get an idea of the value so obtained for $A$, let us notice that for $A = q^2 y^{-1/2}$ the electron heat flux is equal to the ion heat flux (in the Pfirsch-Schlüter regime). Hence typical values for $A$ should range from a few hundredths to some thousandths.

In conclusion, the pseudo-neoclassical tokamak transport theory presented here implies: (i) that in the steady states observed in tokamaks the temperature and density profiles should be related by Eq.(12); (ii) that the ion heat transport (which is not influenced by e-e collisions, nor by the shape of the electron distribution function) should be neoclassical; (iii) that no Ware effect nor bootstrap current should be present (because electrons are in the Pfirsch-Schlüter regime); (iv) that the parallel electric resistivity should be equal to the perpendicular one, i.e. it should have twice its classical value. Moreover, if by some external means (for instance gas puffing) a deviation from a steady state is induced, the characteristic time to go back to a steady state should be shorter than the electron energy confinement time (measured in the steady state) by a factor $1/q^2$. In fact in such a case, as long as Eq.(12) is not fulfilled, the large terms in the toroidal contribution to the electron heat flux and in the particle flux do not cancel anymore, hence $q_e^C Y_1$, which is typically $q^2$ times larger than $q_e Y_1$, dominates, and the value of the electron energy confinement time drops by a factor $1/q^2$ with respect to its steady state value, and the particle confinement time drops to the same value.

Abstract

In this paper a new derivation of test particle diffusivity in tokamaks is given. The role of collisions and the periodicity of the device is taken into account and shown to be important.

1. INTRODUCTION

Electron energy transport in tokamaks is known to be anomalous. Many authors following Callen /1/ and Rechester and Rosenbluth /2/ have discussed this anomaly in terms of test particle diffusion caused by 'ergodic' field lines. In this approach one splits the total tokamak magnetic field into a 'mean' part which defines nested surfaces (on which mean temperature and density are uniform) and a small-amplitude 'fluctuating' part. The latter is taken as given by a quasi-static ensemble with well-defined correlation functions that are in principle determined by experiment. The motion of test electrons are then considered by treating them rather like beads on a wire. The field fluctuations are then supposed to lead to a quasi-linear expression for the test particle diffusivity which is interpreted as a thermal diffusivity in this picture. The purpose of the present paper is to present a new derivation of test particle diffusion in tokamaks showing the importance of the role of collisions and the periodicity of the tokamak geometry.

2. ASYMPTOTIC SURFACE CONSTRUCTION

Consider a periodic cylinder model of a tokamak with periodicity length $2\pi R$ and minor radius $a$. The unperturbed magnetic field is given by $B_{oz}(r)$ and $B_{os}(r)$ such that $q(r) = rB_{oz}/RB_0$ is typically monotonic increasing in $r$, varying from $q(o) \approx 1$ to $q(a) \approx 3$. The radial field fluctuation must be of the form

$$\frac{\Delta B}{B_{oz}} = \varepsilon \sum_{|m|=1}^{\infty} \sum_{|n|=1}^{\infty} b_{mn}(r) \cos \left( m\varphi + \frac{n\varphi}{R} + \phi_{mn} \right)$$

(1)

where $\varepsilon$ is typically $\lesssim 0(10^{-3})$. The amplitudes $b_{mn}(r)$ and $\phi_{mn}$ are assumed to be sufficiently smooth in $r$ and could be slowly varying functions of $t$. It is assumed on physical grounds that either the series (1) is effectively finite or that $b_{mn}$ dies off exponentially with $|m|$ and $|n|$. The equations of motion for test-particles are not the full Newtonian ones but take the 'kinematic' forms

$$\frac{d\dot{r}}{dt} = V_H \frac{\dot{r}}{|\dot{r}|}$$

(2)

where $V_H$ is constant between collisions. We take $\langle V_H \rangle = 0$ and
\( \langle \mathbf{v}^2 \rangle = \mathbf{v}_2 = (T/m_e) \). The average here is for a given test particle and is a time mean. It is also equivalent to an ensemble average over many test particles. The particle is also assumed to 'jump' through a distance of the order of a Larmor radius to a nearby field line at every collision.

A function \( S(r,0,z) \) is an exact invariant of (2) (assuming the fluctuation is 'quasi-static' on the time scales \( \tau_e, qR/V \)) if and only if

\[
(\mathbf{B}_0 + \Delta \mathbf{B}) \cdot \nabla S = 0
\]

If \( \Delta \mathbf{B} = 0 \), clearly \( S \equiv S_0(r) \) is a solution of (3) for an arbitrary function \( S \). It is easy to show that we can write \( S = S_0(r) + \varepsilon S_1 + \varepsilon^2 S_2 + \ldots \) and satisfy (3) to any finite order in \( \varepsilon \), provided \( S_0(r) \) is suitably chosen to 'kill off' the resonant denominators that arise in calculating \( S_1 \).

For example, consider \( S_0 \) defined by

\[
\frac{dS_0}{dr}(r,\varepsilon) = \exp\left[-\varepsilon^2 \sum_{|m|=1}^{\infty} \sum_{|n|=1}^{\infty} \frac{m^2}{(m+nq)^2} |b_{mn}(r)|^2 \right]
\]

It is easy to show (Ref. /3/) that for the given assumptions (4) defines a monotonic increasing \( S_0(r,\varepsilon) \) which reduces to \( r \) as \( \varepsilon \to 0 \) and which is infinitely differentiable in \( r \) provided \( q(r) \) and \( |b_{mn}(r)| \) are such functions. We then have

\[
S_1 = -qR \left\{ \sum_{|m|=1}^{\infty} \sum_{|n|=1}^{\infty} \frac{b_{mn}(r)}{(m+nq)^2} \sin(m\theta + \frac{n\pi}{R} + \phi_{mn}) \right\}
\]

It is easy to show that \( S_0 + \varepsilon S_1 \) is a uniformly valid asymptotic invariant of (2) to \( O(\varepsilon^2) \) almost everywhere. Even in the immediate vicinity of the low order resonances the error is at most \( O(\varepsilon^3) \). The series can be continued to any finite order but it is not known if it ultimately diverges for non zero values of \( \varepsilon \).

The importance of asymptotic (as opposed to exact) invariants like \( S_0 + \varepsilon S_1 \) arises from the fact that a given test particle does not stay on a specific field line for times longer than a collision time \( \tau_c \). Since \( \tau_c \) is typically (PLT: \( n \approx 5 \times 10^{13} \text{ cm}^{-3}, T \approx 1 \text{ keV}, R \approx 150 \text{ cm}, a \approx 30 \text{ cm}, q \approx 2 \), \( \varepsilon < 10^{-3} \) is \( 6 \times 10^{-6} \text{ sec} \) and is much smaller than a confinement time \( \approx 30 \text{ ms} \), the exact invariants along field lines (whether or not they exist!) are irrelevant as is the 'ultimate' ergodicity of a field line. Since \( S_0 + \varepsilon S_1 \) is certainly a good constant for \( \tau_c \ll qR/V \), we can estimate the test particle diffusion from such functions.

3. TEST PARTICLE DIFFUSION

From what we have said it follows that \( \tau_c \approx 6 \times 10^{-6} \text{ s} \approx qR/V \), \( \varepsilon = 3 \times 10^{-4} \text{ s} \). Thus in a given 'time-step' \( \tau_e, \langle \Delta r \rangle \) can be estimated (details will be published elsewhere) to be
\[<\Delta r^2> = \varepsilon q^2 R^2 \sum_m \sum_n <b_{mn}^2(r)> \left\{ \frac{\sin^2\left(\frac{V_{\text{the}}}{qR} (m + nq)\right)}{(m + nq)^2} \right\} + O\left(\frac{V_{\text{the}}^2}{q^2 R^2} \varepsilon^4\right) \]  

The ensemble average \(<b_{mn}^2(r)>\) is the Fourier coefficient of the correlation function

\[\frac{\Delta B(r, \theta', z')}{B} \frac{\Delta B(r, \theta + \theta', z' + z)}{B}.\]

The associated test particle diffusivity is then

\[D_\perp = \varepsilon q^2 R^2 \sum_m \sum_n <b_{mn}^2(r)> \sin^2\left(\frac{V_{\text{the}}}{qR} (m + nq)\right) \]  

Clearly \(D_\perp\) is independent of the choice of \(S\), as it should be. It could also be directly derived from the Langevin equation (2) taking explicit account of collisions and the statistics of the random 'parameters' \(V\) and \(\Delta B\). The formula is valid in a periodic system and takes due account of the time scales \(\tau_e\) and \(qR/V\). At high collisionality, \(\tau_e \gg qR/V\) and \(D_\perp\) reduces to the Callen form,

\[D_\perp = \varepsilon^2 \chi_n (Braginskii) \left<\frac{V_{\text{the}}^2}{\tau_e} \right> \]  

where

\[\chi_n = \chi_n (Braginskii) \left<\frac{B_{\text{the}}^2}{B}\right>\].

Equation (9) is identical with the Rechester-Rosenbluth \(2/2\) expression if the sum over \(n\) is replaced by an integral. This replacement is only valid in an infinite system. In general (9) is the correct form in tokamaks.

4. DISCUSSION

It is easy to see that \(D_\perp\) given by (9) only leads to a flattening of the temperature profile at the resonant points. Equation (7) does appear to be capable of predicting the correct order of \(\chi_{\text{le}}^{\text{obs}}\) given typical fluctuation
levels. In particular (7) implies that an upper limit to test particle diffusion is given by the simple expression

$$D_{\text{max}} = \frac{e^2 q^2 K^2}{\tau e} \sum_{m} \sum_{n} \frac{<b^2>_{mn}(r)}{(m + nq)^2}$$

(11).

Although singular at the resonant points, $D_{\text{max}}(r)$ does lead to smooth $T_0(r)$ profiles. It does not need to invoke any topological properties of the field lines and yet reduces in suitable limits to formulae which supposedly depend crucially on such properties. In the absence of collisions, the successive 'steps' of a random walk are completely correlated. In this case, even if the field line 'looks' ergodic it is difficult to see how a non-zero diffusivity arises except possibly at resonant points. Furthermore, the equations (2) are reversible and hence could not be expected to yield physical diffusion in a periodic (as opposed to an infinite) system. Equations (7) and (11) obviate the need to consider such philosophic questions and furthermore make quite specific and testable experimental predictions.
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Simulation of convective electron transport in T-10 tokamak
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1. Three classical factors, at least, distort the electron distribution function in tokamaks:
   1) constant longitudinal electric field,
   2) pulsed electric field arising at MHD-mixing,
   3) drift of electrons trapped in the ripples of the magnetic field.

   A kinetic equation for the electron distribution function, \( f(t, E, S, \rho) \) is represented as /1-2/:
   \[
   \frac{\partial f}{\partial t} + \frac{\partial E}{\partial E} \frac{\partial f}{\partial E} + \frac{\partial S}{\partial S} \frac{\partial f}{\partial S} + \frac{1}{\rho} \frac{\partial}{\partial \rho} (\rho I_p) = 0
   \]
   where, \( E \) is the electron energy, \( S \) is the dimensionless magnetic moment of electron, \( \rho \) is the coordinate of the magnetic surface. A simultaneous effect of the factors (1) - (3) on the electron distribution function in T-10 is analyzed by the numerical integration of the equation (1) in this paper.

2. Let's estimate the characteristic values of the main parameters which have the effect on deviation of the f-function from the maxwellian one. An effect of the longitudinal electric field is described by a parameter \( \gamma = \frac{E}{E_{cr}} \), where \( E_{cr} = 4\pi e^3 n e n A / T_e \). For T-10, \( n = 2 \times 10^{13} \text{ cm}^{-3} \), \( T_e = 1 - 1.3 \text{ keV} \) the loop voltage, \( U = 1.5 - 2 \text{ V} \), \( \gamma \approx 0.005 - 0.02 \).

The pulsed electric field emerges at a time of mixing, and its duration is \( T_p \approx 100 \mu \text{s} \). A model of mixing suggested by B.B. Kadomtsev /3/ for a change in the poloidal flux, \( \delta \Psi \), in the core gives \( \frac{1}{C} \delta \Psi = U_p T_p \leq 3 \times 10^{-3} \text{ V s} \), \( U_p \leq 40 \text{ V} \approx (20 - 30) U \). The 2-d MHD calculations of mixing /4
show that $E''$ is localized close to the resonance surface, $\rho_\ast \approx \rho_s$ in this case, $\chi / \rho_\ast \approx (3-4) \chi$.

The ripple in T-10 is great: $\Delta = (B_{\text{max}} - B_{\text{min}}) / B_0 \approx 0.1$
at the radius $\rho = 35$ cm.

Calculations were carried out for the plasma parameters corresponding to the experiments /5/: $\chi(0) = 1$ keV, $n_0 = 2.5 \times 10^{13}$ cm$^{-3}$, $B_0 = 1.5 \times T$. The maxwellian functions were preset as initial distributions. The equations (1) was integrated with respect to time. An intensity of radiation from the unit volume, $I$, and a flux along a vertical chord, $I_r$ were calculated by the $f$-function:

$$I(\varepsilon; \rho, x) = \frac{1}{\varepsilon} \int_{\varepsilon}^{\infty} \int_{\xi = 0}^{\infty} \frac{1}{\xi} d\xi \left( \sqrt{\frac{\xi}{\xi + x/R}} \right) I_r = \int_{\xi = 0}^{\infty} I_r \left( \xi + \rho \cos \varphi \right) \xi \varepsilon d\xi.$$

The spectra $E I_r$ at $\chi = 0$ for $X=0$ and $16$ cm, at $\chi = 1.5 \chi (\gamma = 0.015)$ are given in Fig. 1. The dashed trace shows the experimental spectra for $X=0$ and $8$ cm related to the calculated ones at $\chi = 5$ keV. One can see that the distortion of the experimental spectra is more pronounced than that of the calculated ones. For a chord $X=16$ cm, the main distortion is introduced into the spectrum by a drift of super-trapped electrons.

Let's consider the effect of a pulsed field. Choose the function $U_p = \chi U \Pi (t; t_0, t_0 + \chi) \Pi (\rho, \rho_1, \rho_2)$ where $\Pi (x; x_1, x_2)$ is the Heaviside function. In Fig. 2, the spectra, $E I_r$ at different times are shown at $\chi = 10$, $t_0 = 1$ ms, $\tau_p = 0.1$ ms, $\rho_1 = 0$, $\rho_2 = 0.4$ a for the chords $X=0$ and $X=16$ cm. The distortion of spectra reaches the region $\rho > \rho_2$ with a delay. A turn of longitudinally-accelerated electrons by pitch angles occurs due to collisions in the region, $\rho < \rho_2$ first. Then, the "tails" of the distribution function at the periphery are enhanced due to the drift in the ripples.

One should make an averaging on saw-tooth oscillation period $T_2$ for the comparison of the calculated spectra with the measured ones. The energy spectra $E I_r = \chi / T_2 \int_{t_0}^{t_0 + \chi} \int_{t_0}^{t_0 + \chi} I_r d\chi$ for the chords $X=0$ and $16$ cm and for the parameters corresponding to Fig. 2 are given in Fig. 3. Here, the dashed trace shows the experimental spectra /5/. The effective electron temperature
profiles, $T_{\text{eff}}$, calculated for different parts of the spectra at $\lambda = 0$ and at $\lambda = 10$ are given in Fig. 4. The solid traces correspond to the experimental profiles. The dash-dotted traces in Figs. 3, 4 are the results of calculations for the case, when the pulsed electric field is localized close to the resonance surface, $P_0 = 0.35 \, a(\lambda = 23, \, P_1 = 0.3a, \, P_2 = 0.4a)$. In this case, the spectra along the chords, $X = 0$ and $X = 8$ cm, and the effective temperatures are in a reasonable agreement with the experiment.

References

ANOMALOUS PINCHING AND PARTICLE BALANCE IN TOKAMAK
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I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

I. The time of particle confinement, $t_p$, in tokamak is known to be anomalous /1-3/. At the same time, determination of the particle transport coefficients, until now, according to the experimental data, is characterized by a great uncertainty. First, the particle transport is provided by a few differently - directed processes; second, the sources of particles are very skinned. The mutual compensation of differently - directed fluxes in the particle transport equation:

$$\frac{\partial n}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( D \frac{\partial n}{\partial r} + n \nu_p \right) + nN < v_{\text{ion}} >$$  (1)

is extremely great at the steady-state of the discharge. Therefore, for determining the partial values of the pinching flux $\Gamma_p = - n \nu_p$ and those of the diffusion flux, $\Gamma_D = - D \frac{\partial n}{\partial r}$, one needs to study different non-stationary processes.

Simulation of the stationary density distribution and that of three non-stationary processes: MHD-mixing by the internal mode $m=1$, density drop at ECRH and at the pulsed gas puffing are done in this paper. The results obtained on T-10 /4/, T-11 /5/, TM-4/6/, Tuman-3 /7/, PLT /3/, FT /6/, Alcator-A /9/ and on Alcator- C /10/ are analyzed. It is shown that the diffusion coefficient $D$ and the pinch velocity $v_p$ are determined by the formulas

$$D = \frac{\varpi}{n(r)} \approx \frac{\chi_e}{2 \div 3}, \quad v_p = \frac{\alpha_p}{R} \frac{E}{B_p},$$  (2)

where $\chi_e$ is the electron thermal conductivity coefficient, $\varpi = \text{const} (r)$, $\alpha_p = 50 - 70$. Within the core ($r < 0.2a$), the relationship (2) gives the pinch velocity close to the neoclassical one, $v_{\text{p, neoclassical}}$.

2. In the stationary case, the source of particles is practically absent in the core, and the particle balance equation, $\Gamma_D + \Gamma_p = 0$, allows to bind the ratio $\alpha_p / \varpi$ with the parameter $\gamma$ which characterizes a peak of the density profile, $n(r) = n(0) \left( 1 - \gamma (r/a)^2 \right)$. The results are given in Table I. The last two columns follow from the additional assumption, $\varpi = n \chi_e / (2 \div 3)$

<table>
<thead>
<tr>
<th>tokamak</th>
<th>$U$ (v)</th>
<th>$B(T)$</th>
<th>q (0)</th>
<th>$n_i(0)$ 10$^17$ cm$^{-3}$</th>
<th>$\gamma$</th>
<th>$10^{17} \frac{\alpha_p}{\varpi}$</th>
<th>$10^{17} \varpi$</th>
<th>$\alpha_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T - 10</td>
<td>1.5</td>
<td>3</td>
<td>1</td>
<td>5.5</td>
<td>1.3</td>
<td>150</td>
<td>0.4</td>
<td>60</td>
</tr>
<tr>
<td>TM-4</td>
<td>2.7</td>
<td>1.5</td>
<td>1.2</td>
<td>2.5</td>
<td>1.15</td>
<td>80</td>
<td>1.0</td>
<td>80</td>
</tr>
<tr>
<td>FT</td>
<td>1.9</td>
<td>7</td>
<td>1</td>
<td>76</td>
<td>1.75</td>
<td>20</td>
<td>2.4</td>
<td>50</td>
</tr>
<tr>
<td>PLT</td>
<td>1.5</td>
<td>2.5</td>
<td>1</td>
<td>2.6</td>
<td>1.2</td>
<td>90</td>
<td>0.8</td>
<td>70</td>
</tr>
</tbody>
</table>
3. In the process of saw-tooth oscillations, the density gradient within the mixing zone is usually low and $\Gamma_D \ll \Gamma_p$. As a result, the equation (1) includes only one uncertain parameter, $\alpha_p$, which can be found from the measured amplitude of density oscillations.

\[
\text{Table 2}
\]

<table>
<thead>
<tr>
<th>tokamak</th>
<th>$U$ (v)</th>
<th>B (T)</th>
<th>$n(0)$ ((10^4 \text{cm}^{-3}))</th>
<th>$r$ ((\text{ms}))</th>
<th>$\frac{n}{n_0}$ (%)</th>
<th>$\alpha_p$</th>
<th>$v_{p}^{\text{r=0.2a}}$</th>
<th>$v_{p}^{\text{rec}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T - 10</td>
<td>2.2</td>
<td>1.5</td>
<td>2.2</td>
<td>3.5</td>
<td>6</td>
<td>56</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>TM-4</td>
<td>3</td>
<td>2</td>
<td>4.5</td>
<td>0.6</td>
<td>11</td>
<td>70</td>
<td>140</td>
<td>140</td>
</tr>
<tr>
<td>Tuman-3</td>
<td>(I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.25</td>
<td>1.6</td>
<td>0.7</td>
<td>36</td>
<td>50</td>
<td>1000</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>(II)</td>
<td>2</td>
<td>0.4</td>
<td>1.8</td>
<td>0.8</td>
<td>23</td>
<td>50</td>
<td>500</td>
</tr>
</tbody>
</table>

If the mixing zone is great, $\Gamma_D \sim \Gamma_p$ and one will need to use (1). The density distributions along radius before and after mixing in the regime I are given in Fig.1 for the tokamak Tuman-3. The results of calculation are shown with a dashed trace ($\alpha_p = 50$, $\alpha = 1.5 \times 10^6 \text{cm}^{-1} \text{s}^{-1}$).

4. The density drop at ECRH was observed on ISX-B, T-10, TM-4, JET-2. In our model, it follows from a decrease in the pinch velocity, $v_p$, with a decrease in $E_\parallel$. The solid traces in Fig.2 show the experimental profiles, $n(r)$, for T-10. The calculated profiles are shown with the dashed traces. A good agreement is also obtained on TM-4.

5. During the gas puffing at the moments of time, when density profile is flat, one can find $\alpha_p$ knowing $\frac{\partial n(r=0)}{\partial t}$. The results of calculations are given in Table 3.

\[
\text{Table 3}
\]

<table>
<thead>
<tr>
<th>tokamak</th>
<th>$n(0)$ ((10^3 \text{cm}^{-3}))</th>
<th>$\frac{\partial n(0)}{\partial t}$ ((10^3 \text{cm}^{-3} \text{s}^{-1}))</th>
<th>$U$ (v)</th>
<th>B(T)</th>
<th>q(0)</th>
<th>$\alpha_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T - 10</td>
<td>2</td>
<td>12.5</td>
<td>2.2</td>
<td>1.5</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>T - 11</td>
<td>3</td>
<td>200</td>
<td>1.5</td>
<td>0.85</td>
<td>1</td>
<td>63</td>
</tr>
<tr>
<td>PLT</td>
<td>4</td>
<td>27</td>
<td>1.5</td>
<td>2.5</td>
<td>1</td>
<td>65</td>
</tr>
<tr>
<td>FT</td>
<td>32</td>
<td>320</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>64</td>
</tr>
<tr>
<td>Alcator-A</td>
<td>50</td>
<td>2000</td>
<td>2.2</td>
<td>8</td>
<td>1.5</td>
<td>75</td>
</tr>
<tr>
<td>Alcator-C</td>
<td>20</td>
<td>400</td>
<td>2.7</td>
<td>8</td>
<td>1</td>
<td>70</td>
</tr>
</tbody>
</table>

The experimental and calculated traces (dashed line) of the profiles $n(r)$ at the gas puffing in PLT are given in Fig.3. The values $v_p^\text{r}$ (2) and $v_p^{\text{PLT}}$ (r), which is an extremely overestimated pinch velocity accepted in the calculations $\beta_i$, are also given. The results of calculations for Alcator-A at $\alpha_p = 70$, $\alpha = 3.10^7 \text{cm}^{-1} \text{s}^{-1}$ are given in Fig.4. The experimental data are labelled with crosses. In the main volume of plasma, the source is small and the build-up is determined by pinching.
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Generalized ripple-banana transport in tokamak

P.N. Yushmanov
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A magnetic field in real tokamaks has no axial symmetry because of a discreteness of the magnetic system. Under these conditions, the losses due to axial asymmetry (ripple) in the toroidal magnetic field are added to the known neoclassical transport \( /1/ \). If the ripple, \( \delta = (B_{\text{max}} - B_{\text{min}})/(B_{\text{max}} + B_{\text{min}}) \), does not exceed 0.5%, a considerable part of these losses is produced by the banana particles trapped at the exterior torus outline. In the paper presented, the known results on the theory of ripple transport for the banana particles are summarized, new regimes are studied and a generalized expression for a flux, which describes each regime independently and smooth transition from one regime into another, is given.

In an ideal axially-symmetric tokamak, the banana orbits of particles are being precessed around the main axis of the torus, shifting around the toroidal angle

\[
\Delta \varphi = \frac{2\sqrt{2} \varphi K}{\nu} \left[ -\nu E + 2 \nu d \left( \frac{E}{K} - \frac{1}{2} \right) + 2 \frac{\nu}{\varphi} \frac{d \varphi}{d \nu} \left( \frac{E}{K} - \cos \frac{2 \theta}{2} \right) \right],
\]

for the full turn period \( T_0 \),

where \( E = E \left( \sin \frac{\nu}{2} \right), K = K \left( \sin \frac{\nu}{2} \right) \)

are the complete elliptic integrals; \( \nu E = c E_s/B \) and \( \nu d = \nu^2/2 \omega B R \) are the electrical drift velocity and the diamagnetic, respectively, \( \nu_0 \) is the poloidal angle at the reflection point of a banana trajectory. These particles after each reflection acquire a radial displacement, \( d \), due to noncompensated toroidal drift within the rippled magnetic field. For a not very high ripple, \( \delta \leq E/N \varphi \)

\( d \) is determined by the relationship \( /2/ \):

\[
d = \frac{S(\nu_0)}{\nu_0 (E)} \left( \frac{\nu}{\nu_0} \right)^2 \left( \frac{\nu_0 N}{\sin \nu_0} \right)^{1/2} \sin \left[ \nu_0 \varphi \pm \left( \frac{\varphi}{2} \right) \right] = d_0 \sin \nu, \]

where

\[
\Delta \varphi = \frac{2\sqrt{2} \varphi K}{\nu} \left[ -\nu E + 2 \nu d \left( \frac{E}{K} - \frac{1}{2} \right) + 2 \frac{\nu}{\varphi} \frac{d \varphi}{d \nu} \left( \frac{E}{K} - \cos \frac{2 \theta}{2} \right) \right],
\]

for the full turn period \( T_0 \),

where \( E = E \left( \sin \frac{\nu}{2} \right), K = K \left( \sin \frac{\nu}{2} \right) \)

are the complete elliptic integrals; \( \nu E = c E_s/B \) and \( \nu d = \nu^2/2 \omega B R \) are the electrical drift velocity and the diamagnetic, respectively, \( \nu_0 \) is the poloidal angle at the reflection point of a banana trajectory. These particles after each reflection acquire a radial displacement, \( d \), due to noncompensated toroidal drift within the rippled magnetic field. For a not very high ripple, \( \delta \leq E/N \varphi \)

\( d \) is determined by the relationship \( /2/ \):

\[
d = \frac{S(\nu_0)}{\nu_0 (E)} \left( \frac{\nu}{\nu_0} \right)^2 \left( \frac{\nu_0 N}{\sin \nu_0} \right)^{1/2} \sin \left[ \nu_0 \varphi \pm \left( \frac{\varphi}{2} \right) \right] = d_0 \sin \nu, \]

where
where, \( N \) is the number of the toroidal field coils, \( \varepsilon = 2 / R \) is the ratio of a minor radius to the major radius of the torus, \( q = d \phi / dz \) is the safety factor. A total displacement of a particle after a few consecutive reflections is a sum of displacements (2). The quantity \( \Delta \zeta = \sum \Delta = d_0 \sum \sin \zeta \) is noticeably dependent on a change in the displacement phase \( \zeta = N \phi \pm (N \phi \theta_0 - \pi / 4) \). An increment in \( \zeta \) for a time between reflections \( \tau \), is determined by different processes dependent on \( \Delta \phi \) and on \( d \). This corresponds to different transport regimes. In this case, classification of the ripple transport regimes for the banana particles and the processes in their nature are similar to the transport within the tandem mirror machines /3/.

At a relatively low energy of particles (for the installations with reactor parameters \( \omega \leq 10 \text{ keV} \)), the phase \( \zeta \) is changed mainly due to collisions. Under these conditions, a ripple-plateau regime is realized /2/. With an increase in the energy of particles, the role of collisions becomes insignificant and a toroidal precession becomes dominant. If \( \Delta \phi \leq 1 / N \), the banana-drift transport regime will be realized /4/; if \( \Delta \phi > 1 / N \), the resonance transport regime will take place /5/. When \( \omega \geq 1 \text{ MeV} \), a change in phase due to the radial displacement of the orbit, \( d_0 \), becomes the most important. In this case, a stochastic transport can emerge /6/. But, these regimes taken separately don't reproduce the whole process: at a change in the parameters, the ranges of energy, in which this or that regime is true, shift respective to each other and overlap each other. As a result, an intermediate regime is realized in a wide range of parameters, where a joint effect of collisions, toroidal precession and radial displacement of the banana orbits is important.

All these effects are taken into account when a drift kinetic equation is used to describe the ripple transport for the banana particles:

\[
\frac{\partial \phi}{\partial \tau} + \left( \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial d} + \frac{\partial \phi}{\partial \delta} \right) \frac{\partial \phi}{\partial \zeta} - S (f) = - \frac{\partial \phi}{\partial \zeta} , \tag{3}
\]
where, $F_0$ is the unperturbed distribution function, $f$ is the ripple addition, $\delta (v \cdot v_0) d\vec{v}_i / q R$ is the velocity of a drift provided by the ripple. Presence of the $\delta$-function in the expression for $\nu_\Sigma$ illustrates the fact that the displacement due to the ripples occurs only close to the reflection points. Solution to the equation (3) is easy to obtain, when a characteristic width of the distribution function is greater than the characteristic width of inhomogeneity in the right-hand side of the equation (3), $\Delta \Sigma \simeq 1 / N \rho$. In this case, the collision operator can be written in the $\Sigma$-approximation

$$ S \nu (f) = - \frac{2 \nu \nu_0^2 N^2 \alpha^2}{E^2 \nu^2 \sin^2 \nu_0} f = - \frac{f}{\Sigma_{\text{eff}}} $$

The equation (3) with the collision operator (4) is solved by integration over the trajectories and results in the following expression for particle and heat fluxes

$$ I = \frac{\mu \nu_0^2 N^2 \alpha^2}{2 \omega^2 m^3 \rho \epsilon^3} \int \frac{\delta (\nu_0)}{\delta (\nu)} \left[ \frac{1}{\nu} \right] \nu w^2 d\nu_0 dw $$

where

$$ I = \frac{I - e^{-4r}}{(I - e^{-2r})^2 + 4 e^{-2r} (\sin^2 N \Delta \varphi + 0.46 \alpha^2)} + \frac{1}{1 + \exp (6.9 - 5.5 \alpha)} $$

$$ \Gamma = \frac{8 \nu_0 ^2 \nu (\gamma) N^2 \alpha^2 \rho}{\epsilon^2 \nu_0 ^2 \sin^2 \nu_0} \left( E - \cos \frac{\varphi}{2} \right), \quad \alpha = N \rho \left( \frac{d\gamma}{\gamma} + \frac{g}{\epsilon} \right) $$

The expression (5) describes all the ripple transport regimes for the banana particles known previously as limiting cases: a ripple-plateau regime, when $\Gamma \gg 1$ (I=1), a banana-drift regime (I = $\Gamma / (r^2 + \nabla N \Delta \varphi^2)$) when $\alpha \ll 1, N \Delta \varphi \ll 1$, a stochastic regime (I=1), when $\alpha \gg 1$. An advantage of the expression (5), besides its versatility, is that the intermediate regimes (I=1, $N \Delta \varphi \sim 1$, $\alpha \sim \Gamma$) can be described with it.

A dependence of the ripple-banana heat conductivity coefficient, $\chi^{RB}$, on the temperature, obtained from (5) in assumption that $F_0$ is the maxwellian function, is given in the figure as an illustration. The solid traces show the
function \( \chi_{RB}(T) \) at \( E_t = 0 \). A shaded region shows possible changes in \( \chi_{RB} \) vs. the radial electric field in a range \( |E_t| \leq \frac{8T}{eK} \).

It has been assumed in calculations that \( W_T = W_p \), where \( W_T = m \omega_B^2 r^3 / 16 N^2 q^4 \), \( W_p = (8T)^{3/2} \mu(T) m \omega_B^2 q^3 R^{3/2} / 2^{3/2} \). A dashed trace in the figure shows the dependence of a ripple-plateau heat conductivity coefficient, \( \chi_{RP} \) on temperature \( T \):

\[
\chi_{RP} = 3 \sqrt{\frac{\pi}{2}} \left( \frac{T}{m} \right)^{3/2} \frac{N}{R} \frac{q^2}{\omega_B^2 \varepsilon^2} \frac{A}{2\pi} \int_0^{2\pi} \delta^2(\theta) d\theta,
\]

for comparison. It allows to link the relative units of the graph with the real values of heat conductivity.

Some words should be said about the validity of the assumption \( \Delta \theta > 1 / N_q \) used in derivation of the equation (5). The detailed analysis, which has been omitted in this paper, shows that this assumption is true, when \( \delta \geq \varepsilon / (N_q)^{1/2} \). When this inequality is violated, \( \chi \) in the expression (5) should be substituted by \( \chi / (1 + \varepsilon / \delta (N_q)^{1/2}) \).
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A local toroidal divertor, in difference from the poloidal one, produces a strong perturbation of the toroidal magnetic field. This perturbation results in the strong violation of the axial symmetry of the system and consecutively in the additional losses of particles and heat. These losses can also be named the ripple ones, similar to the losses provided by periodic perturbations of the toroidal field.

A preliminary study of the ripple losses in tokamaks with local divertor can be carried out using the known results from the ripple transport theory for the installations with periodic perturbations of the toroidal field. The ripple losses in such installations are produced by two groups of particles: first, by banana particles trapped at the exterior torus outline, second, by the particles trapped within the local traps in the regions of decreased toroidal field. The flux of banana particles is found to be proportional to $\delta^2$ [4], where $\delta=(B_{\text{max}}-B_{\text{min}})/(B_{\text{max}}+B_{\text{min}})$ is the ripple depth. A radial flux of locally-trapped particles rises much faster as $\delta^{3/2}$ [2] and at $\delta > 1\%$ exceeds the flux of banana particles. Therefore, in the installations with local divertor, where magnetic field perturbations are great, one can expect the dominance of losses provided by the locally-trapped particles.

Besides these two groups of particles discussed, a contribution into the ripple transport within the installations with local divertor can be done by untrapped particles. It is due to the fact that a strong localized perturbation in the toroidal field can result in a destruction of magnetic surfaces [3]. In this paper, the magnetic surfaces are assumed to be undisturbed in the plasma column bulk and therefore the ripple losses produced by untrapped particles are small.
Let's consider the losses of particles captured in local mirrors within the regions of decreased toroidal magnetic field. A typical picture of the contour lines of magnetic mirror depth \( \Delta (r, z) \) \( (\Delta = 1 - \frac{B_{\text{min}}}{B_{\text{max}}}) \), where \( B_{\text{min}} \) and \( B_{\text{max}} \) are the local values of \( B_{\text{min}} \) and \( B_{\text{max}} \) along the field line) produced by a local divertor is given in Fig.1. The depth, \( \Delta \), rapidly rises at the approach to the external edge of the chamber and slowly decays with a distance from the horizontal plane of symmetry. At such a dependence of \( \Delta (r, z) \), the locally-trapped particles of high energies can drift to the wall of the chamber directly from the plasma column core. Therefore, the toroidal field perturbation produced by a local divertor is much dangerous than the perturbation produced by a magnetic system discreteness.

One can use a kinetic equation averaged over fast oscillations between the magnetic mirrors for a qualitative analysis of the losses of locally-trapped high energy particles [2]:

\[
\frac{\partial f}{\partial z} = \frac{\partial (\chi)}{\partial x} \left( \frac{\partial f}{\partial x} \right),
\]

where \( \chi = \frac{\delta R}{\delta x} \) is the longitudinal adiabatic invariant, \( \chi = 1 - \frac{\mu}{\omega} \frac{B_{\text{min}}}{B_{\text{max}}} \), \( \nu_d = \frac{\omega}{m \omega_b} \) is the drift velocity, \( \mu \) is the magnetic moment, \( \omega \) is the energy of particles. The left-hand side of the equation describes the motion along the drift trajectories which are straight vertical lines for high-energy particles. The right-hand side of the equation (1) describes a change in the distribution function due to collisions. In this case, the operator of collisions includes only the terms describing the angular scattering. An area where the locally-trapped particles present is the strip, \( 0 < \chi < \Delta \). On the right boundary, \( \chi = \Delta \), the distribution of locally-trapped particles continuously makes a transition into the banana particle distribution \( f(\chi, z)_{\chi=\Delta} = f_o(z) \), which is considered to be preset. No additional conditions for the left boundary are needed because \( \frac{\partial f}{\partial x} |_{x=0} = 0 \).
A flux $\Gamma$ integrated over the field line (i.e. over all the trapped particles) is determined by an equality \[2\]
\[
\Gamma = 2\pi \sum \int dl \int \frac{d\omega}{m^2} \int \frac{d\mu}{\omega n(x)} \int \frac{2\omega}{\dot{\mu}} \int d\chi.
\]
Using the equation (1), this relationship can be rearranged as
\[
\Gamma = \frac{2\pi}{m} \int d\omega \left[ \frac{\partial f}{\partial \chi} \right]_{\chi=\Delta} \int d\chi = \int G(\omega) \tilde{\nu} \tilde{w} d\omega,
\]
where $G(\omega)$ is the flux of particles with the energy $\omega$.

From (2), one can see that it is sufficient only to know $\partial f/\partial \chi$ on the right boundary, $\chi=\Delta$ for determining the flux of locally-trapped particles. It can be found, when one does not solve the equation (1) completely.

Let's consider first the simplest case $\Delta (z) = \text{const}$, corresponding to the vertical lines of a level $\Delta (R, z)$.

In this case, using the results from [4], one has
\[
\frac{\partial^2 f}{\partial \chi^2} |_{\chi=\Delta} = \frac{1}{\Delta} \int \frac{\partial f}{\partial \chi} M \left( \frac{\gamma(\nu)}{\Delta \nu \gamma} d\chi \right) d\chi,
\]
where $M(x) = \sum \exp (-\frac{\pi}{4} x)$, $z_k$ is the $k$th zero of the Bessel's function, $J_0$. The relationships (2), (3) give an analytical expression for the flux of locally-trapped ions, which can be used for determining the quantity, $G(\omega)$ in the whole range of energies.

The flux $G$ calculated in this way, later designated as $G_{\text{con}}$ (i.e. at $\Delta = \text{const}$), will be a reference for comparison with the calculated fluxes with real profiles, $\Delta (R, z)$ . We don't study the behaviour of $G_{\text{con}}$ in detail. Let's consider only a qualitative dependence of $G_{\text{con}}$ on energy. At the comparatively low energies, $(\nu(\omega) z \gg \Delta \tilde{\nu}^2)$, the function $M(x)$ can be considered as $\delta$-function that leads to the known result [5], $G_{\text{con}} \sim \tilde{\nu}^2 / \nu \sim \omega^{-1/2}$ . At the limit of high energies, $(\nu(\omega) z \ll \Delta \tilde{\nu}^2)$, the argument of the function $M$ is small, and it can be substituted by the approximate quantity $M(x) = 1 / \sqrt{\pi x}$ . After substituting such $M(x)$ into the relationships (3) and (2), one obtains $G_{\text{con}} \sim \tilde{\nu}^2 \tilde{\nu}^2 \sim \omega^{-1/4}$ . From this estimation, one
can see that at high energies (at thermonuclear parameters $\omega \gg 30\text{keV}$), the losses of locally-trapped particles are stabilized and even slightly decrease.

At $\Delta(z) \neq \text{const}$, the derivative $\partial f / \partial \chi$ on the boundary, $\chi = \Delta$, will be found, if one reduces the equation (1) to the integral equation

$$\int_0^z \exp \left( - \frac{\Delta(t) + \Delta(z)}{\xi - \zeta} \right) I_0 \left( \frac{2 \sqrt{\Delta(t) \Delta(z)}}{\xi - \zeta} \right) \frac{\partial f}{\partial \chi} \, d\zeta =$$

$$= \frac{f_0}{2} + \int_0^z \exp \left( - \frac{\Delta(t) + \Delta(z)}{\xi - \zeta} \right) \left[ - \frac{1}{\xi - \zeta} \frac{\partial}{\partial \zeta} I_0 + \frac{\Delta(t)}{(\xi - \zeta)^2} \frac{\partial}{\partial \zeta} \left( \sqrt{\frac{\Delta(t)}{\Delta(z)}} I_L - I_0 \right) \right] f_0(t) \, d\zeta,$$

where $I_0, I_1$ are the McDonald functions, $\zeta = \int_0^z \sqrt{1 - x^2} \, dx$. The equation (4) is solved with the computer. A dependence of $G / G_{\text{con}}$ on energy for typical distributions, $\Delta$, corresponding to Fig.1 is shown in Fig. 2. When $\omega > \omega_a$ ($\omega_a$ is found from the condition $v(\omega_a) \Delta = v_s'(\omega_a) \Delta$), the ratio $G / G_{\text{con}}$ starts to decrease rapidly. Taking into account that the quantity $G_{\text{con}}$ slightly decreases with a rise in $\omega$ in this range of parameters, one can make a conclusion about satisfactory confinement of locally-trapped high energy particles in tokamaks with local divertor. A decrease in $\Delta$ along the drift trajectories is the most important factor for the confinement of particles. This mechanism is effective when $\Delta \leq$ at the upper end of the trajectory is 2-3 times less than $\Delta_s$ on the horizontal plane of symmetry.
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IS MOTION OF CHARGED PARTICLE IN MIRROR OF TRUE MARKOVIAN NATURE?
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Abstract

Standard mapping of Chirikov arises in a number of dynamical processes, one of it being the motion of charged particles in the adiabatic trap. One characteristic of this mapping is that even in the so-called stochastic limit and large number of iterations there is always some finite correlation between the initial and final states [1]. This is reflected in the fact that when diffusion coefficient is calculated from this map, it diverges as \( t \rightarrow \infty \) [2]. To remove this divergence, then extra stochasticity has to be introduced by hand [3]. All this has led to the widespread belief that dynamical phenomenon governed by the standard map are not truly stochastic by themselves. True stochasticity here would mean the Markovian stochasticity. In this paper with the help of the ensemble viewpoint introduced by Varma [4], we have shown that atleast one phenomenon governed by the standard map i.e. the motion of charged particle in the mirror trap is a true Markovian process. In the ensemble viewpoint the probability density \( F(x,t) \) (\( x \) is the coordinate along the field line) is expressed as

\[
\overline{\psi}(x,t) = \sum_{n=-\infty}^{\infty} | \psi_n(x,t) |^2
\]

where \( \psi_n(x,t) \) is the wave function in the \( n^{th} \) ensemble mode. Each of the \( \psi_n(x,t) \) obey an one-dimensional (along \( x \)) Schrodinger-like equation where the role of \( \hbar \) is played by \( \mu_0/\eta \), \( \mu_0 \) being the initial value of the magnetic moment. From this we obtain temporal transformation
equation for the joint probability function \( f(x, p_x, t) \) (\( p_x \)
is the momentum conjugate to \( x \)) of the form

\[
f(x_1, p_{x_1}, t) = \int \int \int k \left[ x_1, p_{x_1}, x_0, p_{x_0}, t_1 - t_0 \right] f(x_0, p_{x_0}, t_0)
\]

Then we have shown that as long as the jumps in \( \mathcal{M} \), whenever the particle crosses the mid-plane, are finite \( K \) obeys Chapman Kolmogorov's equation thereby indicating the Markovian nature of the process. If the jumps in \( \mathcal{M} \) i.e. \( \Delta \mathcal{M} \rightarrow 0 \), the \( K \rightarrow \delta(\Delta x_i - \Delta x_j) \delta(\Delta p_{x_i} - \Delta p_{x_j}) \)
which signifies the deterministic character. This agrees with the conclusion of the symbolic dynamics [5] wherein many dynamical systems a discrete chain is Markovian while a continuous chain is deterministic.
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Coulomb Scattering Between Maxwellian Plasma and Monoenergetical Beam
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Introduction

Recent publications on advanced fuels have shown that an energy multiplication factor $Q>1$ may not be feasible for fusion plasmas in thermal equilibrium /1/. This rises the interest in an analysis of the non-Maxwellian tail caused by an injected beam which may enhance the fuel reactivity and hence the power density.

We have developed an analytical method to calculate the non-Maxwellian peak of the velocity distribution due to injection. As a first approach, one species of fuel ions is considered. The use of toroidal coordinates in velocity space enabled us to apply expansion techniques yielding a first order Fokker Planck equation.

The convergence problems appearing in previous publications /2/ do not occur here because we choose the evaluation point exactly at the support of the source beam.

This theory can also be applied to beam injection in tokamaks. The advantage of analytical calculations versus numerical computation is that trends can be interpreted from formulae rather than from point results.

Definition of the Problem, Assumptions

We assume (i) quasi stationarity, (ii) one species of particles, (iii) homogeneous, infinitely extended background plasma (temperature $T$, density $n$), (iv) trapped beam particles are monoenergetical and move perpendicular to the magnetic field lines; the ionisation density is taken to be constant in configuration space. Therefore the source is:

$$ S(v) = (S_0/4\pi v_o^2) \delta(v-v_o) \delta(\cos\theta), \quad \theta=\phi(v_o, B) $$

We are interested in the shape of the distribution function in the neighbourhood of the injection circle defined by

$$ v = v_o \quad \text{and} \quad \theta = \pi/2 $$

Mathematical Formulation

The equation describing the scattering process owing to weak classical Coulomb collisions is the Fokker-Planck-equation:

$$ L(f) = 0 = 4\pi f^2 + (1/2)(\partial^2 f/\partial v_i \partial v_i) \cdot (\partial^2 g/\partial v_i \partial v_i) + S(v), $$
where the Liouville operator $L \{f \}$ has been set equal to zero, according to the assumptions given above. $S(v)$ is the source originating from a monoenergetical beam, eq. (1), and the loss region is usually taken into account by boundary conditions /3,4/.

A common way to find the velocity distribution is to expand it in a series of Legendre polynomials. This has been done by Corder/2/, but "the series expansion converges slowly for velocities in the region of $v_0$ and the series has to be evaluated numerically". Our alternate approach is to transform the Fokker Planck scattering operator into natural toroidal coordinates:

$$v_r = v_o / \sqrt{v_o^2 + u^2 - u \cos(\omega)}$$

$$v_z = v_o u \sin(\omega) / \sqrt{v_o^2 + u^2 - u \cos(\omega)}$$

in such a manner that the injection circle, eq. (2), is enclosed by the torus surface for any $u > 0$ (Fig. 1). This will allow us to expand the Fokker Planck scattering term (3) in powers of $(u/v_o)$ around the injection circle (2).

Fig. 1, Natural toroidal coordinates

Starting from eq. (3) the steps that have to be performed are:

1. linearization of eq. (3) ($f_M = $ Maxwellian background): $f(v) = f_M(v) + \delta f(v)$; $g(v) = g_M(v) + \delta g(v)$

2. transformation into natural toroidal coordinates (see 4)

3. the resulting equation is expanded in powers of $u$ and truncated after the first nonvanishing coefficient of $u$

The result is the following equation, with $\xi = u/v_o$

$$-(\delta \rho / 2 \pi^2 \Gamma) \delta' (\xi) = \{ (-3/2) g' + (1/2)(1 + \cos 2\omega) v_o g'' \} \delta f \xi + \delta f \xi$$

$$\{2 \sin 2\omega \cdot g' - \sin 2\omega \cdot v_o g'' \} (1/\xi) \delta f \xi + \{ g' + (1 - \cos 2\omega) v_o g'' / 2 \} (1/\xi^2) \delta f \omega$$

which is Eulerian in respect to $u$.

ANALYTICAL SOLUTION

Fourier transformation of the angular part leads to an infinite system of coupled differential equations; we find for $n=0$: 
\[-(S_o/\pi^2 \Gamma) \delta'(\xi) = (-3a+b) \delta f''_0 + 1/2b \delta f''_2 + (4a+b)(1/\xi) \delta f'_0 + (4a+3/2b)(1/\xi) \delta f'_2 + (2a+4b)(1/\xi^2) \delta f_2 \]

where \(a = g'(v_o)\) and \(b = v_o g''(v_o)\). For \(n = 1, 2, 3 \ldots\), we get only homogeneous equations. According to the theory of complex functions we expect a general solution of the form

\[\delta f_n(\xi) = A_n \xi^{\alpha_n} \log(\xi) + B_n \xi^{\beta_n}\]

To obtain the first derivative of the delta function we use the pseudofunction \(\text{Pf}\) as defined by L. Schwartz /6/, chapter 2; it can be shown that

\[-\text{Pf}(x^{-2}) - \delta'(x) = d/dx \text{Pf}(x^{-1}) = d^2/dx^2 \text{Pf}(\log(x))\]

In eq. (9) the representation by a second derivative was chosen in view of eq. (7) which is of second order in \(\xi\). This suggests

\[\delta f_o(\xi) = A \log(\xi)\]

By use of eq. (9) we can determine the constant \(A\) in ansatz (10) by comparison of the coefficients in eq. (7):

\[A = -S_o/(\pi^2 \Gamma(3g'(v_o) - v_o g''(v_o))\]

The functions \(\delta f_n\), \(n > 0\), eq. (8), turn out to be constants: \(B_n\) and \(B_{2n+1}\) are zero. As a result for \(\delta f\) we find in the limit \(\xi \to 0:\)

\[\delta f(\xi, \omega) = \sum_{k=0}^{\infty} \delta f_k(\xi) \cos(\omega k) = A \log(\xi) + \sum_{k=1}^{\infty} B_{2k} \cos(2\omega k)\]

where \(A\) is given by eq. (11) and the infinite sum is a periodic function of \(\omega, V(\omega)\). Transforming the variables \(\xi, \omega\) into cylindrical coordinate and adding the Maxwellian \(f_M\) to \(\delta f\), we get the overall distribution function \((v^2 = v_r^2 + v_z^2):\)

\[f(v_r, v_z) d^3v = (\delta f + f_M) v_r dv_r v_z dv_z d\phi = \]

\[= \{Q_o/(4\pi^2 e^b/m^2) \text{ln} A \cdot n F(mv_o^2/2kT) \{1+1/\xi+V(\omega)\} \text{e}^{-1-\xi}\]

\[+ n \cdot (mv_o^2/2\pi kT)^{3/2} \text{exp} (-mv^2/2kT) \{v_r/v_o\} d(v_r/v_o) d(v_z/v_o) d\phi \]

where \(F(x) = 3-(7/2)x \cdot \phi(x) + 3x \cdot \phi'(x);\) \(\phi(x) = \text{error function},\)

\[\xi = (1/v_r v_o) \sqrt{(v_r + v_o)^2 + v_z^2} \{v_r v_z - (v_r^2 + v_z^2)\} \]

The Heaviside step function is added in eq. (13) because our formalism is valid only for small \(\xi\), say \(\xi < 1\). Regarding the \(\delta f < f - M\) assumption we have shown that for \(S_o\)-values satisfying

\[S_o \geq 90^\circ/n < 0.05 \cdot (2kT/mv_o^2)^{3/2},\]

the density of the non-Maxwellian part is less than 10% of the total. Results for typical fusion plasmas are shown in Fig. 2.
CONCLUSION

For a deuterium plasma at a temperature $kT = 100$ keV and a density $n = 10^{14}$ particles per cm$^3$ the density of the non-Maxwellian part is less than 10% of the total even if the power density of the beam (energy per injected deuteron = 150 keV) is equal to the fusion power density of the plasma. Therefore our formalism is applicable to fusion plasmas.

From our one-species model the results show that the non-Maxwellian peak is relatively large if
a) the charge/mass ratio is low
b) the injection energy is high compared to the average energy of the background.

Quantitative results can be easily obtained from numerical evaluation of eq. (13). Also the mathematical method developed here allows a straightforward extension to several particle species and the explicit inclusion of a loss cone.
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SOME EFFECTS OF FINITE PLASMA PRESSURE IN THE ADVANCED STELLARATOR WENDELMESTEIN VII-AS
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ABSTRACT: Modifications of the W VII-AS vacuum fields by a finite plasma pressure are studied numerically. For the parameter range investigated critical or deleterious effects are absent.

INTRODUCTION.

Experiments in the forthcoming "Advanced Stellarator" WENDELMESTEIN VII-AS aim at attaining the long mean-free-path regime at substantial densities. Among the essential properties of W VII-AS are the reduction of the PFIR suburban currents and of the collisional diffusion. Therefore the question arises whether these properties are maintained also in the finite $\beta$-equilibrium. In this paper we study modifications of the magnetic topology of W VII-AS by a finite plasma pressure, as well as associated effects on its confinement. This is done using three numerical codes:

- the CHODURA-SCHLÜTER code /1/ which calculates magnetic field and pressure distributions in a fixed spatial grid,
- the GOURDON field tracing code /2/, yielding also essential magnetic field properties,
- the LOTZ code /3/, from which a particle diffusion coefficient is obtained by MONTE-CARLO technique.

SHAFFRANOV SHIFT.

The SHAFFRANOV shift is evaluated for the standard configuration /4/ of W VII-AS, and for a superimposed vertical field. In the CHODURA-SCHLÜTER code a radial pressure distribution $p(x) \sim \beta(x) \cdot f(x)$ is used, with peak value $\beta(0)$, and an initial radial profile $f(x)$ being characterized by an integer NEXP = 4 or 2 (steep or flat profile, resp.). The fixed spatial grid is centered at $R = 206$ cm, the average major radius of the W VII-AS vacuum magnetic axis. The grid is of rectangular cross section and comprises 22 or 36 points in each of the three dimensions, (toroidal = one field period). The coarse grid (22) allows a useful aspect ratio of $\sim 16$. The initial vacuum field is from the actual W VII-AS coil geometry. The accuracy of this grid is sufficient to study the shift $\Delta$ of the magnetic axis, see Fig. 1, left part, normalized by the minor plasma radius $a = 0.2$ m. At $\beta(0) = 5.3 \%$, $\Delta/a = 0.36$ and 0.23 are obtained at the toroidal positions 0 and 1/2 field periods ($\Delta$ and 0 , resp.). A flat pressure distribution yields a slightly lower shift. A superimposed vertical field $B_t/B_0 = 1 \%$ introduces an inward (negative) shift of the vacuum configuration. This shift is balanced by $\beta(0) = 3.3 \%$, (lower curve); at $\beta(0) = 9 \%$ the average shift $\Delta/a \approx 0.2 \%$. At elevated $\beta$-values both curves tend towards a saturation. The SHAFFRANOV shift in W VII-AS is reduced by a factor of $\approx$ two compared with a conventional $L = 2$ stellarator.
**Fig. 1** SHAFRANOV shift in W VII-AS for the "standard configuration" as well as for $B_z / B_t = 1\%$ (grid 22), and magnetic surfaces at $\beta (o) = 0\%$ and $3.3\%$ (grid 36).

**Fig. 2** Radial profiles for various properties of the W VII-AS topology, at $\beta (o) = 0, 3.3, \text{ and } 5.6\%$. 
MAGNETIC SURFACES AND THEIR PROPERTIES.

Magnetic surfaces (Fig. 1, right part) and their properties are obtained at a fine grid with 36 points. The full aspect ratio $A \approx 10$ of W VII-AS is attained by first computing a set of DOMMASCHK-potentials /5/ using an appropriate magnetic surface of the original W VII-AS configuration. Thus the influence of large fields close to the W VII-AS coils is avoided, by virtue of the smoother behaviour of the DOMMASCHK fields. At $\beta(0) = 3.3\%$ the SHAFRANOV shift thus obtained is $\approx 15\%$ less than the value of Fig. 1, and the magnetic surfaces are "reasonably" smooth.

For $\beta(0) = 0, 3.3$ and $5.6\%$, Fig. 2 shows properties of the magnetic surfaces as radial profiles. Increasingly with $\beta(0)$, and close to the magnetic axis, the rotational transform ("twist") $t$ is found to be reduced, as compared to the vacuum field. This drop appears to be compensated by an associated outer overshoot. At $r > 0.1$ m the values agree within $2\%$ of $t$. The rational 5/13 is avoided at the edge. The influence of the grid structure on the scatter of the curves is unknown. The profiles of $j_d/\beta$ are smooth and show a substantial deepening of the magnetic well, for $r < 0.1$ m. Within this range some reduction is seen, of the maximum values of $j_r / j_d$ (parallel and perpendicular diamagnetic current density, resp.), as well as of $\Delta^2 / \bar{\gamma}$ ($\Delta^2$ = average offset of drift surfaces for passing particles with LARMOR-radius $\bar{\gamma}$).

DIFFUSION COEFFICIENT.

Fig. 3 shows the particle diffusion coefficient obtained by the LOTZ code in the absence of an electric field. The guiding center motion of 64 particles, starting at random from the magnetic surface with aspect ratio $A = 50$, is followed numerically. The energy is constant. For $0.3 < \gamma t / R < 300$ small-angle collisions are simulated by random changes of the velocity direction. At constant collision length $\gamma$, the diffusion coefficient $D$ is evaluated from the average offset $\sqrt{x^2+y^2}$ of the particles, attained after the total time $T$ of the chosen number of collisions. For $\beta(0) = 0$ and $5.5\%$ the results coincide for $\gamma t / R < 30$. The values are reduced by identical factors in comparison to $D_{PS}$, the plateau and PFIRSCH-SCHLÜTER coefficients, see also /6/, for vacuum fields. A diffusion coefficient at finite $\beta(0)$ and a low aspect ratio remains to be evaluated.

SUMMARY AND CONCLUSION.

As expected, a finite plasma pressure with a steep profile at $\beta(0) < 5\%$ modifies the vacuum magnetic fields of W VII-AS only in the vicinity of the magnetic axis. There the magnetic well is deepened, and the maxima of $j_r / j_d$ are favourably reduced. On the other hand, the particle diffusion coefficient appears to be less influenced. So far, it remains open, whether its slight increase at large values of $\gamma t / R$ is due to some numerical effects or is caused by the plasma pressure. For $\beta(0) \approx 3\%$, as expected in the experiments in W VII-AS, no essential change of the optimized properties due to a finite plasma pressure is found in the present study.
Fig. 3 Diffusion coefficient normalized to the plateau value for $\beta(0) = 0$ and 5.5%, at an aspect ratio of $A = 50$ in W VII-AS.
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TWO-DIMENSIONAL COMPUTER MODELLING OF JET AS A SPECIFIC EXAMPLE OF D-SHAPED TOKAMAK PLASMAS
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1. INTRODUCTION

The axisymmetry of the Tokamak plasma allows a two-dimensional description which is based on a 1d-transport code and a semifree boundary equilibrium solver. The modules for additional heating and for defining the plasma aperture are coupled with the plasma module via the loss and sink terms and with the equilibrium module via the flux surface geometry.

Advancing the plasma parameters and the effective poloidal field with respect to a fixed flux surface geometry, and updating the plasma equilibrium with the q-profile and the pressure-profile, both obtained from the plasma module, leads to a selfconsistent description of Tokamak discharges.

2. EQUILIBRIUM

The poloidal and the toroidal components of the plasma current interact with the poloidal and toroidal field maintained by the plasma current itself and by the outer coils. This interaction provides the plasma equilibrium /1,2/ the time evolution of which emanates from the "q diffusion" /3,4/ and the time dependence of the plasma pressure.

The magnetostatic equations can be combined to a partial differential equation, the Grad-Shafranov equation ("PDE") /2/ for the spatial dependence of the poloidal flux function in two dimensions.

A consequence of the PDE is the ordinary differential equation ("ODE") /1,2/ for the flux profile \( \psi(V) \). The solution method iterates between the PDE determining the geometry and the ODE providing the flux profile.

The time evolution of the poloidal flux function with respect to a fixed flux surface geometry, is described by a one dimensional diffusion equation, the coefficients of which depend on the toroidal flux function and the flux surface geometry /3/.

In order to center the plasma and to maintain its shape, the currents in the poloidal field coils have to be controlled during the plasma's evolution. An arbitrary plasma shape can in principle only be achieved by dense coil fence rather than by discrete coils /5/. The fence's current density, which yields the coil currents approximately, can be computed from the condition that the flux function vanishes at the plasma boundary /5/.

3. PLASMA ENERGETICS AND CHARGED PARTICLE INVENTORY

The time evolution of the electron and ion temperatures depends essentially on the power and the distribution of the energy sources, as Ohmic, neutral injection or high frequency heating, and on the energy losses effected by conduction, convection, line radiation, brems-radiation, charge exchange, ionization and recombination. The particle source and loss mechanisms which determine the particle inventory, are the diffusion perpendicular to the magnetic field, the inward flow, the recycling and the deposition by neutral injection. Accounting for the processes mentioned above and for a time
independent flux surface geometry one arrives at transport equations /3/ for the particle densities and the electron and ion temperatures $T_e, T_i$ of multispecies plasma, including protons, deuterons, tritons, $\alpha$-particles, a light impurity species (e.g. oxygen) and a heavy impurity species (e.g. iron).

The particle flux densities and energy flux densities in these equations account for diffusion, an inward flow /7/, conduction and convection. Neo-classical fluxes are neglected throughout. A simple empirical model is chosen /3/ for the transport coefficients.

The radiative cooling rates are obtained from the tables of Jensen et al. /8/. The evolution of the flux surface geometry implies an adiabatic transformation of the plasma parameters after each updating of the equilibria data.

4. NEUTRAL PARTICLES

In this approach the source terms due to the neutral gas influx are computed by means of the SPUDNUT code /8/ using a hydrogen plasma with an average atomic mass as background and assuming 100 % recycling. At selected time points, however, the neutral gas parameters (density and kinetic temperature) are computed by the two-dimensional Monte-Carlo code NAURORA /9/ resorting to effective variance reduction techniques and a superposition of the track-length- and collision estimator. Comparison of the source terms obtained by NAURORA and those by SPUDNUT shows agreement thus justifying the combination of SPUDNUT and NAURORA.

RESULTS

The calculations are based on JET data /10/: initial mean deuton density $n_D = 2.2 \times 10^{13}/cm^3$, initial mean triton density $n_T = 2.2 \times 10^{13}/cm^3$, plasma current $I_p = 4.80$ MA, toroidal field $B_t = 30$ kG, ICRH power $P_I = 20$ MW, beam power $P_b = 17.25$ MW, beam energy $E_b = 160$ keV, effective minor radius $a = 1.65$ m, major radius $R_o = 2.98$ m, ellipticity $\varepsilon = 1.77$ and D-shapeness $d = 1.68$.

The ICRH and beam turn on times are $t_I = 1$ sec and $t_b = 0$, respectively.

The beam geometry is determined by the beam divergence $d = 0.7^\circ$, the horizontal focal length $f_H = 10$ m, vertical focal length $f_V = 14$ m, the beam line length $b_L = 7.91$ m, bucket width $W = 0.18$ m, bucket height $H = 0.45$ m, pivot radius $r_p = 1.71$ m, beam tangency radius $R_t = 1.33$ m.

Neglecting impurities, a maximum ion and electron temperature $T_i(0) = 19$ keV, $T_e(0) = 16$ keV and a maximum Shafranov shift $d_s = 46$ cm are obtained at the end of the discharge ($t = 5$ sec).

Accounting for 2 % oxygen and for iron due to charge exchange sputtering the corresponding values are $T_i(0) = 11$ keV (Fig. 1), $T_e(0) = 9.8$ keV, and $d_s = 23$ cm, thus showing the importance of clean plasma conditions. The two-dimensional distribution of the toroidal current density (Fig. 2) has its maximum value $j_{max} = 0.11$ kA/cm$^2$ at $R = 3.6$ m, where the pressure gradient has its maximum in absolute value. The time evolution of the coil currents (Fig. 3)
Fig. 1
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Fig. 4
is characterized by increase of the current $I_4$ in the outermost coil and a decrease of the current $I_3$ in the innermost coil due to the rising pressure. The coil fence, which the calculations are based on, is assumed to have the distance $d = 1$ m from the plasma edge. This reproduces the radial positions of the coils only roughly. Fig. 4 displays the time evolution of the stability quantities $D_M$ and $D_I$ calculated for the flux surface $\psi = 0.2 \psi_{\text{min}}/11/$. The stability criteria advanced by Mercier and Glasser require $D_M < 0$ $D_I < 0$; this is fulfilled during the 5 sec pulse duration investigated, except at $t \approx 0$ where $D_I$ is slightly positive due to the high resistivity.
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FIGURE CAPTIONS

Fig. 1  Time evolution of the ion temperature
Fig. 2  Distribution of the toroidal current density
Fig. 3  Time evolution of the coil currents
Fig. 4  Time evolution of the Mercier- and Glasser-quantity
TRANSPORT MODELLING OF NEUTRAL BEAM HEATED L AND H DISCHARGES IN ASDEX

Max-Planck-Institut für Plasmaphysik, EURATOM-Association, D-8046 Garching

Abstract. Local transport of divertor plasmas in the L and H regimes is analyzed by a prediction code. In the L regime two types of discharges with different local confinement are distinguished and studied. It is found that the observed decrease of the characteristic confinement time \( \tau_E \) with increasing neutral injection power is due to an enhancement of the electron heat diffusivity. In L discharges with \( B_p \ll I \) there are indications that transport results from drift-wave turbulence, while for \( B_p \gg I \) pressure-driven modes could be involved. With \( I_p = 300 \) and \( 280 \) kA transport in the H phase is characterized by flat \( \chi_e \approx 2 \) to \( 3 \times 10^4 \) cm\(^2\)s\(^{-1}\), \( D = 0.2 \chi_e \) and neoclassical \( \chi_i \). The observed improvement of \( \tau_E \) and \( \tau_P \) compared with the L phase is due to a reduction of \( \chi_e \) and \( \chi_i \) by a factor of two in the whole plasma. The diffusivities \( \chi_e \) and \( D \) in L and H discharges do not depend on density and decrease with increasing plasma current.

Introduction. As in divertor discharges in ASDEX very clean plasmas have been achieved with ohmic (OH) and neutral injection (NI) heating /1/, they are particularly suitable for studying particle and energy transport. With neutral-beam injection two types of discharges with different confinement behaviour denoted as L (low \( B_p \)) and H (high \( B_p \)) have been found in ASDEX /2/. Local transport analysis is preferable to the study of global confinement times, since it is more selective with respect to the type of theory to be adopted. Thus, our main objectives are to investigate local transport in the L and H regimes and to find the scaling laws of the diffusion coefficient \( D \) and of the thermal diffusivities of electrons and ions \( \chi_e \) and \( \chi_i \). The computer simulations are carried out with modified versions (BALDI09R) /3/ of the BALDUR prediction transport code.

Local transport in L discharges. Extensive studies of L discharges have shown that larger \( \chi_e \) values are obtained by reducing the plasma current \( (I_p) \) and by increasing the beam power \( (P_{NI}) \). Local transport is found to change from flat \( \chi_e(r) \) and \( D = 0.2 \chi_e \) (LI type) to steep \( \chi_e(r) \) and flat \( D(r) \) (LII type), if \( \chi_e \) is raised above a value of about \( 5 \times 10^4 \) cm\(^2\)s\(^{-1}\).

---
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The results obtained in an earlier work /3/ (LI type) have been confirmed by a series of L discharges with $I_p = 380$ kA, $B_t = 1.9$ T and $n_e = 2.7 \times 10^{13}$ cm$^{-3}$, in which $P_{NI}$ was scanned. Hydrogen is injected tangentially into a deuterium target with co-beam power $P_{NI}$ between 0.3 and 2.5 MW. Compared with OH plasmas there is a change in scaling, which suggests that a different transport mechanism is present with NI /3/. The enhanced diffusivities with NI appear and disappear with time delays relative to the beginning and end of NI and are found to be correlated with $\eta_e = d \ln T_e / d \ln n_e$, which is an important parameter for collisionless drift instabilities.

In both the ohmic and L phases the velocity of the anomalous inward flux $v_{in} = 245 r/r_w$ cm$^{-1}/$s with wall radius $r_w = 49$ cm and without Ware pinch is consistent with the experimental data. Good agreement with measured $n_e(r)$, $T_e(r)$, $T_i(o,t)$, $\tau_e$ and $\beta_i(t)$ is reached, if flat $\chi_e(r)$, $D = 0.2 \chi_e$ and $L$ to $3 \times n_e$ values are applied. The increase of the homogeneous $\chi_e$ in the range $r_g = 1 < r < 0.9a$ with $P_{NI}$ is shown in Fig. 1. The circles result from simulations, while the crosses are $\chi_e(a)$ values derived from the experimental variation of $\tau_e$ with $P_{NI}$ by assuming $\tau_e(a) = 1/\chi_e(a)$. Obviously, the observed decrease of $\tau_e$ with increasing $P_{NI}$ is due to enhanced electron heat diffusivities.

Even at the smallest absorbed beam power ($P_b = 0.3$ MW < $P_{OH} = 0.4$ MW) the scaling for OH plasmas is no longer applicable. Here, $\beta_p (= 0.3)$ is not raised by NI but the quantity $\eta_e$ has changed indicating that for $\eta_e << 1$ the turbulent state responsible for the enhanced $\chi_e$ and $P_D$ is not due to pressure-driven modes but rather due to drift instabilities.

Scanning $P_{NI}$ at 300 kA can raise $\chi_e$ above $5 \times 10^4$ cm$^2$s$^{-1}$ and results in a transition to the LII regime with steep $\chi_e(r)$ (see Fig. 2). A practically time independent $\chi_e$ profile of this shape yields the measured peaked $T_e(r,t)$ (see Fig. 3). Agreement with measured $n(r)$, $T_i(o,t)$, $\tau_e$ and $\beta_p$ is obtained for flat $D(r)$ that are no longer coupled to $\chi_e$. Such a situation is indicative of transport in stochastic magnetic fields /4/. According to this model electron thermal transport is enhanced by conduction $\parallel B$ in braided magnetic fields, while mass transport remains unchanged, since it is limited by ambipolar potentials. In the collisionless case of ASDEX $D/\chi_e = v_s/\nu_{Te} \approx 0.02$ results, where $v_s$ is the ion sound speed and $\nu_{Te}$ the thermal velocity of the electrons.

The transition to the LII regime coincides with ($\beta_p$)$_{LII}$ (sum of thermal and beam contributions) becoming larger than unity. According to theory pressure-driven modes could be involved, which are capable of producing the $B_F$-fluctuations necessary for magnetic braiding. For $\beta_p \geq 1$ resistive ballooning instabilities with high wave numbers $m$ and $n$ are expected to be dominant. These modes occur, if the ratio $S$ of resistive and Alfvén time scales amounts to typically $10^5$ to $10^6$. As the high central $T_e$ values reached in ASDEX correspond to $S \approx 10^8$, ideal pressure-driven modes are more likely.

Local transport in H discharges. The H phase is always found to develop from an L discharge and to return to an L phase after turning off neutral-beam injection. Modelling typical H discharges in double-null divertor configuration with $I_p = 380$ kA and $P_{NT_e} = 2.5$ MW yields flat $\chi_e = 4.7 \times 10^4$ cm$^2$s$^{-1}$ and $D = 0.2 \chi_e$ during the L phase and flat $\chi_e = 2 \times 10^4$ cm$^2$s$^{-1}$ and $D = 0.2 \chi_e$ during the H phase. The ion heat diffusivity is again approximately neoclassical. It is found that the improvement of energy and particle confinement in the H regime is due to a clear reduction of $\chi_e$ and $D$ over the whole plasma cross-section. Scans of $\bar{n}_e$ in the H regime show that $\tau_e$ and the diffusivities are indepen-
dent of density as in L discharges. In the H regime $\tau_E \sim I_p$ is observed as in both L regimes. These results prove that in H discharges the transport scaling of OH plasmas is not recovered.

In simulations of H discharges with 300 kA and 2.5 MW flat $\chi_e = 3 \times 10^4 \text{ cm}^2 \text{s}^{-1}$ and $D = 0.2 \chi_e$ have to be applied in the H phase, while the $\chi_e$ profile is steep during the L phase. Here, the reduced $\chi_e$ values in the H phase should correspond to smaller fluctuation levels, which seem to be insufficient for magnetic braiding.

These conclusions are confirmed by discharges with $I_p = 200$ kA for which the electron heat diffusivity exceeds $5 \times 10^4 \text{ cm}^2 \text{s}^{-1}$ both in the L and in the H regime. Here, the corresponding higher fluctuation level leads to steep $\chi_e$ profiles even during the H phase. The improvement of $\tau_E$ in the H phase can be explained again by the reduction of the electron thermal diffusivity in the whole plasma.

Conclusions. In the L regime two types of discharges LI and LII with different local confinement can be distinguished. The decrease of $\tau_E$ observed with higher $\rho_{N1}$ is explained by increased electron heat diffusivities. In the L regime there are indications that for $\beta_p \ll 1$ drift-wave turbulence is present, while for $\beta_p \gtrsim 1$ pressure-driven modes could be involved. With $I_p = 300$ and 380 kA transport in the H phase is characterized by flat $\chi_e \approx 2$ to $3 \times 10^4 \text{ cm}^2 \text{s}^{-1}$, $D = 0.2 \chi_e$ and neoclassical $\chi^T$. Compared with L discharges $\chi$ and D are reduced by a factor of about two in the whole plasma. In both the H and L regime $\chi_e$ and D decrease with increasing $I_p$, but are independent of $n_e$. These parallels in scaling should reflect the influence of the saturated microturbulent state.
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Fig. 1: Electron thermal diffusivity from simulations (circles) vs. neutral injection power. For comparison, \( \chi_e(a) \) (crosses) derived from \( \tau_E \) scaling are shown.

Fig. 2: Different local transport behaviour in the LI (\( P_{NI} = 1.4 \text{ MW} \)) and LII regime (2.5 MW) shown by \( \chi_e(r) \).

Fig. 3: \( T_e(r,t) \) in an LII discharge with 300 kA and 2.5 MW computed with \( \chi_e(r) \) from Fig. 2 (solid curves) compared with ECE measurements (dashed curves).
Tokamak transport calculations for JET with different limiter materials.

M. L. Watkins and A.E.P.M. Abels-van Maanen*
JET Joint Undertaking, Abingdon, Oxfordshire, OX14 3EA, England.

INTRODUCTION

Adequate impurity control has been achieved in short pulse tokamak experiments using suitable limiter or divertor configurations. The aims of JET will require effective impurity control with long pulses.

We assess the choice of nickel, graphite and beryllium for the limiter in JET and the effectiveness of additional impurity control using a specified influx of neon to cool the edge plasma. The limiter materials are distinguished with respect to their ability, or otherwise, to allow plasmas with high central temperatures and low limiter erosion.

Plasma transport calculations similar to those reported in /l-3/ are used to make this assessment for JET with the full planned heating power. As pointed out in /l/ there are many uncertainties in the models used for these calculations (particularly for the edge plasma) and no model describes tokamak plasmas in sufficient detail. In the present paper we concentrate on the effect of changes in the particle transport and the effect of neon as a control gas to illustrate important features of the assessment.

MODEL ASSUMPTIONS

A particular I-D model for transport transverse to the magnetic field is augmented by a phenomenological model for the parallel transport in the shadow of the limiter. The dominant terms in the equations for electron density, \( n_e \), impurity density, \( n_z \), and electron and ion pressures (\( P_e \) and \( P_i \)) are:

\[
\begin{align*}
\frac{\partial n_e}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left[ r S_n^e + S_n^z - \frac{n_e}{\tau} \right] &= \Gamma_e = -D_e \frac{\partial n_e}{\partial r} \\
\frac{\partial n_z}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left[ r S_z^e - \frac{n_z}{\tau_z} \right] &= \Gamma_z = -D_z \frac{\partial n_z}{\partial r} \\
\frac{3}{2} \frac{\partial P_e}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left[ \frac{3}{2} kT_e \Gamma_e - n \chi_e \frac{\partial T_e}{\partial r} \right] &= S_{e}^{o} - S_{e}^{z} - \frac{2n_e kT_e \gamma}{\chi_e} \\
\frac{3}{2} \frac{\partial P_i}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} \left[ kT_i \left( \frac{3}{2} \Gamma_e + y \Gamma_i \right) - n \chi_i \frac{\partial T_i}{\partial r} \right] &= S_{i}^{o} - \frac{2n_e kT_i \gamma}{\chi_i}
\end{align*}
\]

INTOR values are taken for \( D \) and \( \chi_e \). \( D \) is a multiple of \( D_e \). Neoclassical values are taken for the ion heat transport terms \( \chi_i \). Transport in the scrape-off layer is characterised by the parallel confinement time, \( \tau_p = L/V \) (where \( L \) is the effective connection length taken to be \( TRq \) and \( V \) is the effective flow speed /4/) for electrons and for hydrogenic ions and \( \tau'' \) or \( \infty \) for impurities. Plasma ions are recycled at the limiter and wall as neutrals, giving rise to the terms \( S_{e}^{n} \), \( S_{e}^{o} \) and \( S_{i}^{o} \). Impurities are produced at
the limiter by sputtering by charged particles and at the nickel wall by charged particles and charge-exchanged neutrals, giving rise to the terms $S_e^Z$ (electron stripping), $S_{e}^{C}(\text{coronal radiation})$ and $S_{Z}^{Z}(\text{impurity production})$ /1/.

Additional inward anomalous transport is modelled with the following particle fluxes for the electrons and ions:

$$
\Gamma_e = -D_e \left( \frac{\partial n_e}{\partial r} + \frac{2}{a^2} n_e \right) \quad \Gamma_Z = -D_Z \left( \frac{\partial n_Z}{\partial r} + \frac{2}{a^2} n_Z \right)
$$

APPLICATION

The present application is to a circular cross-section plasma with the same volume as JET (effective limiter radius, 1.62m; wall radius, 1.72m; major radius, 2.96m). The heating sources correspond to the full planned power for JET and comprise the sum of (a) ohmic heating with a current of 4.8MA at a field of 3.45T, (b) injection of neutral deuterium at a power level of 10MW at an energy of 160kV (17.25MW including the fractional energy components), (c) a uniform ion heating profile of about 0.1MWm$^{-2}$ to represent some form of radio frequency heating at an effective level of 15MW within the limiter radius, and (d) alpha particle heating by plasma-plasma and beam-plasma interactions assuming a 50:50 mixture of deuterium and tritium.

RESULTS

A particularly pessimistic assumption used previously /1/ for the impurity transport ($D_Z = \tau_{Z} = \infty$) illustrates the benefits of forming a cool plasma mantle (CPM) of acceptable width: nickel limiters result in the formation of too wide a CPM (see Table, cases A) before the edge temperature and hence the impurity sputtering become sufficiently low. Almost all the input power is radiated. With the radiating layer at 0.95m the central temperature and global energy confinement time are low. Beryllium limiters lead to a narrow CPM in which the density is high and the temperature is low. The sputtering of both beryllium and nickel is limited to tolerable levels. Sputtering of wall material by hot charge-exchanged neutrals is important in establishing these conditions with ~90% of the input power radiated, predominantly by nickel. The performance is similar with graphite, although the high radiating efficiency of carbon at low temperatures tends to overcool the edge plasma. There is little ionisation of the recycled flux in the edge and the width of the CPM increases to compensate.

Substantial improvement in performance with nickel limiters is achieved by a specified influx of neon to cool the edge plasma (case B). The necessary concentration of control gas is acceptably low (~1%).

Calculations for a nickel limiter /1/ with $D_Z = D_e$ and $\tau_{Z} = \tau_{H}$ indicate that edge accumulation of impurities occurs. The total impurity content and the width of the CPM is reduced and the overall performance improves. We now find that with each limiter material examined a similar central temperature and global energy confinement time is achieved (cases C). The edge conditions and the global power balance are, however, dependent on the limiter material. With nickel limiters the edge temperature is low, but the impurity concentration is sufficient high to radiate almost all the input power. With beryllium limiters the edge temperature is sufficiently high for parallel thermal transport to the limiters to be the dominant loss channel. With graphite limiters, most of the input power is finally radiated, with carbon radiation accounting for ~85% of the total.
Control of the erosion of nickel limiters is demonstrated using a specified influx of neon. This control is achieved, however, at the expense of reduced plasma performance since a wider CPM forms (case D).

With additional inward transport that leads to more peaked density profiles, the behaviour is dominated by the low edge density which provides little shielding of the wall from hot charge-exchanged neutrals. Again there is little dependence on the choice of limiter material (case E).

**SUMMARY**

The calculations indicate the benefits of forming an edge radiating layer of sufficient width. Otherwise the sputtered influx of impurities can lead to an unacceptably high impurity concentration or severe limiter erosion. Acceptable conditions can be achieved in general with a controlled influx of low Z material and sometimes with a combination of a low Z limiter and nickel wall.

The dependence of performance on limiter material is most pronounced for a transport model with rapid cross-field transport and good impurity confinement. Nickel limiters lead to small aperture plasmas with low central temperatures and global energy confinement times. The performance improves using a controlled influx of neon or by replacing the nickel limiters by beryllium or graphite.

There is little dependence on the limiter material for models that lead to a large recirculation of impurities in the edge, or for models that lead to insufficient ionisation in the edge plasma, since there is then little protection of the wall from hot charge-exchanged neutrals. The limiter erosion can be reduced by using a controlled influx of neon.

**ACKNOWLEDGEMENT**

The work by one of the authors (A-vM) was performed under the Euratom-FOM Association Agreement with financial support from ZWO and Euratom.

**REFERENCES**


## Results after 3s of additional heating

<table>
<thead>
<tr>
<th>Limiter Material</th>
<th>Nickel</th>
<th>Beryllium</th>
<th>Graphite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport Model</td>
<td>$T_i$</td>
<td>$r_{CPM}$</td>
<td>$n_e^{lim}$</td>
</tr>
<tr>
<td>$D_{z} = \tau_{z} = \infty$ (A) + Neon Influx (B)</td>
<td>8.6</td>
<td>0.18</td>
<td>0.95</td>
</tr>
<tr>
<td>$D_{z} = D_{e} \tau_{z} = \tau$ (C) + Neon Influx (D)</td>
<td>17.0</td>
<td>1.0</td>
<td>1.59</td>
</tr>
<tr>
<td>$D_{z} = D_{e} \tau_{z} = \tau$ (E) + Inward</td>
<td>8.8</td>
<td>0.75</td>
<td>1.59</td>
</tr>
</tbody>
</table>
NUMERICAL CALCULATIONS OF PLASMA PARAMETERS FOR A STEADY-STATE ALFVEN-WAVE TOKAMAK

V.P. Sidorov, V.P. Minenko, K.G. Komoshvilli (Vekua Institute of Physics and Technology, Sukhumi, USSR); A.P. Favorsky, M.V. Dmitrieva, V.P. Tishkin (Keldysh Institute of Applied Mathematics, Moscow, USSR).

Experimental and theoretical research for recent years have demonstrated the possibility of noninductive current generation in toroidal systems using the traveling RF waves /1/, which can be based upon absorption of the Alfven wave \((\omega = \kappa_c c_A)\) power by plasma electrons. While calculating steady-state tokamak parameters, absorption of monochromatic Alfven wave energy and momentum with Landau damping and Coulomb collisions have been taken into account. In such a case, absorbed, parallel to the magnetic field momentum component excites the current drive, while the binormal one generates a radial plasma drift capable of compensating diffusive expansion. In order to outline the plasma parameters redistribution transient process, a system of equations for heat, particles and poloidal field with external supplies of energy, momentum and particles is solved. The heat balance equations include losses due to heat conductivity, cyclotron radiation and bremsstrahlung. Heat is supplied by Ohmic heating, Alfven wave power absorption and thermonuclear burning. The ion heat conductivity was assumed to be neoclassical, while for electrons, Alcator scaling was used. In order to compensate diffusion losses, two varieties of fuel pellets injection have been proposed. The initial discharge is provided by an inductive current and on exhausting volt-seconds at a sufficiently hot phase \((T_e, i = 2 \text{ keV})\) Alfven wave absorption is initiated /2/. The inductive current becomes entirely replaced by the current drive during the skin time \((\sim 2 \cdot 10^3 \text{ s for INTOR device})\). Based on previous calculations /3/, the RF power absorption profile was taken as \(Q(x, t) = Q_0 [1 - \exp(-t/\tau)] \exp[-\xi (x/x_\ast - 1)^2]\), where \(x_\ast = r_\ast/a\) is the Alfven resonance location, \(\xi = 3\) and \(\tau\) is the absorption "switch-on" time. The power amplitude \(Q_0\) is determined by current constancy condition.
\[
\frac{e^2}{m_e} \int_0^n (x,t) E e^{-t/\tau} dx - \frac{e k_z^2}{m_e \omega} \int_0^Q (x,t) v_e(x,t) dx = \frac{I_p}{\pi a^2},
\]
where \( E \) is the inductive-generated eddy electric field and \( I_p \) is the plasma total current. The resonance point is defined as the maximum, over the \( 0 \leq x \leq 1 \) range, root of equation

\[
\omega = \omega_*(x,t) = \frac{N}{R} (1 + \frac{M}{Nq(x,t)}) \cdot c_A(x,t),
\]
where \( \omega \), \( M \), \( N \) are the frequency and the RF wave numbers; \( R \) is the torus major radius, \( q \) being the safety factor.

Calculations have been carried out for INTOR parameters in "hard" (\( \tau = 1-5 \) ms) and "soft" (\( \tau = 5 \) s) modes of the power initiation. Due to the "hard" case, electron and ion temperatures increase rapidly, while the current grows slowly forming dips at either side of the resonance region (Fig.1). Such a delay in current growth is due to the E.M.F. The current drive is sustained by an external source, whereas the induced countercurrent is decayed diffusing in both directions from \( x_* \). For the "soft" case, the dips on the current curve are smaller.

With the axial fuel injection, the density profile becomes sharp and the resonance region displaces to the plasma center. As for the volume injection, it results in a steady density profile (Fig.2). For \( M/N < 0 \) (\( M = 3 \), \( N = 4 \); the diamagnetic wave rotation) any variation in the current profile sets near resonance conditions (Fig.3) over the considerable part of the radius. The resonance curve plateau formation is due to two competing mechanisms. Namely, the local RF power absorption leads to the poloidal field change so that the value of \( k_\| = k \cdot \mathbf{n} \) is diminished to the right of the resonant point, while to the left it is increased. On the other hand, changes in the poloidal magnetic flux cause the field diffusion its time scale in a hot plasma being large enough. As a result, the resonant point displacements of relaxation oscillations type occur, their dynamics being shown in Fig.4. The relaxation oscillations allow supply the RF power into a plasma volume comparable to the total one. For \( M/N > 0 \), there are no relaxation oscillations, the resonant point being displaced towards the boundary. Fig.2
shows the resonance plateau appearance for two various frequencies with the same values of M and N. Efficiency $\eta$ of current generation depends in time upon the temperature due to its growth as thermonuclear burning result, and amounts to 3 A/W level (Fig.5). Diffusion compensation process is revealed as a drift in a toroidal field under the Alfvén wave binormal momentum component influence. The steady-state radial flux for such a case amounts to

$$< n v_r > = -D \frac{dn}{dr} - \frac{cM qB_z}{eB^2 r \omega} \left( 1 - \frac{r}{R MB_z^*} \right). \quad (3)$$

Selecting various M and N one may preassign the drift term sense and value and, thereby, control the radial plasma flux. The necessary energy consumption estimation for the $< n v_r > = 0$ case gives a distribution $n(r)$ approaching to a rectangular-stepwise one, the Alcator scaling $D=10^{17} n^{-1} \text{cm}^2 \text{s}^{-1}$ being chosen. This allows us to integrate in Eq.(3) and to relate the total power absorbed with the density drop:

$$W = \frac{4 \pi^2 R r^2 e B^2 D^*}{c M B_z^*} (1 - \frac{r^*}{R MB_z^*})^{-1} \omega \Delta n. \quad (4)$$

The power necessary for establishing the steady state $< n v_r > = 0$ in an IGNITOR type system with $\omega=10^6 \text{s}^{-1}$, M=2, N=3 and $\Delta n=6 \cdot 10^{14} \text{cm}^{-3}$ does not exceed 5 MW. The total power W is in proportion with the plasma volume, hence, for the INTOR type devices W amounts to 100-200 MW. Thus, the monochromatic Alfvén wave absorption is capable of providing the steady-state operation in tokamaks. In such a case, the current generation efficiency is order of 1 A/W, the power necessary for balancing the diffusion being defined by Eq.(4).
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NEOClassical EQUilibrIUM OF PLasma
DURING ION HEATING IN STELLARATOR
N.T. Besedin, O.S. Pavlichenko, V.N. Pyatov,
A.S. Slavny, O.M. Shvets
Institute of Physics & Technology, Ukr. Acad. Sci., Kharkov, USSR

ABSTRACT. The evolution of plasma parameters during HF-ion heating in "Uragan-2" stellarator is studied by means of 1D transport model. It is shown that under the experimental conditions plasma evolves to a stationary state characterized by a sharply peaked ion temperature and hollow electron density profiles. The neoclassical thermodiffusion is shown to play a major role in the setting in of such equilibrium.

INTRODUCTION. In experiments on a high temperature plasma in stellarators there are many indications of the neoclassical behaviour of plasma transport/1-3/. The multiplication factor of neoclassical heat conductivity was 1 for ions /1-3/ and not exceeding 6 for electrons /3/. These results give a basis for modelling plasma parameters evolution in stellarators and were used to study HF plasma heating in "Uragan-2" stellarator.

MODEL. Plasma evolution was described by means of 1D diffusion model of energy and particle balance for electrons and ions:

\[
\frac{\partial n_e}{\partial t} = -\frac{1}{\tau_e} \left( \frac{\partial}{\partial z} \left( z \langle n_e \rangle \right) \right) + \frac{S_{\text{ion}}}{\tau_e} - \frac{S_z}{\tau_e} - \nabla_n \Gamma_n ,
\]

\[
\frac{1}{2} \frac{\partial \langle n_e P_e \rangle}{\partial t} = -\frac{1}{\tau_e} \left( \frac{\partial}{\partial z} \left( z \langle n_e P_e \rangle \right) \right) + P_i - P_{ie} - P_{cx} - \nabla_n \langle Q_e \rangle ,
\]

\[
\frac{1}{2} \frac{\partial \langle n_i P_i \rangle}{\partial t} = -\frac{1}{\tau_i} \left( \frac{\partial}{\partial z} \left( z \langle n_i P_i \rangle \right) \right) + P_{ie} - P_{ion} - P_{cx} - P_{rad} - \nabla_n \langle Q_{ei} \rangle .
\]

In these equations \( S_{\text{ion}} \) and \( S_z \) account for ionization and recombination of hydrogen; \( P_{ie} \) and \( P_{cx} \) for the ion energy losses due to collisions with electrons and charge exchange process; \( P_{ion} \) and \( P_{rad} \) for the electron energy losses due to excitation and ionization of hydrogen and impurity radiation; \( P_i \) for the ion heating source. Radial particle and energy fluxes were described by the neoclassical theory /4-6/; for the electron heat flux \( Q_e \) we introduced an anomaly factor \( A \). On plasma border we supposed existence of a scrape-off layer with thickness \( \Delta \) and longitudinal losses of particles \( \nabla_n \Gamma_n \) and energy \( \nabla_n Q_n /\Delta \).

N-Neutral hydrogen behaviour was described by equation /8/:

\[
\frac{\partial n_t(v)}{\partial t} + \left[ \alpha_{i} (z) + \alpha_{cx} (z) \right] n_t(z) f_t (z,v) = \alpha_{cx} (z) f_t (z,v) N(z) + \alpha_{i} f_t (z,v) n_t (z) ,
\]

where \( f_t (v) \) - velocity distribution functions for atoms and ions, \( \alpha_{i}, \alpha_{cx} \) are the rate coefficients for ionization, recombination and charge exchange reactions of hydrogen.
The impurities, (C,Fe), were described by the "average ion" model and taken into account at radiation losses $P_{\text{rad}}$ and collision frequencies $\nu_{\text{el}}$ calculations.

The equations (1,2) were solved for boundary conditions at the chamber wall ($n(\alpha)=2 \times 10^{14} \text{cm}^{-3}$; $T_{i,e}(\alpha) = 2 \text{ eV}$) and parabolic initial density and temperature profiles:

$n(\alpha)|_{t=0} = [n(\alpha) - n(\alpha)] [1 - (\gamma/\alpha)^{3}] + n(\alpha)$, $n(\alpha) = 5 \times 10^{14} \text{cm}^{-3}$

$T_{i,e}(\alpha)|_{t=0} = [T_{i,e}(\alpha) - T_{i,e}(\alpha)] [1 - (\gamma/\alpha)^{3}] + T_{i,e}(\alpha)$; $T_{i,e}(\alpha) = 5 \text{ eV}$.

For neutral hydrogen, we fixed a boundary temperature at 2 eV and time behaviour of hydrogen density $N(\alpha)$ was chosen to provide a necessary time behaviour of line averaged electron density $\bar{n}(t)$. We supposed that the ion heating term $P_{i}$ doesn't depend on radius.

COMPARISON OF EXPERIMENT AND MODEL RESULTS. Fig. 1 presents results of the experiment on HF ion heating in "Uragan-2" stellarator (points), i.e. line averaged electron density (3 mm interferometer), ion temperature (charge exchange analysis), electron temperature (carbon lines time history). The absorbed HF power in this experiment was 150±30 kW. The solid lines in Fig. 1 show the numerical results computed for time behaviour of $P_{i}$ and $\bar{n}$ shown in Fig. 1a and $N_{\text{fe}}=2 \times 10^{14} \text{cm}^{-3}$, $A=1$. One can see that the adopted model gives a realistic description of
The computed profiles of plasma parameters are shown in Fig. 2 (for $t=2.5$ msec). The distinct feature of model behaviour was existence of hollow electron density profiles (for $t \geq 2.0$ msec).

A parametric study revealed that this phenomena was most pronounced at the electron density $n=1.10^{13}$ cm$^{-3}$ (Fig. 3). An increase of the absorbed HF power resulted in enhanced ion temperature peaking and deeper well on the electron density profile.

**Fig. 3.** The radial ion temperature and electron density profiles computed for different values of electron density ($1 - \bar{n} = 2 \times 10^{12}$ cm$^{-3}$; $2 - \bar{n} = 4 \times 10^{13}$ cm$^{-3}$; $3 - \bar{n} = 2.2 \times 10^{13}$ cm$^{-3}$; $P_c = 300$ kW)

An analysis of particle flux radial distribution showed that this flux was outward directed all along the plasma radius despite the skin distribution of electron density (Fig. 4). This apparent contradiction was resolved by separately examining the diffusion $J_{on}$ and thermodiffusion $J_{ov}$ parts of the neoclassical particle flux $\langle J \rangle$. Comparison of these fluxes showed (Fig. 4) that the outward directed thermodiffusion flux $J_{ov}$ predominates and defines the total flux $\langle J \rangle$ direction.

**DISCUSSION.** The computer simulation of ion heating in stellarator showed that the theory-predicted thermodiffusion can under certain conditions influence electron density profiles. In the case when plasma power balance is defined by absorption of external power by ions, rapid ion heating takes place near the discharge axis at the density build-up phase. Rising thermodiffusion hinders density increase on the discharge axis and results in establishing of the stationary state characterized by peaked ion temperature and hollow electron density profiles. Homogeneous energy deposition supposition has a weak effect on our conclusions: the effect even strengthens at peaked energy deposition profile. The effect doesn't depend on supposition of which plasma component—electrons or ions—absorbs energy and
heats. Thus, the stationary hollow electron density profile should be one of the attributes of the neoclassical equilibrium of plasma in stellarator when a particle balance is maintained by gas influx.
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A 2-D Model for the Calculation of Neutral Transport in Tokamaks with Non-Circular Magnetic Surfaces

W G F Core

JET Joint Undertaking. Abingdon Oxfordshire, OX14 3EA, England

Abstract

An efficient procedure for the determination of the 2-D distribution of neutral particles in present tokamak systems is given. In the case of the JET plasma, where the neutral particle production is dominated by plasma-limiter interactions, results are in good agreement with Monte-Carlo calculations. For a 1000 particle Monte-Carlo simulation, and a good initial guess, a reduction in computing time to 10% is obtained.

For an effective use of transport simulation codes in the prediction of tokamak performance it is essential that an efficient procedure for the calculation of the distribution of neutral particles within the plasma volume be available. While Monte-Carlo methods provide an accurate description of the neutral particle behaviour they are far too costly for use in the transport code environment. The application of semi-analytic techniques to the problem [1,2] has produced a number of efficient procedures for deployment in 1-D transport codes or for use as fast diagnostic tools. In this work a formulation is given for the efficient determination of the 2-D distribution in present tokamak containment systems. The consideration is restricting to systems in which:-

(i) The influx of primary neutral particles into the plasma is dominated by localised sources on or near the plasma edge.
(ii) The region of the vessel wall in the proximity of the sources can be approximated by a cylindrical development.
(iii) The important atomic interaction processes of charge exchange and ionisation by electron impact, are taken to be independent of neutral particle energy.

In accordance with (i) -(iii), the Boltzmann equation describing the transport of neutral particles in an inhomogeneous cylinder of radius a, is

$$\cos \phi \frac{\partial f}{\partial r} - \frac{\sin \phi}{r} \frac{\partial f}{\partial \phi} + \frac{1}{2} f = \frac{\beta}{\nu_L} f \int_0^{\pi/2} \int_0^{\infty} v_r v_L f dv_r dv_L + S$$

(1)

with boundary condition,

$$f = \frac{1}{\nu_L} \int_0^{\pi/2} \int_0^{\infty} v_r v_L f dv_r dv_L$$

(2)

where $f = \int dv_r f(r, \theta, v_r, v_L, \phi)$, is the neutral particle distribution function, $v_r, v_L$ are the components of velocity along and perpendicular to the axis of the cylinder, $\lambda = n_{e+\lambda_1} + n_{\lambda_2}$ is the sum of the rate coefficient [3], $n = n(r, \theta)$ is the plasma electron/ion density, $\beta = \beta(r, \theta)$ is the velocity-cross section product for charge exchange reactions,
\[ f_i = \frac{n(r, \theta)}{\pi T(r, \theta)} = \exp\left(-\frac{u_i^2}{T(r, \theta)}\right) \]

is the plasma ion distribution function, \( S = S(r, \theta, v_i) \) is the distribution of primary neutral particle sources within the plasma volume, and \( h = h(a, \theta, v_i) = \pi^{3/2} \rho \exp(-v_i^2/2T_w) \)

is the function describing the neutral particles emitted from the wall, at temperature \( T_w \).

For the case of particular interest, where the production of primary neutrals is dominated by plasma-limiter surface interactions, integral equations for the neutral flux to the wall and density within the plasma volume are readily obtained. Introducing into Eq. (1) the trajectory invariant \( \rho = r \sin \phi \), setting \( S = \delta(v-V_o) \delta(\theta) \delta(r-a)/2\pi V_o r \) (a primary particle source located in the median plane, at the plasma edge, and emitting neutrals isotropically with velocity \( V_o \)), using Eq. (2), and integrating over particle trajectories gives the following coupled equations for the flux \( \Gamma'(\theta) \) and density \( N(r, \theta) \):

\[
\Gamma'(\theta) = \frac{\cos \phi}{2\pi} \sum_{\theta'} \left[ \frac{\lambda'_a - \lambda'_a}{V_o} \right] + \int_{-\pi/2}^{\pi/2} \cos \phi \, d\phi \sum_{\theta'} \left[ \frac{2}{V_o} \left( \lambda'_a - \lambda'_a \right) \right] N(r, \theta)
\]

\[
+ n V_o \left[ \frac{2}{T} \left( \lambda'_a - \lambda'_a \right) \right] N(r, \theta),
\]

where \( \theta + 2\phi - \phi'/\theta''/\pi = 0 \), and

\[
N(r, \theta) = \frac{1}{2\pi} \left[ K_i \left( \frac{\lambda'_a - \lambda'_a}{V_o} \right) \right] - \frac{1}{r^2 + \rho^2} \left[ K_i \left( \frac{\lambda'_a + \lambda'_a}{V_o} \right) \right] + \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} \left[ \Gamma'(\theta) V_o \left[ \frac{2}{T} \left( \lambda'_a - \lambda'_a \right) \right] + \Gamma'(\theta) V_i \left[ \frac{2}{T} \left( \lambda' - \lambda' \right) \right] \right] \]

\[
+ \frac{\beta}{2\pi} \int_{-\pi/2}^{\pi/2} \left[ n V_o \left[ \frac{2}{T} \left( \lambda' - \lambda' \right) \right] N(r, \theta') \right],
\]

where

\[
\theta + 2\phi - \phi'/\theta''/\pi = 0
\]
where \( \theta + \phi - \sin \frac{\beta}{\alpha} = 0 \), \( \theta + \phi - \sin \frac{\beta}{\alpha} \) is required. The prescribed variations in plasma density and temperature are mapped onto the cylinder using a shaped magnetic flux representation of the form [4],

\[
\begin{align*}
R &= \alpha + \beta(s) + \gamma(s) \cos \eta + \Delta(s) \sin \eta \\
Z &= \kappa(s) \sin \eta
\end{align*}
\] ...

(5)

and

\[
\begin{align*}
R &= R_c + r \cos \theta \\
Z &= r \sin \theta
\end{align*}
\]

where \( \alpha, \beta, \gamma, \Delta, \kappa \) are constants which specify the plasma shape, density and temperature. Inversion of Eq(5) leads directly to a quadratic equation for \( s \). The plasma density \( n(s) \), and temperature \( T(s) \) profiles, which take the usual form of \( (1 - s^n)^n \), where \( p, q \) are profile constants, are then readily calculated. Regions of the cross-section external to the actual plasma are filled with pseudo plasma of arbitrary large density, with temperature of the wall, and where ionization by electron impact is forbidden, Fig.1.

The numerical solution of Eqn.(3) and (4) is a standard procedure. By approximating the integrals by finite summations, the integral equations are converted to matrix form, and the solution then follows directly through numerical iteration.

The results of a comparison with Monte-Carlo simulation of the JET situation is shown in Fig.2. Further applications of the method to the JET plasma will be presented.

ACKNOWLEDGEMENTS
The author wishes to thank Dr. Reiter, KFA Jülich for the Monte-Carlo results.

REFERENCES
(4) T E Stringer, Private Communications.
Fig. 1: The shadow of the plasma on the circle and coordinate system is shown. Region I is the actual plasma. Region II is the pseudo plasma region where the interacting processes are restricted to charge exchange and the electron/ion density is sufficiently great that neutral particles penetrating this region are reflected back into Region I with an energy corresponding to the temperature of the wall.

Fig. 2: A comparison with a 1000 particle Monte Carlo simulation is shown. The neutral particle profiles along the radius $\theta = 9.5^\circ$ when the primary neutrals entering the system are from a point source located at $\theta = 0, \xi = 1$ are shown. The broken line is the model calculation.
MODELLING OF TOKAMAK DISCHARGES BASED ON TRANSPORT PROCESSES
ALONG OBLIQUE MAGNETIC FIELD LINES
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1. INTRODUCTION

Electron energy confinement in Tokamaks is significantly lower than predicted by neoclassical theory. Attempts to explain this behaviour (e.g. 1-4) include island formation and the development of regions with field line ergodization. In particular, resistive MHD activities cause major magnetic islands in the vicinity of rational flux surfaces /5/, and, at higher B_p, pressure driven modes may evoke numerous small islands /6/. Their common feature is an erosion of the system of nested toroidal flux surfaces in certain plasma regions or perhaps even in the total plasma volume. This results in an enhancement of the effective radial transport caused by transport parallel to magnetic field lines being inclined against the toroidal direction.

In the present paper an attempt is made to account for these effects in the frame of a transport code by introducing a time-averaged angle \( \epsilon(r) = \langle \frac{B_r}{B} \rangle \) of field line inclination in the radial direction throughout the whole plasma volume to describe the deterioration from ideal toroidal confinement. (B is the total magnetic field strength, B_r is the radial field component and \( \langle ... \rangle \) denotes the average over an otherwise unperturbed flux surface.) The angle \( \epsilon(r) \) replaces those anomaly-factors which are generally used in codes to simulate the observed electron "cross-field" transport. Values around \( 10^{-4} \) - coinciding roughly with results from the "magnetic flutter" model /1,7/ - lead to a suggestive agreement of the computed parameters with experimental results for both, ohmically heated plasmas and powerful additional heating.

The chosen procedure is an extension of a previous model developed /8-10/ for the description of deliberately ergodized boundary layers which are predicted to act as a magnetic limiter; there the required value of \( \epsilon(a) \) is of the order \( 10^{-3} \), i.e. one order of magnitude beyond that suited to model the confinement features of the bulk plasma.

2. MAGNETIC FIELD STRUCTURE

In this first approach, the following crude assumptions are used to model the field structure applicable for a one-dimensional simulation code:

i) \( B_r \) is independent of time, plasma pressure and other parameters.

ii) The island structure/ergodization does not cause major disruptions or otherwise influence the dynamics of the discharge.

iii) The inclination angle \( \epsilon(r) \) varies with radius like

\[
\epsilon(r) = \epsilon(a) \left( \frac{r}{a} \right)^2
\]

(1)

\( \epsilon(r) \) be the average over the torus surface at the radius \( r \).

Inconsistencies of this field structure with respect to Maxwell's equations are neglected.
3. TRANSPORT MODEL

Transport parallel to $\vec{B}$ is described by (subsonic) ion sound flow and by parallel heat conduction. Accordingly, the following particle and energy flux densities $\Gamma_{\parallel}$, $Q_{\parallel e}$, and $Q_{\parallel i}$ are taken /10/:

$$
\Gamma_{\parallel} = -Mn_{i}v_{s} \text{ sign}(dp/dl_{\parallel})
$$

$$
Q_{\parallel e} = -n_{e} X_{e\parallel} \left( \partial T_{e}/\partial l_{\parallel} \right) + \frac{3}{2} kT_{e} \Gamma_{\parallel}
$$

(2)

$$
Q_{\parallel i} = -n_{i} X_{i\parallel} \left( \partial T_{i}/\partial l_{\parallel} \right) + \frac{3}{2} kT_{i} \Gamma_{\parallel}
$$

For simplicity reasons, impurities are not included here. $l_{\parallel}$ is the coordinate along $\vec{B}$.

$v_{s}$ is the local ion sound speed. $M(r)$ is the Mach number profile accounting roughly for the momentum transfer to the plasma from recycling processes and viscosity. In this approach $M = 0.3$ is assumed throughout as suggested from divertor experiments /13/, though only for the boundary region.

Since the choice of $M$ accounts for the hydrodynamics of the flow, the pressure gradient parallel to $\vec{B}$ enters only through its sign. $n_{e}$, $n_{i}$, $T_{e}$, $T_{i}$, are the electron density, ion density, electron and ion temperature, respectively, $k$ is the Boltzmann's constant. The parallel electron and ion heat diffusivities $X_{e\parallel}$ and $X_{i\parallel}$ are taken from /11/. The simplified magnetic field structure yields

$$
d/dl_{\parallel} = \epsilon d/dr.
$$

(3)

Hence the effective radial particle, electron and ion energy flux densities can be derived from eq. (2). These parallel flux densities are superimposed upon those radial flux densities which result from neoclassical cross-field transport /10/. However, instead of a neoclassical inward flow, the phenomenological inward flow term proposed by Engelhardt et al. /13/ is used according to its successful fit to measured $n_{e}$-profiles.

Since our model is not suited to describe the dynamics of internal disruptions, the region of sawteeth activity is only globally treated by applying an averaging process, i.e. only there an anomalous cross-field heat diffusivity equal to the Bohm value is applied whenever $q(r) < 1$ in order to stabilize $q(r)$ around unity.

To introduce additional plasma heating a simple bell shaped deposition profile is taken with half of the total heating power acting on the electrons, the other half acting on the ions; starting from this, energy transfer between the two species and also the usual energy losses like radiation, charge exchange etc. are included.

RESULTS

The simulation code with the described features has been applied to TEXTOR parameters:

$R_{0} = 1.75 \text{ m}$, $a = 0.5 \text{ m}$, $B_{T} = 2 \text{ T}$ and, for $q = 3$, $I_{D} = 476 \text{ kA}$. The volume-averaged electron density $\bar{n}$ has been varied between 2 and $6 \cdot 10^{13}/\text{cm}^{3}$, though experimentally $\bar{n}$ is confined yet to the lower value.

Fig. 1 shows, for $\epsilon(a) = 10^{-4}$, the dependence of the energy confinement times applied upon a) the electron energy and b) the total energy. They are normalized to their values at $\bar{n} = 2 \cdot 10^{13}/\text{cm}^{3}$ and compared with an Alcator-
scaling law, i.e. \( \tau_{el} \sim n \). The indexing is done as follows:

- "\( \Omega \)" stands for ohmic heating,
- "\( H \)" for additional heating with a power of \( P_H = 4.5 \text{ MW} \).
- "\( \text{el} \)" stands for the electron energy and "\( t \)" for the total energy.

"sc" denotes the Alcator-scaling law. As to be expected, the curves for \( \tau_{elH} \) and \( \tau_{el\Omega} \) lie very close to \( \tau_{sc} \) since conduction is dominant in that case and \( \chi_{elH} \) is proportional to \( 1/n_e \). By contrast, \( \tau_{th} \) is somewhat reduced due to the specific contribution of the loss channels for the ion energy growing with \( n_i \).

Fig. 2 shows, for \( \epsilon(a) = 10^{-4} \), the degradation of confinement time with increasing heating power due to the \( T_e^{5/2} \) dependence of the parallel electron heat conductivity. This result reveals a coincidence with heating experiments in Tokamaks like e.g. in ASDEX (1-regime) /14/.

Fig. 3 displays for both, \( \epsilon(a) = 0.5 \cdot 10^{-4} \) and \( \epsilon(a) = 10^{-4} \) the peak ion temperature heating power per particle \( P/\bar{n} \). The electron density \( \bar{n} \) is in the range between \( 2 \cdot 10^{13} \) and \( 6 \cdot 10^{13}/\text{cm}^3 \), the additional heating power between \( 1.12 \) and \( 4.5 \text{ MW} \).

Again, the computed trends agree with experimental results on PLT and TFR /15,16/ for both, the linear dependence of \( T_i \) on \( P/\bar{n} \) and, roughly, also for the absolute values of \( T_i \).
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FIGURE CAPTIONS

Fig. 1  Energy confinement times $\tau$ versus mean plasma density: for ohmic heating ($\Omega$) only and for additional heating of 4.5 MW

Fig. 2  Degradation of the electron energy confinement time $\tau_{el}$ with increasing additional heating power $P$ for three values of the mean plasma density

Fig. 3  Peak ion temperature $T_i$ versus additional heating power per particle for two values of $\epsilon$ (a)
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Neutral Beam Injection Studies for W VII AS using the 3-D Computer Code FAFNER
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ABSTRACT
Results of 3-D numerical computations predicting deposition profiles, shine through and fast ion orbit losses for neutral injection experiments in the W VII-AS stellarator are presented. For 40 keV H injection into D plasma, total power losses are restricted to ~ 10% over a wide range of plasma parameters and significant heating (~2 W/cc for 1.5 MW injected power) is predicted.

1. INTRODUCTION
Following the success of neutral beam heating experiments in sustaining current-free plasmas in the W VII-A stellarator /1/, a new experiment, W VII-AS /2/, is planned in which the helical windings will be replaced by modular coils. Suitable modification of these coils at the neutral beam entry ports will permit the beams to be injected tangentially to the magnetic field. Losses due to shine through or trapping in local magnetic field ripples are thus minimised.

The total injected power projected for the first phase of W VII-AS is 1.5 MW, which will be obtained using 4 periplasmatron sources /3/ of the type currently used on ASDEX. This power may be doubled if the full beamlines with 8 sources were used.

Results presented in this paper are for plasma parameters extrapolated from W VII-A results /4/. We discuss the effects of plasma density and injection energy on the expected heating efficiency and show power deposition profiles for typical cases.

2. THE NEUTRAL BEAM-PLASMA SYSTEM

W VII-AS will be a stellarator of major radius 200 cm, effective minor radius 22 cm, toroidal magnetic field 3 T and external iota of between 0.25 and 0.6 (normal operating value 0.4). The neutral beam system and the target plasma are illustrated in Fig. 1. L1, L2, L1', L2', each represent a pair of vertically stacked sources, placed equidistant from the mid plane of the torus, and directed at an angle ± 2.86° to the horizontal. Sources L and L' are oppositely directed, to prevent toroidal plasma rotation and to cancel beam driven currents. It was found that the optimum radius of tangency for sources L1, L1' is R1 = 191 cm, which restricts that for the set L2', L2 to R2 = 164 cm.

Cross sections of the target plasma in different azimuthal planes ø are also illustrated in Fig.1, onto which have been superposed neutral particle contours from the two sources L1 in these planes. In the region where the beams enter the plasma, the lines of equal magnetic flux are relatively close together, and hence fast ion deposition in the plasma is highly sensitive to the choice of density profiles.
3. NUMERICAL METHODS AND PLASMA PROFILES

Standard Monte Carlo methods have been used to model the trapping of neutral particles and the subsequent interaction of the resulting fast ions with the plasma /5/. A new code, FATNER /6/ has been constructed to include the 3-dimensional plasma and a more detailed description of the beamline, necessary in view of the comparable dimensions of the plasma and beam cross sections. The magnetic field configuration is modelled by a set of coefficients supplied by Dommaschk /7/.

The plasma density and temperature profiles are given as a function of the flux function $s$, defined as the distance from the plasma axis along the line $z=0$ (torus mid plane) in the $\phi=0$ plane, where the plasma is approximately triangular. Each point in the plasma will thus have a defined density and temperature by a suitable coordinate transformation into the $\phi=0$ plane. Profiles used to obtain results presented in this paper are:
\[ n_e = n_e(0)/(1+(s/b)^2) \]
\[ T_e = T_e(0) \cdot (1-(s/a)^2) \]

The absolute values for \( n_e(0) \) and \( T_e(0) \) were obtained from transport simulations /4/.

4. RESULTS AND CONCLUSIONS

Results of computations are shown in Figs. 2-5. In Fig. 2 computed fractional orbit losses, shine through losses (a and b) and heating power fractions to ions \( p_i \) and electrons \( p_e \) versus central electron density \( n(0) \) are plotted.

A comparison is made between inner \( (L_1) \) and outer \( (L_2) \) sources of shine through losses for different densities. Clearly, losses in the low density ECRH generated plasma \( (n_e(0) = 4 \times 10^{13} \text{ cm}^{-3}) \) using the inner sources would prove acceptable. We also show expected losses, and the fraction of power given to plasma ions and electrons from sources \( L_1 \) and \( L_2 \). As expected, there is a slight increase in orbit losses for higher densities, due to the higher fraction of fast ions born near the plasma edge, but this is partially compensated by the reduction in shine through losses, resulting generally in a power loss of \( \approx 10\% \). The plasma electrons receive an increased share of the available power for higher density, due to the lower \( T_e \) with increasing density /4/.

Figure 3 shows power deposition profiles (to ions and electrons) versus effective radius, for a high density, \( n_e(0) = 2 \times 10^{14} \text{ cm}^{-3} \) plasma. The ions in the central plasma receive \( \approx 1 \text{ W/cc} \) power and the electrons \( \approx 1 \text{ W/cc} \), assuming a total injected power of 1.5 MW.

Figures 4 and 5 illustrate the effect of varying the injection energy over a range of 20 to 50 keV. For high density plasmas differences between 40 and 50 keV injection are not statistically significant. However, 30 keV injection would result in a markedly poorer performance. Deposition profiles, illustrated in Fig. 4, show a marked central hollow, and orbit losses increase from 5\% to 12\%, due to the reduced penetration of the beam for lower energies. Increase of \( E_0/E_c \) \( (E_0 \text{ is injection energy, } E_c \text{ is "critical energy"}) \), however, results in a lower fraction of power delivered directly to the ions (Fig. 5).
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Is Additional Edge Transport Beneficial?

M L Watkins, D F Duchs and P Noll
JET Joint Undertaking, Abingdon, Oxfordshire, OX14 3EA, England.

INTRODUCTION

An obvious need in experimental fusion plasma research is the control of plasma-wall interactions. Besides the use of limiters and divertors, schemes have been proposed /1-5/ which rely on the formation of ergodic magnetic regions for the control of the plasma transport in the boundary layer. Particular attention has been focussed on the broadening of the scrape-off layer thickness by additional transport so as to distribute more evenly the heat load on the limiters and walls and on the effect of the additional transport on the impurity behaviour.

We report parameter studies on the performance of JET plasmas obtained by artificially varying both the magnitude of additional transport coefficients and the width of the boundary layer. We use the one-dimensional transport model, ICARUS. Hydrogenic and impurity particle transport and electron and ion thermal transport is artificially enhanced between radius, \( r_I \), and the wall. This region includes the limiter shadow. The enhanced transport affects the impurity concentration, \( f_z \), and the plasma size, \( a \) (defined by \( \frac{T_e(a)}{50 \text{eV}} \)). As a result the plasma performance, indicated by the central ion temperature, \( T_i \), and the global energy confinement time \( \tau_E \), also changes. We find that with additional transport inboard of the limiter radius the plasma parameters generally deteriorate. However, even relatively small additional transport in the limiter shadow can improve the overall plasma performance.

MODEL ASSUMPTIONS

A particular 1-D model for transport transverse to the magnetic field is augmented by a phenomenological model for the parallel transport in the shadow of the limiter. The dominant terms in the equations for electron density, \( n_e \), impurity density, \( n_z \), and electron and ion pressures (\( p_e \) and \( p_i \)) are:

\[
\frac{3n_e}{\partial t} + \frac{1}{r} \frac{3r \Gamma_e}{\partial r} = S^0_n + S^Z_n - \frac{n_e}{\tau_{\|}}
\]

\[
\frac{3n_z}{\partial t} + \frac{1}{r} \frac{3r \Gamma_z}{\partial r} = S^Z_n - \frac{n_z}{\tau_z}
\]

\[
\frac{3}{2} \frac{\partial p_e}{\partial t} + \frac{1}{r} \frac{3}{\partial r} r \left( \frac{3}{2} kT_e \frac{\Gamma_e}{\tau_{\|}} - n \chi_e \frac{3kT_e}{\partial r} \right) = S^0_e - S^Z_e - \frac{2n_e kT_e \gamma}{\tau_{\|}}
\]

\[
\frac{3}{2} \frac{\partial p_i}{\partial t} + \frac{1}{r} \frac{3}{\partial r} r \left[ kT_i \left( \frac{3}{2} \frac{3}{\Gamma_e + \gamma \frac{\Gamma_i}{\tau_{\|}}} - n \chi_i \frac{3kT_i}{\partial r} \right) \right] = S^0_i - \frac{2n_e kT_i}{\tau_{\|}}
\]
To the reference INTOR values for the electron transport coefficients $\chi_e$ and $D_e$, impurity diffusion coefficient, $D_I$, and the neoclassical values for the ion transport coefficients, $\chi_i$, and $y_i$ are added additional contributions $\chi_{Add}$, defined as:

$$\chi_{tot}^e = \chi_e + \chi_{Add}$$
$$D_{tot}^e = D_e + g \chi_{Add}$$

Transport in the scrape-off layer is characterised by the parallel confinement time, $\tau_{par} = L / V$ (where $L$ is the effective connection length taken to be $T R q$ and $V$ is the effective flow speed /6/) for electrons and hydrogenic ions, and $\tau_{z} = \tau_{par}$ or $\infty$ for impurity ions. Plasma ions are recycled at the limiter and wall as neutrals, giving rise to the terms $S^n_D$, $S^n_O$, and $S^n_I$. Impurities are produced at the limiter by sputtering by charged particles and at the wall by both charged particles and charge-exchanged neutrals, giving rise to the terms $S^n_e$ (electron stripping), $S^n_C$ (coronal radiation) and $S^n_I$ (impurity production) /7/.

APPLICATION

The present application is to a circular cross-section plasma with the same volume as JET (effective limiter radius, 1.62m; wall radius, 1.72m; major radius, 2.96m). The heating sources correspond to the full planned power for JET and comprise the sum of (a) ohmic heating with a current of 4.8MA at a field of 3.45T, (b) injection of neutral deuterium at a power level of 10MW at an energy of 160kV (17.25MW including the fractional energy components) (c) a uniform ion heating profile of about 0.1MWm$^{-3}$ to represent some form of radio frequency heating at an effective level of 15MW within the limiter radius, and (d) alpha particle heating by plasma-plasma and beam-plasma interactions assuming a 50:50 mixture of deuterium and tritium.

RESULTS

We first keep the additional thermal transport constant at a level $\chi_{Add} = 10m^2s^{-1}$ (INTOR value of $\chi_e \sim 1m^2s^{-1}$ in the edge plasma) and vary the radial extent defined by $r_L$ in the range $1.42m \leq r_L \leq 1.62m$ (Figure 1). All sputtered impurities remain in the discharge ($\chi_q = \infty$) and there is no additional particle transport ($g=0$). As the extent of the region increases, the impurity content increases and leads to smaller plasmas with lower central temperatures and global energy confinement times. With additional transport only in the shadow of the limiter there is some improvement over the equivalent case without any additional transport as indicated on the right hand side of Figure 1.

We now examine the effect of increasing the magnitude of the additional transport from 0 to 40$m^2s^{-1}$ with the ergodic region confined to the shadow of the limiter ($r_L = 1.62m$). There is a steady improvement in the performance (Figure 2) which is most noticeable in the global energy confinement time which is almost a factor of two higher than for the equivalent case without any additional transport (indicated on the left hand side of Figure 2). The heat transport to the wall increases and to the limiter decreases.
The more evenly spread heat load on the limiter leads to lower sputtering and lower impurity concentration. The size, $a$, of hot plasma increases. Radiation remains the dominant energy loss.

The reduction in the edge temperature leads to less ionisation of the recycled flux in the scrape-off layer and lower edge densities. The introduction of additional particle transport ($g=1/4$) aggravates the reduction of the edge density. For low values of the additional transport, the effect of additional particle transport is not significant (compare Figures 2 and 3). When the additional transport exceeds $10 \text{m}^2\text{s}^{-1}$, the edge density is so low that sputtering of wall material by charge-exchanged neutrals becomes the dominant impurity source. The performance then deteriorates rapidly as the transport is increased further. At a level of $40 \text{m}^2\text{s}^{-1}$, the density at the limiter tip is $7.6 \times 10^{18} \text{m}^{-3}$, the impurity concentration is 0.2%, the effective plasma size is 1.3 m and the global energy confinement time is 0.48 s.

We find it necessary to rely on effective pumping of the impurities, as suggested in /4/ or as illustrated by setting $\tau_Z = \tau_H$ (Figure 4, to be compared with Figure 3). As found in /7/ the sensitivity to changes in the edge behaviour is reduced considerably, and the degradation of performance with increasing additional transport is substantially lower even though the edge density is low.

In summary, using the present definition of plasma performance the sensitivity of the results to the additional transport is rather small; variation of up to 40 in the magnitude of the additional transport leads to changes of about 2.
Figure 3. Variation of $\tilde{T}_i$, $\tau_E$, $a$ (- -) and $f_z$ (---) with $x_{Add}$ for $r=1.62m$, $\tau_{z=\infty}$, $g=1/4$. Values for $x_{Add}=0$ are indicated on left hand side of figure.

Figure 4. Variation of $\tilde{T}_i$, $\tau_E$, $a$ (- -) and $f_z$ (---) with $x_{Add}$ for $r=1.62m$, $\tau_{z=a}$, $g=1/4$. Values for $x_{Add}=0$ are indicated on left hand side of figure.

REFERENCES


ION AND ELECTRON ENERGY BALANCE ANALYSIS OF NEUTRAL-BEAM-HEATED HELIOTRON E PLASMAS


Plasma Physics Laboratory, Kyoto University Gokasho, Uji, Kyoto 611, Japan

1. INTRODUCTION

Neutral beam injection of up to 1.7 MW beam power into low ohmic-current plasmas of the Heliotron E device (R=2.2 m, a=0.2 m, B=1.8 T, I ≈ 15 kA, n_e=2.1 x 10^{19} cm^{-3}) has created plasmas with T_i(0)≈ 0.95 keV, T_e(0)≈ 0.70 keV, and β(0)≈ 1.0%. In this paper, a description is given of the ion and electron energy balances for those neutral beam heated Heliotron E plasmas with special reference to the evaluation of the energy transport coefficients during injection. The experimental ion and electron thermal diffusivities, \( \chi_i \) and \( \chi_e \), have been examined using the numerical ion and electron temperature profile analysis codes which respectively employ the neoclassical ion thermal conductivity and the INTOR-scaling electron thermal conductivity as the reference conductivities. It is found, from the measured and calculated ion temperature profiles, that the ion heating during injection can be explained in terms of the classical beam power deposition and usual neoclassical thermal conduction processes. An attempt of obtaining the gross behavior of \( \chi_e \) has also revealed that the calculated upper limit of \( \chi_e \) during injection is below or of the same order of the INTOR-scaling value.

2. EXPERIMENTAL ANALYSIS

An important problem relevant to the ion and electron energy balance of a neutral beam heated plasma is the mechanism of power deposition by injected beam ions (fast ions), which is usually assumed to be classical in tokamaks. Therefore, in tokamaks, neutral beam heated plasmas have, at least in principle, an advantage of the reasonably accurate prediction of the input power deposition profile by means of the Monte-Carlo code. As the consequence, such neutral beam heated plasmas facilitates the determination of the experimental energy transport coefficients and the comparisons of those coefficients with theoretical values. On the other hand, as for stellarators, there is scant information about whether or not the same explanation applies to stellarator plasmas. In WVII-A/1,2, it is reported that the energy balance analysis of neutral beam heated plasmas arouses some puzzling questions about classical assumptions: the experimental energy balance of the plasma requires higher ion heating than that predicted classically. Therefore, what is required now for us is a detailed energy balance analysis of our neutral beam heated plasmas with a view to determining whether or not a classical explanation of power deposition can be applied to Heliotron E plasmas.

Typical time behavior of plasma current I_{OH}, loop voltage V_L, line-averaged electron density n_e, central electron temperature T_e(0), and central ion temperature T_i(0) for the NBI heating experiments in Heliotron E is shown in Fig. 2 of Ref. 3 under conditions where about 1.7 MW beam power is injected into a low ohmic-current target plasma. The hydrogen gas puffing is turned off just before injection in this case. The gradual
density decrease during injection is considered to be a so-called "density clamping". This phenomenon may be explained as being due to a decrease in particle recycling caused by the hardening of charge-exchange neutral fluux incident on the wall, but the detailed study remains as a future work in connection with particle transport and particle confinement.

The ion and electron energy balances have been studied after injection at which time the ion temperature reaches the maximum; the corrected, measured central ion temperature $T_i(0)$ is around 0.95 keV. The slight variations of density and temperatures around this time make little contribution to the energy balance calculations, so that the quasi-steady approximation is utilized. We will here consider the following form of neoclassical ion thermal diffusivity for stellarator plasmas as a matter of practical convenience:

$$\chi_i^{NC} = (1.0 + C_i \cdot \xi_h^2 / \nu) \cdot \chi_i^{HH}$$

where $C_i (\sim 3.5)$ can be given as the constant in the first approximation; $\xi_h$ is the helical field ripple; $\nu$ is the normalized ion collision frequency; $\chi_i^{HH}$ is the neoclassical ion thermal diffusivity of a tokamak /4/. The 1-D $T_i$-profile analysis code provides the numerical ion temperature profile as shown in Fig.1-(b) under conditions where (i) the anomaly factor with regard to $\chi_i^{NC}$ is 1.0 and (ii) the constant $C_i$ is 3.5 or 0.0; the experimentally determined profile is also shown in Fig: 1-(a). In this case, the profile for $C_i = 0.0$ is found to provide a better agreement with the experiment within error limits. A relatively large difference between the profiles of $C_i = 0.0$ and $C_i = 3.5$ is caused by the different estimations of $\chi_i$ in the localized-particle regime which dominates nearly a-half-of-plasma-radius region in this case. This result implies that the tokamak-like scaling $\chi_i^{HH}$ offers a more reasonable explanation even in the localized-particle regime although the conclusive evidence including the effect of a radial electric field is not yet obtained.

On the other hand, based upon the ion temperature profile calculated assuming $C_i = 0.0$, we have studied the electron energy balance for the same plasma. Under the condition of the net radiative loss $\text{Prad}(r) = 0$, the diffusivity $\chi_e$ is inferred to be of the same order of the INTOR-scaling value. When we take some account of the net radiative loss $\text{Prad}(r) = \text{Prad}^{*}(r)$ speculated from the bolometer measurements, the gross trend of the conductivity $k_e = n_e \cdot \chi_e$ is that $k_e$ increases with increasing electron temperature $T_e$. The result of the 1-D $T_e$-profile analysis code in this case is shown in Fig. 2, and the diagram of $n_e \cdot \chi_e$ versus $T_e$ is shown in Fig.3. Although the precise dependence of $\chi_e$ on $T_e$ is difficult to determine because of experimental uncertainties (e.g., net radiative loss), its linear dependence on $1/n_e$ is likely to be justified.

Figure 4 shows the ion and electron energy flows from the core within $r = a/2$. In this injection case, the total absorbed beam power is about 0.81 MW, and about 27 percent ($\sim 0.22$ MW) of the absorbed power is lost to the wall by fast-ion charge exchange while the rest is deposited to the ions and electrons. About 0.39 MW beam power is deposited inside $r = a/2$ to the ions ($\sim 0.16$ MW) and to the electrons ($\sim 0.23$ MW), which shows that the electron heating is still larger than the ion heating. The calculation results also indicate that the dominant power loss of the electrons is through thermal conduction and that the radiative and particle diffusion losses are small. The small particle diffusion loss reflects the small neutral particle density in this injection case where the gas puffing is turned off during injection. The dominant power loss of the ions is caused by the electron-ion coupling, which reflects the higher temperature of the
ions than that of the electrons in the core: this loss value reaches about a half of the input beam power to the ions. The plasma energy loss from the core via the ions is about 0.09 MW while that via the electrons is about 0.33 MW; the latter is found to be dominant. In conclusion, this energy flow diagram indicates that the global plasma energy confinement time at $r = a/2$ ($\sim 10$ ms) is limited by the large electron thermal conduction loss.

3. FUTURE WORK

It should be noted here that the energy transport behavior during injection is strongly dependent on the confinement properties of the target plasma. For instance, we have some indications of obtaining very low $n_e \kappa$ values when the current-less, electron cyclotron resonance heated plasma is utilized as a target plasma/5,6/. The relevant studies are now in progress by using a 53 GHz electron cyclotron resonance heated target plasma. The presented results are obtained using ohmically heated target plasmas, but the analyzed data as a whole suggest that the classical explanation of beam power deposition is sufficient to be applied to the neutral beam heating in Heliotron E plasmas.
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Fig. 1 Ion temperature profiles in NBI heating experiments:  
(a) measured ion temperature profile corrected with a numerical model taking into account the neutral density profile;  
(b) calculated ion temperature profiles of $\alpha=1$, and $C_i=0.0$ or $C_i=3.5$. The dotted and full curves, respectively, show the experimental and numerical profiles.
Fig. 2 Numerical electron temperature profile at $P_{\text{rad}}(r) = P_{\text{rad}}^*(r)$. The dotted curve is the experimental profile by Thomson scattering.

Fig. 3 Diagram of $n_e \cdot X_e$ versus $T_e$ for $P_{\text{rad}}(r) = 0$ and $P_{\text{rad}}(r) = P_{\text{rad}}^*(r)$.

Fig. 4 Ion and electron energy flows from the hot plasma core within $r = a/2$. 
"ANALYSIS OF CHARGED-PARTICLE ENERGY DEPOSITION FOR ICF CALCULATIONS WITH
THE NORCLA CODE"
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1. THE "NORCLA" CODE
NORCLA is a computing modular system to carry out the thermohydrodynamic and
nuclear evolution of ICF targets. Its original features are described in ref.1
(Velarde et al). It has been used to analyze the physics and performance of
both solid and single-shell ICF microballs (2,3). In order to broaden the ran-
ge of application and to improve its accuracy, some new modules have been de-
veloped in relation to the charged-particle phenomenology in inertial confine-
ment fusion.

2. ION BEAM-TARGET INTERACTION
A computing module (called STOP) has been written to calculate the driver ion
energy deposition in the outer shells of the targets. It also takes into ac-
count the momentum transfer from the ions to the stopping material (3).
The energy and momentum deposition is carried out at every mesh interval each
time step, accounting for the actual conditions of density, temperature and
ionization, that have been perturbed by the ions which have interacted for-
merly with the target. In figure 1, the radial profiles of the dE/dx values
are plotted for an DT-Al-Pb target, at three different times. The driver ion
range is shortened by the increase of temperature and ionization degree.

3. ALPHA-PARTICLE TRANSPORT METHODS
In order to evaluate properly the source terms of the ion and electron energy
equations (a 2T model is used in NORCLA), it is necessary to carry out accura-
tely the transport and energy deposition of the fusion-born alpha-particles.
The following two methods were envisaged to deal with this problem.

3.1. Fokker-Planck via Finite Element Method
The starting point of this method was the Fokker-Planck equation in modified
Eulerian coordinates

\[ \frac{1}{qV} \frac{\partial}{\partial t} (\psi V) + \frac{\partial}{\partial \text{V}} \psi V = \frac{\partial}{\partial E} (\psi M) + \chi \psi + Q \]  \tag{1}

where q stands for the relative speed to the medium (\( \text{V} = q + \text{V} \)) and V stands for
the volume of the lagrangian interval. The operators are defined as follows

\[ \frac{\partial}{\partial t} = \frac{\partial}{\partial t} + u \cdot V \]  \tag{2}

\[ M = S + D \]  \tag{3}

\[ S = \Sigma N_b U_b \]  \tag{4}

\[ D = m(\mu \ddot{r} + \dot{u} \ddot{r} - \frac{\partial r}{\partial r} \dot{r} + \frac{\ddot{r}}{r} + q \frac{\dot{r}}{r} ) \]  \tag{5}

(mesh drag speeding-up or slowing-down)
It is worth noting that the drag effects produced by the moving radii have been included, which is an unusual feature on the methods to treat the alpha-particle transport. The weak formulation of the aforementioned equation has logically been used to establish the finite element algorithm. It holds

\[
\frac{1}{qV} \frac{\partial}{\partial t} \langle \psi \rangle, \xi > - \langle \psi, \partial_{\xi} \psi \rangle + \left< \psi, \partial_{\xi} \psi \right> + \left< \psi, \partial_{\xi} \psi \right> + \\
+ \int \frac{dE}{E} \int ds \partial_{\xi} \xi + \int dV \int dE \partial_{\xi} \xi = \\
\frac{\partial R^+}{\partial R} \frac{1}{R} \partial \varepsilon^+ \\
+ \int \frac{dE}{E} \int ds \partial_{\xi} \xi + \int dV \int dE \partial_{\xi} \xi + \left< \psi, \xi > + \left< \psi, \xi > \right> \right)
\]

where \( R \) stands for the spacial domain, \( E \) for the energy domain, \( \partial R^+ \) and \( \partial R^- \) for the outgoing and ingoing spatial boundaries, and \( \partial \varepsilon^+ \) and \( \partial \varepsilon^- \) for the lower and upper energy boundaries. A discontinuous representation of the angular flux has been selected, hence reducing the general problem to a set of local equations, weighted via the Galerkin procedure. This method has been used to analyze some ICF targets evolutions (3) and to obtain figures 2, 3 and 4.

3.2. Partial range expansion of anisotropic scattering

The coexistence of small-angle and large-angle collisions in the same problem has lead to develop a computing method, expanding the differential transfer cross sections as a sum of series of Legendre polynomials defined only over partial angular ranges. This allows the resolution of the multigroup set of equations over each discrete direction with a standard discrete ordinates procedure, or to arrive to a coupled multi-\( P_n \) system of equations.
3.3. Validation of the methods
The methods were validated before being used in ICF calculations. In figures 2 and 3, the energy deposition to ions and electrons in a DT overdense plasma at 10 kev are plotted. In figure 2, a monochromatic spectrum has been used. In figure 3, a distributed spectrum (4) was assumed, what enhances the straggling effect.

4. IMPORTANCE OF CHARGED-PARTICLE TRANSPORT IN ICF CALCULATIONS
In figure 4 it is shown the effect of treating the fusion-born alpha-particles assuming local energy deposition (α-local) and transport calculated energy deposition (α-transport). The pR parameter has been chosen to characterize this effect. It is seen that delay of 5 picoseconds it is found out, due to the time required for the alpha-particle to deposit their energy. However, the maximum value of pR is the same in both cases. Our analysis has lead to the conclusion that alpha-particle transport is not too critical in ICF target studies, if a clear burn propagation is produced. However, in
those cases in which the ignition conditions are hardly achieved, a detailed alpha-particle transport and energy deposition ought to be done, because the aforementioned delay can play a major role in feedbacking or in quenching the fusion burst.
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Plasma Circuit Instability and Current Disruption

E. Minardi
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Abstract

The coupled system of the Ohm-Maxwell and transport equations is solved applying a 1-D code to a one-fluid plasma in a cylindrical Tokamak. In the case of a current channel surrounded by a large and cold plasma region, the resistive decoupling between poloidal and toroidal magnetic surfaces gives rise to an unstable dissipative mode. The current shrinks and collapses on the axis with a time scale which depends on the resistivity at the boundary. The profiles are controlled by the parameter $n_0 U/\rho B_z$ ($U$ is the loop voltage) and a very steep gradient is developed at high density.

While in a Tokamak the toroidal magnetic surfaces $\phi$ are essentially determined by the given external field, the poloidal surfaces $\psi$ change in time as a consequence of the current diffusion. Two classes of solutions exist depending whether a surface $\phi = \text{const}$ or $\psi = \text{const}$ is taken as a boundary surface on which the temperature $T$ is given. The former class constitutes the ordinary case of the resistive dissipation. The latter class represents a new case in which, through the motion of the boundary poloidal surface $T = \text{const}$, a functional dependence of the temperature and of the Spitzer resistivity on the current is introduced. This gives rise to a new unstable dissipative mode related to a situation similar to the instability of an electric circuit with a current-dependent resistance.

The plasma-circuit instability above is applied to the description of the current quenching in the last phase of the major disruption. It is assumed that as a consequence of the previous phases of the disruptive process the plasma is globally in a resistive equilibrium characterized by a central current profile decreasing outwards up to $r = a$ and surrounded by a large and cold boundary region up to the wall at $r = b$, in which the current and temperature profiles are flat. The flatness of the temperature represents the consequence of a strong increase of the radial thermal conductivity in the boundary region possibly resulting from instability processes related to the existence of magnetoactive resonant surfaces.

Assuming a constant density $n$ and starting from a zero order equilibrium $E_0 = n(T_0)j_{z0}$, the problem can be reduced to the following equations for the time dependent part $\chi_1$ of the helical flux $\chi$ ($\chi = -mA_z - nrA_\theta/R$) and for the temperature $T$:

\[
\frac{1}{4\pi m} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} \chi_1 = E_0 \left[ \frac{1}{n(T)} - \frac{1}{n(T_0)} + \frac{1}{\rho(T)} \frac{\partial T}{\partial T} \right] (0 \leq r \leq b) \tag{1}
\]

\[
\chi(r,t) = \chi(\rho,0) \tag{2}
\]

\[
3 - n \left[ \frac{\partial T}{\partial T} \chi + \frac{\partial T}{\partial x} \frac{\partial \chi}{\partial t} \right] = -n \frac{T}{V'(\rho)(d\rho/d\rho)} \frac{\partial T}{\partial \rho} \tag{3}
\]
with the boundary conditions
\[
\left( \frac{\partial x_1}{\partial r} \right)_0 = \left( \frac{\partial x}{\partial r} \right)_0 = 0, \quad x_1(b) = 0, \quad T(\rho) = \text{const for } a \leq \rho \leq b
\]

When a positive root \( r_m \) of \( \chi(r, t) = \chi(0, 0) \) exists, it represents a lower bound in \( r \)-space of the mapping (2) of the segment \( 0 \leq \rho \leq a \) into the \( r \)-space. This means that new magnetic surfaces were born during the time \( t > 0 \) in the segment \( 0 \leq r \leq r_m(t) \), whose temperature cannot be determined by (3), which describes only the evolution of the temperature on magnetic surfaces which already existed at \( t = 0 \). For \( 0 \leq r \leq r_m(t) \) one has then to solve (4) in \( r \)-space and match the solutions continuously through \( r_m(t) \).

The plasma-circuit instability arises for any initial strong perturbation which decreases the temperature when the boundary region is sufficiently large and cold. The calculations were performed taking initially \( x_1 \sim a_0 \cos(\pi r/2b) \) with \( a_0 \% 15\% \).

Fig. 1 shows the marginal curve for a parabolic current profile in the \( \Gamma \)-(b/a) space, where \( n_0/n_b = 1-\Gamma \) is the center-boundary resistivity ratio. The instability takes the form of a progressive cooling of the central current channel starting from the edge.

As shown in fig. 2, for a sufficiently low temperature at the boundary the process takes the form of a collapse of the current towards the axis. The duration of the current quenching is of the order of the dissipation time at the boundary \( \tau = 4\pi a^2 / n_b \). Inspection of the figures shows that the evolution of the profiles depends on the parameter \( c \equiv \tau / \tau_E \sim \tau_b / \tau_E \) where \( \tau = 4\pi a^2 / n_b \) and \( \tau_b \) is the confinement time. If \( \tau_E < \tau_b \) the heat would remain confined in the central region during \( \tau_b \), unless the temperature gradient becomes very steep. As shown by the figures this is indeed the case when \( c \) approaches 1. Noting that
\[
\tau = \frac{4\pi a^2 j_0}{E_0} = \frac{4\pi a^2 B_z}{q_0 U}
\]

where \( U = 2\pi R E_0 \), \( q_0 = B_z / 2\pi R j_0 \), and taking \( \tau_E \sim 10^{-20} \pi a^2 R(s) \) one has that the condition \( c < 10 \) gives
\[
\frac{nq(a)R}{B_z} > 4 \cdot 10^{19} \left( m^{-2} l^{-1} \right) \quad \text{(U in Volt)}
\]

We find here a connection with the Hugill-Murakami limit. At high density the system evolves towards very steep current profiles and becomes bound to MHD instabilities.
Fig. 1 - Marginal Stability Curve in the $\Gamma$ - (b/a) space.
Fig. 2 - Time evolution of the temperature and current profiles for $\Gamma = 0.85$, $b/a = 1.50$, $nq_0/m = 0.35$, $a_0 = 0.15$. The location of the m, n resonant surface is indicated by $r_{mn}$. The labelling parameter is $\tau/\tau_0$: a) $c = 20$ b) $c = 2.5$ c) $c = 1$. 
NUMERICAL SIMULATIONS OF THE OXYGEN IMPURITY TRANSPORT AT THE PLASMA PERIPHERY IN A TOKAMAK

M. Tendler, Royal Institute of Technology, Stockholm, Sweden; and J. Neuhauser and R. Wunderlich, Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching, Germany.

INTRODUCTION

The behaviour of oxygen, which is one of the most frequently encountered impurity species in tokamaks, is particularly complicated due to the intensive cross charge exchange processes between oxygen and hydrogen. The other complications arise due to the fact that oxygen is desorbed from the metallic surfaces as hydrogenic or metallic compounds, undergoing a sophisticated multistep evolution before arriving at the neutral atomic state.

Here, we aim at studying the influence of these effects, using the numerical algorithm, which allows a fast solution of both the steady-state and the time-dependent one-dimensional finite rate diffusion equation /1/. The auxiliary calculations, accounting for the cross charge exchange and the sub-routine, describing the low energy chemical kinetics are incorporated in the code.

RESULTS AND DISCUSSIONS

The cross charge exchange processes affect both oxygen neutrals and the singly ionized oxygen ions, if their mean free paths for charge exchange are of the same order as the ionization mean free path.

For oxygen atoms, injected with an initial energy much less than the plasma temperature, the cross charge exchange processes dominate over the ionization by the electron impact, producing fast oxygen neutrals with an average energy of the order of the plasma temperature and at the same time retarding their directed motion by randomizing their velocity distribution. Some part of the oxygen neutrals (roughly one half for low temperatures) returns to the wall reducing the flux of the injected impurities. The other part, moving into the plasma, penetrates much deeper due to the increased velocity reaching the region with the higher temperature, where the ionization to the second ionization state by electron impact increases drastically and the amount of the neutral hydrogen decreases.

The charge exchange processes with hydrogen affect not only the oxygen neutrals but also the diffusion of the singly ionized oxygen ions. They diffuse much faster as a result of the multiple charge exchange collisions and thus undergo greater recycling. It implies an increase of the effective diffusion coefficient of the singly ionized oxygen ions as described in /2/.

To demonstrate some of the typical examples of the 1-D multispecies, non-corona impurity transport code, some steady radial density profiles for oxygen are given in Figs. 1 and 2 for temperature and density profiles similar to those of an ohmically heated ASDEX plasma.

The effect of the cross charge exchange plays an important role if the neutral hydrogen flux exceeds the value $10^{17}$ cm$^{-2}$sec$^{-1}$ for the plasma tempera-
tature at the wall equal to 10 eV, scaling slower than the penetration depth of oxygen neutrals for a given flux density, due to the increased albedo of the plasma. The enhancement factor for the total impurity content is $5 - 6$ for the hydrogen flux changing from $10^{17}$ to $10^{19}$ cm$^{-2}$sec$^{-1}$ (Fig. 4). Though the latter flux might appear excessive compared with the typical value averaged over the flux surfaces, due to the significant poloidal and toroidal asymmetries observed in the outer regions of the tokamak plasma, this value, corresponding to $n_H \approx n_e$, can locally become of the right order of magnitude. This is certainly true for the regions with the large content of the neutral hydrogen, such as the area in the close vicinity of the limiter's top /4/ or the gas inlet.

Significant modifications appear also in the distribution of the oxygen ions over the ionization states. The low ionization states are usually located at the periphery and therefore strongly influenced by the cross charge exchange processes. Owing to the enhanced diffusion, the amount of impurities in the low ionization states (0 II - 0 V) decreases, their profiles get flatter at the much lower level. It might be one of the reasons for the observational difficulties of these ions /3/. On the other hand, the relative amount of the higher ionization states increases, leading to the growing radiative efficiency. The other important implication of the effect occurs if the decay length is much larger than the mean free path for charge exchange. It might lead to increased oxygen recycling at the first wall instead of, as usual, taking place at the limiter. The effect gets less important with the decreasing value of the decay length in the scrape-off, owing to the rapid loss of the O II at the limiter. For obvious reasons the total amount of impurities gets smaller by one order of magnitude if the decay length is less than the width of the limiter and the penetration depth of the impurity neutrals. (Fig. 4).

As far as molecules are concerned, the drastically increased penetration depth of the oxygen impurities is the result of the low energy chemical processes occurring to the oxygen molecular compounds, released from the wall. For the case of ASDEX it reaches the values up to $5 - 10$ cm. The profile of the total number of impurity ions is shown in Fig. 3.

Important consequences arise from the combination of these effects with charge exchange: the penetration depth of the atomic impurities increases further and much less (roughly one fourth) of the oxygen atoms produced from the molecular compounds return to the wall. The total number of impurities scales even stronger than the penetration depth of oxygen atoms for a given inflow of impurities.
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Fig. 1: Profiles of oxygen ionization states for hydrogen and oxygen fluxes $\Gamma_H = 0$, or $\Gamma_H = 10^{11}$ cm$^{-2}$ sec$^{-1}$, respectively. Dashed and solid lines are used for even and odd ionization states respectively. The dotted line gives the total density of the oxygen ions. The scrape-off layer is switched off.

Fig. 2: Profiles of oxygen ionization states for the hydrogen flux $\Gamma_H = 10^{19}$ cm$^{-2}$ sec$^{-1}$. Otherwise, notations and conditions are the same as for Fig. 1.
Fig. 3: Profiles of oxygen ionization states for the density of the oxygen molecules $N_{\text{MOL}} = 10^7 \text{ cm}^{-3}$ and an energy 0.03 eV at the wall. The oxygen atomic flux $\Gamma_o = 0$. Otherwise, the same as for Figs. 1 and 2.

Fig. 4: Maximum total oxygen ion density as functions of hydrogen flux for different plasma decay lengths $\lambda$ and wall temperatures $T_w$. For $T_w = 10 \text{ eV}$, the drastic increase occurs when the hydrogen flux changes from $\Gamma_H = 10^{17}$ to $\Gamma_H = 10^{19} \text{ cm}^{-2} \text{ sec}^{-1}$. 
EXTRAP in the quasi-stationary regime
M. Tendler
Royal Institute of Technology, Stockholm, Sweden

ABSTRACT
It has been shown that the pinch radius time evolution is determined by the energy balance. The physical reason for it is the unique relation between the plasma temperature and the total current, derived from the Bennet's condition. The quasi-stationary value of the pinch radius is shown to be the function of the energy losses. For the parameters of the experiments, studied to date, the latter is found when the pinch radius coincides with the separatrix. The underlying effect is the strong enhancement of the radial energy flux due to the magnetic field nulls at the separatrix.

1. INTRODUCTION
The Z-pinch immersed in a multipole magnetic field (EXTRAP) has some peculiar physical properties, making it very much different from both the closed and open magnetic field confinement schemes. There is no toroidal magnetic field, and the field lines have no rotational transform. The total magnetic field, which includes both the field generated by the plasma current and the external multipole field is zero at four X-points, defining a separatrix, and at the O-point on the axis (see Fig. 1).

In our previous publication on this subject, it has been shown that the crucial parameter in EXTRAP, essential for the establishment of the certain equilibrium, is the ratio between the plasma diffusion time \( T_p = \frac{r_p^2 B^2 c^2 \sigma}{\rho} \) and the flux diffusion time \( \tau_s = 4r_s^2 \pi \sigma c^2 \). For a plasma with \( B \sim 1 \) this ratio is very close to 1. However, in EXTRAP the existence of the magnetic field nulls on the separatrix might lead to the excessive mass flow there, thus redistributing the magnetic field within the pinch by the plasma motion and generating surface currents on the time scale of the experiment (see Fig. 5 in [27]). Another type of equilibrium arises if the flux diffusion time is much shorter than the plasma diffusion time. The plasma and current density, the electron temperature and the magnetic field radial profiles have been obtained in [27] for this case under the assumption of both a strong and weak electron-ion energy exchange (see Figs. 3 and 4 in [27]). All these considerations should be, of course, reconciled with the equilibrium, employed for the stability analysis. It has been anticipated in [3] that the stable equilibrium can be achieved only if the plasma is limited by the separatrix.

Here, we aim to show that the equilibrium exists at all only if the pinch boundary coincides with the separatrix irregardless of the stability considerations. The physical effect, which implies the positioning of the pinch radius at the separatrix is the drastically enhanced radial energy transport due to magnetic field nulls and further transition of the field geometry transport. Our estimates show that if the pinch radius is located well inside the separatrix, the energy balance for given plasma parameters
implies the continuous growth of the pinch until the plasma hits the separatrix. This effect is shown to be dominant even when a substantial part of the energy is lost to the electrodes by convection, via bremsstrahlung or linear radiation. Here, the mass accretion effects have been neglected.

2. TIME-DEPENDENT ENERGY BALANCE.

For a channel with total particle density \( n \), radius \( R \), and total current \( I \), the condition for a balance between magnetic field and plasma pressure is given by the Bennet formula:

\[
4c^2NT = I^2 \tag{2.1}
\]

where \( N = \int_0^R 2\pi n(r)dr \), \( T = T_e = T_i = \frac{1}{N} \int_0^R Tn2\pi r dr \) - the average temperature and \( I \) - the total current.

The energy balance equation for a plasma with \( T_e = T_i = T \) reads:

\[
3n \frac{dT}{dt} + p\nabla \cdot \mathbf{V} - \nabla \cdot q = Q \tag{2.2}
\]

The first term in equation (3.2) gives the change in internal energy, the second corresponds to the expansion work, \( q \) is the heat flow and \( Q \) is the energy gain. Assuming the second type of equilibrium and integrating equation (2.2) over the cross-section of the pinch, we get

\[
3N \frac{dT}{dt} + 4NT \frac{1}{R} \frac{dR}{dt} = \frac{I^2}{\pi R^2 \sigma} + Q_{aux} - Q_L \tag{2.3}
\]

and \( Q_L \) is the total loss of energy from the pinch. So, the evolution of the pinch radius in time is determined by the energy balance and not by the force balance of the \( E \times B \) and diamagnetic drifts at the boundary. The physical reason for the fixed relation between the plasma temperature and the total current, established by equation (2.1). So, the combination of the compression work with the ohmic heating provided for a certain value of the temperature for a given current in a pinch with the small energy sink. Microscopically this compression or expansion is governed by the change of the electric field in the plasma.

At the early time the energy losses are unimportant so using equation (2.1), we get from (2.3):

\[
\frac{3}{2} I^2 R^2 \frac{dI}{dt} + IR \frac{dR}{dt} = 2.55 \frac{e N^{3/2}}{\pi \sigma_0} \tag{2.4}
\]

Equation (2.4) is important for the start up process in EXTRAP. Due to the small value of the current rise in the EXTRAP experiment, the plasma builds up radially outward. It implies that the second term at the l.h.s. of equation (2.4) dominates. Thus, the development of the EXTRAP discharge is different from the conventional Z-pinch, where the discharge starts at the wall due to the significantly larger current rate-of-rise time employed.
At the later stages of the discharge, the energy losses become important and govern the time dependence of the pinch radius.

At first, we consider the case, when the pinch plasma has expanded up to the separatrix and assume the energy losses are limited by the electron heat conduction flow, parallel to the magnetic field lines. The electron heat flow along the field lines is given by:

\[ q_{e} = K_e \frac{dT}{dx} = 1.94 \times 10^{20} \frac{T^{7/2}\text{(ev)}}{L} \]  

(2.5)

where L (in cm) is the length along the field lines from the boundary of the pinch to the wall. Using (2.5) in (2.3) as the energy sink, we get for \( \Delta R \) (the radial distance between the plasma boundary and the separatrix):

\[ \Delta R = 3.53 \times 10^{-76} \frac{L N^5}{R^3 S I^8 (\text{KA})} \]  

(2.6)

Using the experimental parameters given in [27] we get \( \Delta R = 0.02 \text{ mm} \). The time dependence of the pinch radius is given in Fig. 2. A remarkable feature of eq. (2.6) is the extremely strong dependence on the total current. Further, we assume that the energy losses occur at the electrodes, and the sink is given by [57]:

\[ q_L = \frac{5}{2} \frac{J T}{e A} \]  

(2.7)

where A is the length of the pinch.

Substituting (2.7) into (2.3) we solve eq. (2.3) (see Fig. 2) and get for the quasi-stationary value of the plasma radius:

\[ R = 3.74 \times 10^{-19} \frac{A^{1/2} N^{5/4}}{I^2 (\text{KA})} \]  

(2.8)

For experimental parameters of EXTRAP it gives \( R = 100 \text{ mm} \), being much larger than the radial distance to the rods. It implies that these losses are negligible for the case of EXTRAP. Bremsstrahlung or other types of radiation losses give even smaller contribution.
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Fig. 1. Schematic representation of the cross-section of an Extrap Z-pinch. In a linear device, the axis is the Z-axis of a cylindrical coordinate system. In a toroidal device the axis is the minor axis of a toroidal coordinate system.

Fig. 2. The pinch radius as a function of time. The lower curve corresponds to the case when the energy losses occur at the separatrix due to electron heat conduction flow. The upper curve describes the case, when the energy is lost to the electrodes.
An Implicit "Quasineutral" Plasma Simulation Method which includes Sheath and Vacuum Regions

E.L. Lindman*, G. Rickard and M.C. Haines
Blackett Laboratory, Imperial College
Prince Consort Road, London SW7 2BZ, U.K.

INTRODUCTION

In plasma simulation codes designed to study the low frequency behaviour of plasmas efficiently, the high frequency modes (e.g., lightwaves, plasma oscillations, electron cyclotron motion, etc.) must be removed from the algorithm. One may use an approximate set of equations from which these effects have been removed /1-4/ or a time-differencing method which converts the high frequency modes to damped modes /5-8/ oscillating at a frequency determined by the time step. In either case, these approximations (the Darwin model, quasineutrality, massless electron fluid, etc.) lead to equations for the fields which are elliptic instead of hyperbolic. Thus the fields cannot be stepped forward in time as in electromagnetic simulations using the full set of Maxwell's equation. Instead the fields and the sources must be found, implicitly, at each time step. The two techniques currently used for this purpose are the "direct implicit" method /1,5,6/ and the "implicit moment" method /2,3,7,8/.

In the "implicit moment" method the moments which appear in the continuity and momentum equations are accumulated on the mesh from the particle data available at the current time level. These data are then used to step \( \rho \) and \( J \) forward to the new time level using moment equations with no further reference to the particle data. The fields at the new time level are then computed and used to step the particles forward in time to this time level. A correction using the new particle data could now be applied but is usually not worth the expense in additional computer time required /7/. Thus, in this method, the sources at the new time level are expanded about the particle data at the old time level. On the other hand it seems reasonable that stepping the particles forward using the old values of the fields would lead to particle positions and velocities, and hence sources, closer to their final values at the new time level. An expansion about these data might then be more accurate and/or converge faster than the expansion about the data at the old time level. Such an expansion is used in the direct implicit method.

In the "direct implicit" method the particle data at the current time level is extrapolated forward to an optimum intermediate time using an extrapolated value of the fields. From the equations of motion, corrections to these positions and velocities are obtained as a function of the unknown fields. By summing over the particle data we can obtain expressions for the corrected sources as a function of the unknown fields. The moments which appear in these equations are accumulated on the mesh and these equations are then solved for the new fields with no further reference to the particle data. When both the positions and velocities of the particle are adjusted in solving for the fields an unwieldy set of

*On leave from the Los Alamos National Laboratory, NM 87545, U.S.A.
equations is obtained, particularly in 2 or 3 dimensions /5,6/. In contrast, when the positions are not adjusted and the conservation of canonical momenta can be used to determine the velocities, very simple equations are obtained /1/. The extension to the case where the positions are not adjusted and the canonical momenta are not conserved is included in the method presented below along with elements of the "implicit moment" method.

DERIVATION OF LOW FREQUENCY EQUATIONS

We are interested in following the details of the ion dynamics in regions where the finite-larmor-radius expansion breaks down such as on the axis of a Z-pinch. The ions are therefore treated as particles using the usual particle-in-cell methods for depositing Ni and NiUi on the mesh and interpolating the fields to move the particles. For the electrons on the other hand we wish to include only the low frequency part of the motion, and, hence, eliminate plasma oscillations and cyclotron motion in addition to lightwaves. Several approximations to the electron fluid equations and to Maxwell's equations are generally required to do this.

The assumption of quasi neutrality is usually made to eliminate plasma oscillations. This approximation, however, is unnecessarily restrictive and eliminates the possibility of including vacuum regions and sheaths in the problem. Attempts to patch such regions into the problem after the physical link to them has been removed from the equations is unsatisfactory /3,4/. The removal of lightwaves from the problem is usually accomplished by removing $\partial E/\partial t$ from Maxwell's equations. This approximation is a low frequency approximation which can also be used to remove plasma oscillations from the problem without using quasineutrality.

Using the appropriate Maxwell's, and assuming $\partial E/\partial t = 0$, we define $N_e$ and $N_{eQ}$ as follows.

$$N_e = N_i - \frac{v \cdot E}{(4\pi \rho)}$$

$$N_{eQ} = N_{iQ} \frac{v \cdot B}{(4\pi \rho)}$$

(1) (2)

If we substitute these into the electron continuity equation and use the fact that $N_i$ and $N_{iQ}$ satisfy an ion continuity equation, we obtain $\partial (v \cdot E)/\partial t = 0$, which is consistent with the original assumption. Combining the appropriate Maxwell's equations, we have

$$-c^2V \cdot V \cdot E = \frac{\partial}{\partial t} \frac{3}{\partial t} (N_i \mu_i - N_{eQ})$$

(3)

And from the momentum equations for ions and electrons, we have

$$\frac{\partial}{\partial t} (N \mu \cdot \mu_i) = \frac{e_i}{m_i} (N \mu \cdot \mu_i + N_i \mu \cdot \mu_j + E \cdot \nabla \cdot (N \mu \cdot \mu_j + \mu_j \cdot \nabla j/m_j).$$

(4)

Because we have introduced an ion fluid equation, we have used the "implicit moment" method here. Combining Eqs (3) and (4) we obtain an implicit equation for $E$.

$$-v \cdot V \cdot E = \frac{\partial}{\partial t}$$

(5)
Equation (5) must be handled with some care. In particular, the divergence of the left-hand-side is easily seen to be zero while that of the right-hand-side is in general not zero. For mathematical consistency we must require that the divergence of the right-hand-side be zero also. This gives us an additional equation to solve:

\[ \nabla \cdot \mathbf{j}(E) = 0 \]  

(7)

If we write \( \mathbf{E} \) as the sum of a transverse and longitudinal part: \( \mathbf{E} = \mathbf{E}_T - \nabla \mathbf{Q} \), we may regard Eq.(5) as the equation for \( \mathbf{E}_T \) and Eq.(7) as the equation for \( \mathbf{Q} \). Furthermore the left-hand-side of Eq.(5) involves only \( \mathbf{E}_T \) allowing us to use the well-known vector identity to convert \( \nabla \nabla \mathbf{v} \) to the vector Laplacian which is far more convenient to deal with numerically:

\[ \nabla^2 \mathbf{E}_T = \mathbf{j}(E) \]  

(8)

Equations (7) and (8) are a complicated set of nonlinear equations which contain several physical effects. In high density regions they reduce to the quasineutral equations. At the boundary of the plasma Debye sheaths, electromagnetic sheaths and magnetic insulation phenomena can be obtained. And, of course, outside these sheath regions the correct equations for the vacuum fields arise. Equation (7), in particular contains a term of the form \( \nabla \cdot (\nabla^2 \mathbf{Q}) \mathbf{Q} \). The mathematical properties of the solutions of such an equation are not well-known and questions of existence and uniqueness are not easily brushed aside.

In problems such as the simulation of a Z-pinch, the details of the solution in the sheath and vacuum are not of interest. A sufficiently accurate link between the vacuum fields and those within the plasma are all that is required. In such applications the Debye sheath is irrelevant and may be removed from the problem by setting the electron temperature equal to zero. The electromagnetic skin depth on the other hand must be included and may be too small for the mesh. In such cases artificially enhancing its size to a cell size will probably give an adequate approximation. Other approximations such as replacing the electron density in a vacuum region by a constant such that \( c/\omega_p \) is large compared to the radius of the computational region are also being explored.

The low frequency set of equations then consists of Eqs. (1), (2), (7), (8) and Faraday's law for the B field, Eq.(9).

\[ \frac{\partial \mathbf{B}}{\partial t} = - \mathbf{C} \mathbf{V} \times \mathbf{E}_T \]  

(9)

TIME INTEGRATION METHOD

The procedure for stepping these equations forward in time is as follows. We start at a particular time level with values for the ion positions and velocities, \( \mathbf{X}_j^0, \mathbf{V}_j^{0-\frac{1}{2}} \) and the fields, \( \mathbf{E}_j^0, \mathbf{B}_j^0 \) and step the ions forward using Nielson's method /2/.

\[ \mathbf{V}_j = \mathbf{V}_j^{j-\frac{1}{2}} + \frac{1}{2} \Delta t \frac{\mathbf{E}_j^0}{M} (\mathbf{E}_j^0 + \frac{1}{c} \mathbf{V}_j^{j-\frac{1}{2}} \times \mathbf{B}_j^0) \]  

(10)
At this point we can deposit on the mesh the ion density at \( j+1 \), but because the ion velocity is a half-step behind we cannot deposit the ion current density. To overcome this difficulty a predictor corrector method will be used which is similar to the "direct implicit" method. First, the best prediction for the velocity at \( j+1 \) is obtained using the fields at \( j \) with the positions at \( j+1 \).

\[
\begin{align*}
v^* &= v_j^{j+\frac{1}{2}} + \frac{1}{2} \Delta t \left( \frac{e}{m} (E_j^j + \frac{1}{C} \gamma_j^j \times B_j^j) \right) \\
x_j^{j+1} &= x_j^j + \Delta t \, v_j^{j+\frac{1}{2}}
\end{align*}
\]

(11) (12)

The ion moments \( N_i, N_i U_i^* \), etc are then deposited on the mesh. The fields are then stepped forward in a manner similar to that used for the particles.

\[
\begin{align*}
B_j^* &= B_j^j - \Delta t \, C \, v^* E_j^j \\
v \cdot J(E^*, B^*, N_i U_i^*, ...) &= 0 \\
v^2 E^* &= J(E^*, B^*, N_i U_i^*, ...) \\
B_{j+1}^j &= B_j^j - \Delta t \, v^* (E^* + E_j^j)
\end{align*}
\]

(14) (15) (16) (17)

The "direct implicit" correction step then follows.

\[
\begin{align*}
U_{ij}^{j+1} &= U_i^* + \frac{1}{2} \Delta t \left( \frac{e}{m} (E^* - E_j^j) + \frac{1}{C} \gamma U_i^* \times (B_{j+1}^j - B_j^j) \right) \\
v \cdot J(E_{j+1}^j, B_{j+1}^j, N_i U_{ij}^{j+1}, ...) &= 0 \\
v^2 E_{j+1}^j &= J(E_{j+1}^j, B_{j+1}^j, N_i U_{ij}^{j+1}, ...)
\end{align*}
\]

(18) (19) (20)

This correction step may not be required in all cases. Although a second pass through the particle table is not necessary to carry it out, it is still computationally expensive because of the numerical work involved in solving equations (19) and (20).

CONCLUSION

We have constructed an algorithm which reduces to quasineutrality in high density plasma regions but also contains the physics necessary to describe sheath and vacuum regions. To do this a low frequency approximation was used in place of the usual quasineutrality approximation. A time differencing of these equations has also been presented which uses features of both the "direct implicit" method and the "implicit moment" method.
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A MODEL FOR THE MAGNETIC FIELD STRENGTH ALONG A STELLARATOR FIELD LINE AND ITS APPLICATION TO PARTICLE ORBIT CALCULATIONS

W.N.G. Hitchon and H.E. Mynick
University of Wisconsin Torsatron/Stellarator Laboratory
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I INTRODUCTION

In any toroidal system which lacks symmetry in the toroidal direction, confinement of single particles cannot be guaranteed. A potentially significant consequence of the loss of an invariant of the motion, namely, the toroidal component of the canonical angular momentum, is that toroidally-trapped alpha particles may undergo stochastic orbits if the magnetic field "ripple" exceeds a rather low value, [1, 2, 3]. Such particles may then be relatively rapidly lost from the plasma.

The study of stochastic orbits is facilitated by the generation of a plot such as Fig. 1, of the successive intersections of particles with some plane. On such a plot, regions of stochastic behavior will in general be evident, some bounded on both sides by invariant surfaces and some extending to the edge of the plasma from the outer invariant surface (which may not exist, in which case all the orbits are stochastic and all the particles in question will be lost). The calculation of the intersections by direct integration of the equations of motion will in general require considerable computational effort. For a ripple tokamak, the simplicity of the magnetic field allows analytic expressions for the field to be used to make guiding-centre following calculations feasible [3]. An analytic map which simulates the orbits [1, 2] is much faster although generally somewhat pessimistic by comparison in that it tends to overestimate the extent of the stochasticity.

For stellarators, the complexity of the fields makes it appear unlikely that a useful analytic map could easily be developed. Direct integration of guiding-centre equations in fields generated by "real" coils for many orbits and for large distances would be prohibitively time-consuming. The flux-coordinate guiding-centre equations of Boozer, et al. [4] may, on the other hand, be integrated very rapidly. The difficulty with this technique is obtaining a good representation of the field in flux coordinates. In this paper, we use an analytic representation of stellarator-type fields in flux coordinates to study alpha particle behaviour in various stellarator reactor geometries.

II MODEL FIELD

As has been pointed out previously [5, 6], the stellarator field given by \( \mathbf{B} = \nabla V \), where

\[
V = B_0 R_0 \phi + b_x \rho \cos(\theta + p\phi) + \ldots
\]

has magnitude
B(\rho, \delta, \phi) = B_0(1 + \epsilon \rho \cos \delta + \epsilon \rho \delta [\sin(m \delta + p \phi) - h \delta \sin(2 \delta + p \phi)])

m \equiv \lambda - 1, \text{ when expressed in the "flux coordinates" } \tilde{\rho}, \tilde{\delta}, \text{ which characterise a field line. } \tilde{\rho}, \tilde{\delta} \text{ are defined by}

\begin{align*}
\rho &= \tilde{\rho}(1 + \delta \sin(2 \delta + p \phi)) \\
\delta &= \tilde{\delta} + \delta \cos(2 \delta + p \phi)
\end{align*}

\rho_0 = \tilde{\rho} \text{ and } \delta_0 = \tilde{\delta} - \lambda \phi \text{ are the coordinates of the field line at the plane } \phi = 0. \lambda \text{ is the rotational transform. The major and minor radii are } R \text{ and } a: (r, \theta, \phi) \text{ are a set of local quasi-cylindrical coordinates.}

\epsilon \equiv a/R \text{ and } \rho \equiv r/a. \delta \equiv \frac{\lambda}{e} \frac{\rho}{\rho_0} \delta - 2 << 1.

The parameter \( h \equiv \epsilon p^2/\lambda \) determines whether the extra terms in (2) which vary as \( \sin(m \delta + p \phi) \) are significant or not. Typically, if \( h \ll 1 \) (which is the case in most stellarators) it will be crucial to allow for them whereas for \( h \gg 1 \) (which is the case in Torsatrons/Heliotrons) it would appear to be less vital. However, it has been found [7] that the results of Monte Carlo calculations for Heliotron-E (where \( h = 12 \)) were significantly altered by the \( \sin(m \delta + p \phi) \) term.

### III ORBIT CALCULATIONS

In modular stellarator reactor configurations (see Ref. [8]), localised alpha particles (trapped in the helical ripple) will tend to be lost from the plasma as they undergo uncompensated nearly vertical drifts. In addition, a large population of toroidally trapped alphas exists whose orbits exhibit two interesting features: i) the majority of the particles undergo stochastic orbits which appear, however, to be bounded in radius and ii) despite their evidently sampling a substantial region of physical space, they rarely become trapped in the helical ripple, since for \( p = 3-4 \) the ripple wells are shallow and occupy a small fraction of the length of a field line.

In some torsatron-type reactors, the helical ripple is much larger than the toroidal modulation of the field. As a result, many localised particles and very few toroidally trapped particles exist. The former group tends to have drift surfaces close to magnetic surfaces, instead of drifting vertically. Thus, on the time scale on which a particle makes a poloidal transit, they are confined. For ATF-1 parameters however, the toroidal ripple is comparable with the (large) helical ripple. Many alphas are localised, and these drift straight to the wall. In the central region, toroidally trapped alphas exist, but in contrast to the stellarator case these become localised (and are lost) very rapidly because \( p = 12 \) and helical wells are to be found everywhere.

Figure 1 shows alternate (outer) intersections of toroidally trapped particles, all launched with the same \( E, \mu \) (representing 3.5 MeV alpha particles) with the midplane of the torus in a modular stellarator configuration with \( \lambda = 2, p = 3, e = \frac{\lambda}{6}, \mu = 0.48 \) as discussed in [8]. A band of stochastic behavior is bounded on the outside by the inner one of a pair.
of 'lines' each generated by the same orbit, shown in Fig. 2. Although this particle in this orbit apparently retraces almost exactly the same path in the course of hundreds of banana orbits, its mid-plane intersections show stochasticity, on close inspection. However, the existence of orbits such as this explains why other orbits do not necessarily lead to helical trapping and loss of toroidally trapped alphas.

Thermal particles are observed to exhibit the same sort of behavior: they undergo banana orbits whilst toroidally trapped, and although their orbits become stochastic they do not tend to trap in the helical wells unless launched into an orbit which is close to being marginally trapped. This suggests that the various 'banana-drift' diffusion mechanisms which have been studied in tokamak geometry could also be important in this class of stellarators.
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Abstract. A 3-D computer code (MASCOT) has been designed to simulate the MHD behaviour of tight aspect ratio tokamaks of non-circular cross-section. The initial application of the code is to JET. First calculations have followed the electromagnetic diffusion of the equilibrium up to 20 seconds. In preliminary non-linear studies the growth of an m=2 tearing mode has been followed up to saturation.

Introduction. The tight aspect ratio and D-shaped cross-section of the JET tokamak precludes the application of the commonly used approximations for large aspect ratio and circular cross-section. A 3-D MHD simulation code, MASCOT, has therefore been devised, which makes no geometrical approximations.

The initial objective is to study the non-linear behaviour of JET on the resistive time scale. To this end special techniques are used to avoid fast hydromagnetic waves.

The model includes energy transport and the facility for additional heating and radiation losses. Rapid transport around field lines is also included.

The Model. The general problem presents a substantial computational task and it is necessary therefore that the model should be made as simple as possible whilst still including the necessary physics.

We have the usual Ohms Law and Maxwell Equations

$$\frac{\partial B}{\partial t} = -\nabla \times E \quad (1), \quad E = \eta j - \nabla \times B \quad (2), \quad j = \frac{1}{\mu_0} \nabla \times B \quad (3).$$

A fundamental objective of the code is to follow the growth of the non-linear tearing modes on a resistive time scale. Such development can be modelled by following a sequence of non-axisymmetric equilibria. A reasonable representation of the resistivity is important in such equilibria as this will affect the distribution of current density. An energy equation is therefore included to provide evaluation of the electron temperature from which the resistivity is determined. At present we have a one fluid model.

$$\frac{\partial \Phi}{\partial t} = Q - \nabla \cdot q - L \quad (4)$$

The cross-field energy-transport is computed from $q = K \Phi$ where $K$ is an empirically determined conductivity. $Q$ is the heating, including ohmic heating ($\eta^2 j^2$) and any additional heating, $L$ is the heat loss. A constant density is assumed.

To complete the basic model a method has been devised for evaluating the resistive flow velocities which avoids the problem of fast hydromagnetic waves. The following equation is solved

$$\frac{\partial \omega}{\partial t} = c_1 (j \times B - \nabla \Phi) + c_2 \nabla^2 \omega - c_3 \omega \quad (5)$$
Here $c_1$ can be seen as the reciprocal of an effective inertia whilst $c_2$ and $c_3$ are damping coefficients. $c_1$ is arranged to be as small as possible consistent with maintaining the proper resistive flows. Essentially a high effective inertia is simulated. The reasoning is that the resistive diffusion will not be affected by the effectively large inertia if it is kept below a critical value. The sequence of developing equilibria can still therefore be accurately modelled. The procedure can be considered as a numerical technique for relaxing to equilibria. This feature allows the computations to be carried out on the resistive time scale thus keeping computational times within practicable limits. However, phenomena related to the very short inertial timescale can be studied over a short period by increasing $c_1$ and reducing the timestep.

Further to the basic model, rapid parallel heat flow is simulated by a technique of equalising the temperature around field lines.

Boundary conditions at present assume a conducting wall at the plasma edge, the normal component of $\mathbf{B}$ being put to zero. The toroidal electric field at the boundary is automatically adjusted to maintain a specified total current. Flows are allowed to continue across the boundary. The temperature is given a small pedestal value at the boundary to avoid the problem of the resistivity becoming very large because of its $T^{3/2}$ dependence.

Numerical Method. The equations are solved on a 2-D rectangular mesh in the minor cross-section using a 2 step Lax-Wendroff scheme. The third dimension is computed using a full spectral method which involves expansion into Fourier modes around the toroidal direction.

Preliminary Results. The early development work on the code is discussed elsewhere. In a test calculation the completed axisymmetric version of the code (MASCOT2) has modelled the evolution in JET of the plasma from a cold Solovev equilibrium with flat current profile to an ohmically heated equilibrium with peaked current profile. Fig.1 shows the evolution of this current profile.

The full 3D version (MASCOT3) is now operating with an $n = 1$ mode only in the toroidal direction. The initial run with MASCOT3 has been the simulation in JET of the development of an $m = 2$ tearing mode island. This island is depicted in Fig.2. For this case $B_0 = 1$T and the total current is 2MA with ohmic heating only. The values of $q_0$ and $q_{\text{edge}}$ are 1 and 4 respectively.

Further Studies. The next stage in the development of MASCOT3 will be the setting up of a vacuum region around the plasma to allow magnetic fluctuations at the plasma surface.

With the facilities available for simulating additional heating, radiation losses and for introducing higher $n$-modes a whole range of phenomena are open to investigation including $m=1$ kink instability, disruptions and the anomalous current penetration due to high-$m$ tearing modes.

Acknowledgements. We wish to thank A.Sykes and J.W.Connor for helpful and stimulating discussions.

Evolution of current in JET from a cold Solovev equilibrium with flat current profile (a) to an ohmically heated equilibrium with a peaked current profile (d). Total current is 2MA and $B_\phi = 1$T. Note that the scale differs for each subpicture. Peak values of current density, $(j)$ for each case are given below along with values for $q$ and $\beta$.

<table>
<thead>
<tr>
<th>Picture</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum $j$(Ma/m$^2$)</td>
<td>0.36</td>
<td>0.40</td>
<td>0.46</td>
<td>0.63</td>
</tr>
<tr>
<td>$q_0$</td>
<td>3.07</td>
<td>2.8</td>
<td>1.4</td>
<td>0.94</td>
</tr>
<tr>
<td>$q_{edge}$</td>
<td>3.70</td>
<td>3.5</td>
<td>3.8</td>
<td>3.98</td>
</tr>
<tr>
<td>$&lt;\beta&gt;$</td>
<td>0.09%</td>
<td>0.45%</td>
<td>0.53%</td>
<td>0.57%</td>
</tr>
<tr>
<td>$\beta_J$</td>
<td>0.02</td>
<td>0.10</td>
<td>0.12</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Example of $m=2$ tearing mode islands in JET.
Total current = 2MA. Toroidal field = 1T.
$q_0 = 1$ $q_{\text{edge}} = 4$ $\phi = 0.6^\circ$ $\beta_J = 0.13$
Ohmically heated plasma with no radiation losses.
BETA LIMITS IN TOKAMAKS DUE TO HIGH-N BALLOONING MODES

A. Sykes, M. F. Turner, S. Patel
UKAEA Culham Laboratory, Abingdon, Oxon, OX14 3DB, UK.
(Euratom/UKAEA Fusion Association)

Abstract

By adopting a modified definition $q$ of the edge safety factor (defined in terms of current/area), we find that for a general Tokamak configuration of elongation $E$ and aspect ratio $A$, the maximum $\beta$ for marginal stability to high-$n$ ideal ballooning modes is well represented by $\beta = 22E/Aq^2$, provided that sufficient triangularity is used to ensure Mercier stability.

This simple expression is compared with other published results, and its $q^{-1}$ dependence (rather than the theoretical $q^{-2}$) explained. The particular example of JET is considered.

Introduction

By fitting functional forms to results obtained from 2D transport and high-$n$ ballooning stability codes, Tuda et al (1) derived

$$\beta_{\text{opt}} = 7.8 \ E^1 + 0.14(q_s - 1)^{-0.54} \ (A - 1)^{-0.76}$$

where $\beta_{\text{opt}}$ is an optimised value, i.e. the configuration has been evolved so that (almost?) all the plasma is at marginal stability to high-$n$ modes.

Bernard et al (2) have derived

$$\beta_{\text{max}} = 27 \ E^{1.2} \ (1 + 1.56) \ q_s^{-1.1} A^{-1.3}$$

where $\delta$ is the triangularity, and $\beta_{\text{max}}$ represents the maximum $\beta$ obtainable from a certain family of profiles, and so is not at marginal stability everywhere. In both the above results, $\beta = 2u <p>/B^2_0$ where $B_0$ is the vacuum toroidal field at the geometric centre $R_0$.

Inspired by the differences between the two results; seeing that neither obeys the theoretical $q^{-2}$ scaling; and wishing to compare with previous published results, we have undertaken our own series of optimisation calculations.

Optimisation method

We use the same procedure as Sykes & Turner (3). Equilibria are obtained by solving the Grad-Shafranov equation with the pressure and toroidal field terms $p'$ and $ff'$ being determined by spline fit to 11 nodal values. The $q(\psi)$ profile is determined by the initial choice of $p'$and $ff'$ and is kept constant.

The procedure is as follows:- stability to high-$n$ modes is found by solving the ballooning equation (5) around each flux surface. We increase
p.' if the ith surface is stable, and decrease if unstable, adjusting \( \varepsilon' \) to maintain the original q-profile. The Grad-Shafranov equation is then re-solved. In this way we eventually converge to an equilibrium having the prescribed q-profile but being at marginal stability to high-n modes almost everywhere — since we insist on zero edge current (and hence \( p' = 0 \)) we have positive stability there.

Most of the results given in the next section are produced by optimising to q profiles of the form given by \( p' = \psi^a \). However other forms have been used, in particular Gaussian profiles as used in (2) and polynomial functions as used in (1), with surprisingly little difference.

Note that this optimisation technique determines the appropriate value of \( \beta_J \), which typically varies from 0.5 at high total current to 1.5 at low current. The optimised value is independent of the initial value.

Results

Fig. 1 gives results of the optimisations for circular plasmas at aspect ratios 4.5:1 and 3:1. In each case \( q_\infty = 1.05 \), and the total current is varied by altering \( a \). \( \beta \) is shown plotted against \( 1/q_J \), where

\[
q_J = 2B_0/(R_0 J/\text{area}).
\]

This re-definition of \( q_J \) (which coincides with \( q_\infty \) for large aspect ratio cylinders) was suggested to us by the strong dependence of the usual \( q_\infty \) on the proximity of separatrices and shaping of the inner plasma edge, whereas we expect ballooning modes to be more influenced by behaviour at the outside edge.

From these two optimised, marginally stable cases we derive the empirical formula

\[
\beta_{opt} = \frac{22E}{Aq_J}, \quad \text{where} \quad q_J = \frac{2B_0}{R_0 J/\text{area}}
\]

After deriving this formula, it has come to our notice that Rutherford has given (6) a very similar expression as a "crude fit to a sequence of low q ideal MHD stability calculations". We are here demonstrating a more general application.

For an elliptical plasma of elongation \( E=2 \) at aspect ratio 3:1 we find...
that at low current results are also well fitted by [1], but at higher current the central flux surfaces become very elongated and the Mercier criterion is violated: this is evidenced in Fig. 1 by an ejection of pressure from the inner plasma, as we insist \( q_0 = 1.05 \). Use of a strong D component (\( \delta = 0.5 \)) satisfies the Mercier criterion and the formula continues to hold even for high current (Fig. 1).

In Fig. 2 we re-plot the results of Sykes & Turner (3), which used an early model of the JET plasma shape having \( \delta = 0.168 \). We see a degradation from the linear case at high current. However we now repeat the work using the present JET plasma design shape having more triangularity (\( \delta = 0.24 \)) and find that this is sufficient to avoid Mercier instability at the design current. The optimum \( \beta_{\text{j}} \) is also shown; note that this exceeds unity at the JET design current.

Comparison with other results

Since other results are usually quoted in terms of \( q_s \), we show in Fig. 3 the ratio of \( q_s/q_{\text{j}} \) at different aspect ratios for circles; 2:1 ellipses; and 1.8:1 D's of triangularity 0.5. Using these approximate relationships we can re-plot the results of Tuda et al (1) and Bernard et al (2) on \( \beta \) vs \( 1/q_{\text{j}} \) plots, finding that the \( \beta_{\text{opt}} \) of Bernard et al lies below our \( \beta_{\text{opt}} \), as expected whereas the \( \beta_{\text{opt}} \) of Tuda et al has very similar values to our results, showing evidence of Mercier violation at higher currents (Fig. 1).

Good agreement is also obtained when comparing with the results given in (4). Bernard & Moore also included surface kink stability, and found that the optimum plasma shape had a strong D component, with \( q_s > 3 \) being necessary for kink stability. After conversion to \( q_s \) using Fig. 3, our formula exceeds the \( \beta \) values given in (4) by 10% in each of the 4 cases — as we might expect due to our fuller optimisation.

Theoretical scaling

The theoretical result \( \beta \sim 1/(Aq^2) \) might lead us to expect that halving the total current would quarter the \( \beta \). In practice, however, we are moving from a \( 1 < q < 2 \) equilibrium (say) to a \( 1 < q < 4 \) equilibrium, which has more shear; and the compatibility of our linear global relationship with the theoretical quadratic one can be seen as follows. From the definition of \( \beta \)
and integrating by parts, we obtain
\[ \beta = \frac{1}{R} \int_0^R \frac{a}{q} \frac{d^2r}{dr^2}, \]
where \( a = -2Rq'p'/B_0^2 \) (From (5)).

Fig. 4 shows the results obtained by evaluating this expression using
two simple approximations to the marginal stability \( s/\alpha \) curve (Fig. 1 of (5));
firstly taking \( \alpha = 0.5 \); and secondly \( s = 1.7\alpha \), where shear \( s = rq'/q \). In
each case we use a typical \( q \)-profile \( q = 1 + (q_s - 1)^3 \). Each case yields an
approximately linear result as \( q_s \) is varied. The result predicted by formula
[1] is also shown (dashed line).

Conclusion

We have shown that \( \beta_{\text{opt}} = 22E/(Aq_J) \) gives good agreement to computational
results of high-\( n \) limits over a wide range of parameters, provided the Mercier
criterion is satisfied. Triangularity has little effect at low currents, but
at high currents it increases shear and has the dual effect of raising \( q_s \) to
improve surface kink stability and of easing the Mercier criterion.
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BOLOMETER MEASUREMENTS OF THE ENERGY LOSSES IN THE GRAPHITE WALL TOKAMAK

I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

The studies of discharges within a graphite liner have been completed on the TM-G tokamak. The main goal of experiments was to find out the level of plasma contamination by the carbon ions resulting from a graphite sputtering and to study the effect of impurities on the discharge and plasma parameters. The sputtering coefficients for graphite, impurity transport within plasma, total radiation losses (charge-exchange included) and $Z_{\text{eff}}$ of plasma were measured in accordance with the program.

Parameters of the studied regimes are given in Table I. All the measurements were done at the temperature of the graphite walls, $T = 350^\circ$C, that was necessary for a hydrogen removal from the graphite walls after each discharge.

A ratio $P_r/P_{\text{O H}}$ is given in Fig.1a for a discharge with the plasma current of 40 kA at different average plasma densities. An average specific power released on the graphite wall is also given in the same Figure. It is obtained from the assumption of uniform (in poloidal and toroidal directions) energy deposition on the walls. The real local power of energy deposition can be 2-3 times higher. The dependence of the ratio $P_r$ for other regimes is similar to the given one. The only difference is that the greater plasma density corresponds to the greater discharge current (see Fig.1b) at the same ratio $P_r/P_{\text{O H}}$. The absolute radiation energy losses are determined only by the plasma density and do not practically depend on a plasma current. This property is more pronounced in Fig.2, where the total power of radiation losses is shown as a function of an average plasma density.

Measurements of C-II (4267 Å) line radiation intensity have shown that the influx of carbon atoms into plasma rises proportionally to the plasma density. Therefore, at high densities the main fraction of radiation losses is associated with the line radiation of carbon ions. The bolometric measurements, made when the graphite wall was irradiated by the pulsed laser beam and also when cold hydrogen was puffed into the plasma, show that the main part of radiation losses is produced by carbon ions with a low ionization state. The total radiation power is larger than the level determined from the corona equilibrium model by a factor of a few tens.

The rate of impurity spread within the plasma column was determined by measuring of a delay between the laser pulse and the additional line luminosity for the ions with different charge and intensity of soft X-rays. The delay was found to be 0.4 - 0.5 ms for the CV-line (2271 Å) and 1.4 - 1.6 ms for the intensity of SXR from the central region of the plasma column. As the region on intense luminosity of the CV line is localized at $r > 5 - 6$ cm, the rate of the “impurity wave” spread is approximately $10^4$ cm/s at the plasma periphery and a little less near its axis. The confinement time for highly-ionized ions near the axis (determined from a decay of additional soft-X-ray intensity) is 1.5 - 2 ms, that corresponds to the diffusion coefficient, $(1 - 3) \times 10^{-3} \text{cm}^2/\text{sec}$. As it is known /2,3/, fast diffusion (or penetration) of the carbon ions towards the plasma column axis results in a steep rise of line radiation intensity and that of radiation losses from plasma, that
seems to have place in the TM-G plasma. The charge exchange between carbon ions and hydrogen atoms does not yield an appreciable contribution to the radiation losses.

The measurements of $Z_{\text{eff}}$ were carried out in two regimes. In the first case ($J_p = 40 \text{ kA, } n_c = 3 \cdot 3.5 \cdot 10^1 \text{ cm}^{-3}$), the measurements were made at the impurity injection by a laser. The amplitude and time characteristics of additional pulses in the CV-line intensity and in the soft X-ray radiation were registered. From the $C^{4+}$ ion concentration (determined by the absolute intensity of the 2271 Å-line) from the decay of an additional pulse of this line (approximately equal to the ionization time for $C^{4+}$) and from the soft X-ray intensity decay (equal to the life time of highly-ionized ions of carbon), one can calculate an average concentration of the ions of carbon near the axis of the plasma column: $(\sigma_{5+6} \cdot v_{5+6})_{T_p} \sim (\sigma_{4+4})_{T_4}$. The ratios of the quasi-constant pulse intensity to that of additional pulse in the soft X-rays and in the CV line give an opportunity of determining the factor of soft X-ray excess related to the bremsstrahlung and recombination of the ions of carbon. In accordance with these measurements, concentration of the ions of carbon near the axis equals to $10^2$ of the plasma electron density and, hence, $Z_{\text{eff}}(0) \sim 1.2 - 1.3$

In the second case ($J_p = 60 \text{ kA, } n_c = 6.7 \cdot 10^1 \text{ cm}^{-3}$), the bremsstrahlung radiation intensity from plasma in the visible range was found to correspond to $Z_{\text{eff}} \sim 1.5$ that seems to result from an increase of average charge of the carbon ions (due to a rise in the electron temperature), from an insignificant increase in the carbon flux from the walls (due to an increase in the plasma current) and from a possible weak rise in the life-time of carbon ions in plasma with a density increase.

Conclusion

In difference from the majority of tokamaks, the impurity influx into the TM-G plasma from the walls appreciably rises with an average plasma density rise that is explained by the characteristic property of the graphite sputtering. Some increase in this influx is also observed with a plasma current rise (or with a rise in the power of ohmic heating). In the discharges with the same currents, the correlation between the energy flux to the wall and the influx of impurities is absent. The impurity flux and the life time of impurities in plasma are such that $Z_{\text{eff}}$ is found to be in a range $Z_{\text{eff}} = 1 - 2$ in all the regimes studied and the radiation losses are about 30 - 40%. All these results are obtained within the chamber of graphite at the temperature 350°C after long outgassing of graphite. Thus, the graphite as the material for the chamber walls in the research tokamak is not a barrier for obtaining the discharges with low $q$ and $Z_{\text{eff}}$, low level of radiation losses and with rather high time of energy confinement in plasma.
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Plasma and discharge parameters

Table I.

<table>
<thead>
<tr>
<th>$I_p$ mA</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_p$, A/m²</td>
<td>105</td>
<td>210</td>
<td>315</td>
<td>420</td>
</tr>
<tr>
<td>$q$</td>
<td>3</td>
<td>3(9 $\leq$ 2)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$B_T$, T</td>
<td>0.8</td>
<td>1.6</td>
<td>2.4</td>
<td>3.2</td>
</tr>
<tr>
<td>$n_e$ $10^{13}$ m⁻³</td>
<td>1 $\pm$ 4.5</td>
<td>1.5 $\pm$ 8</td>
<td>2 $\pm$ 9.5</td>
<td>(2.5 $\pm$ 10$^{-13}$)</td>
</tr>
<tr>
<td>$V_e$, V</td>
<td>1,7 $\pm$ 2.6</td>
<td>1,4 $\pm$ 2.7</td>
<td>1,2 $\pm$ 2.4</td>
<td>1,7 $\pm$ 2.2</td>
</tr>
<tr>
<td>$W_e$, W/m²</td>
<td>0.9</td>
<td>1.4</td>
<td>2.7</td>
<td>3</td>
</tr>
<tr>
<td>$P_e/P_B$, %</td>
<td>3,2</td>
<td>5,1</td>
<td>9.5</td>
<td>7</td>
</tr>
<tr>
<td>$T_{e, max}$, ms</td>
<td>0.9</td>
<td>1.9</td>
<td>3.5</td>
<td>6 $\pm$ 40</td>
</tr>
<tr>
<td>$Z_{eff}$</td>
<td>1.5</td>
<td>1.2 $\pm$ 1.4</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Fig. 1a

Fig. 1b

Fig. 2
IMPURITY RETAINMENT IN THE DIVERTOR OF ASDEX

Max-Planck-Institut für Plasmaphysik, EURATOM-Association, D-8046 Garching

Abstract. The retainment and exhaust capability of the ASDEX divertor for neon and argon is studied and compared with limiter discharges. No significant influence of the scrape-off plasma on the divertor impurity outfluxes is observed. The fluxes, however, show a strong top-bottom asymmetry reversing with the direction of the toroidal field.

Introduction. An important characteristic of a divertor is its efficiency for retaining impurities. In this respect, impurities with high probability for readsoption, e.g. metal vapour or highly active gases are to be distinguished from gases with low adsorption, e.g. rare gases. In case of the latter kind - on which we are concentrating in here - the divertor retainment efficiency is characterized by a divertor containment time $\tau_D$. In terms of this quantity the flux out of the divertor is given by $\Phi_P = N_P/\tau_P$, where $N_P$ is the number of particles in the divertor. Under stationary conditions (without external pumping) this flux is balanced by a corresponding flux of ions $\Phi_P = N_P/\tau_P$ leaving the plasma, with $\tau_P$ being the particle confinement time in the plasma. The exhaust efficiency of the divertor, defined as the ratio of number of particles in the divertor and the plasma, is thus given by $N_P/N_P = \tau_P/\tau_D$. Whereas $\tau_D$ is known to be of the order 5–20 ms for light and medium impurities in ASDEX /1/, no experimental information existed until recently on $\tau_D$. From Monte Carlo code calculations /2/ as well as 1D scrape-off modelling /3/ a very high retaintment efficiency was expected (at least for the ohmic case where thermal forces are negligibly small) because of the high streaming velocity of the background plasma towards the neutralizer plates.

In case that impurities are not ionized in the divertor throat the divertor confinement is determined purely by geometry; the corresponding vacuum time constant $\tau_D, vac$ should impose a lower limit on $\tau_D$.

Retainment of gaseous impurities. The retainment of gaseous impurities is studied by injecting short puffs (At ~ 6 ms) of neon or argon either into the plasma chamber, or the upper or lower divertor chambers. In addition single and double null configurations are realized. The number of injected atoms is typically $5 \times 10^{17}$, i.e. approximately 1% of the plasma particles. Most of the experiments were performed in ohmic discharges with narrow divertor slits (ds = 3.5 cm) but in some cases neutral injection heating has been applied during and after the gas puff. The impurity density in the plasma is obtained
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from absolute spectroscopy measurements whereas the partial pressures in the divertor- and plasma-chambers are measured by means of mass spectrometers.

It is found that in any of the nine possible combinations of gas inlet and divertor configuration a quasi-stationary state is reached after a few 100ms. During this phase only 3% of the injected particles (neon) are found in the plasma. Consistent with this approximately 100% of the particles are detected initially in the divertor chambers. The volume outside of the plasma in the plasma chamber is observed to be effectively "pumped" by the plasma. In the single null configurations the concentration in the plasma is typically twice as large as in the double null case. An assessment of particle balance during and after the discharge shows a deficiency of about 20% of the initially injected particles, which is obviously due to implantation of high energy ions ($T_i \geq 20 \text{ eV}$) in the neutralizer plates.

From transport calculations as well as experiments under limiter conditions we get a particle confinement time of $\sim 10 \text{ ms}$ for neon. Multiplying this value with the measured ratio of $N_D/N_p$ a divertor confinement time of $\tau_D = 150-300 \text{ ms}$ is obtained which is close to the vacuum time constant $\tau_{D, \text{vac}}(\text{Ne}) = 150 \text{ ms}$ in contrast to expectations.

A more direct measurement of $\tau_D$ is possible in the double null configuration by puffing gas into the top chamber and measuring the pressure built up in the bottom chamber, or vice versa. Furthermore, a direct comparison with $\tau_{D, \text{vac}}$ is possible by shifting the plasma to the single null configuration and puffing into the non-activated divertor chamber. From such measurements the agreement between $\tau_D$ and $\tau_{D, \text{vac}}$ can be proved in case of neon for various plasma parameters ($I_p = 300 - 380 \text{ kA}, n_e = 1.8 - 4 \times 10^{13} \text{ cm}^{-3}$) during the ohmic phase. The same measurements are also performed for argon (the ionization energy of which is markedly reduced compared to neon; 21.6 eV and 15.8 eV), where in addition the influence of neutral injection is investigated. Results are presented in Fig. 1 where normalized partial pressure signals are plotted as a function of time after gas puffing ($t = 0.8 \text{ s}$; time constant of mass-spectrometer 160 ms, curve 1). Also in this case the rise times do not differ by more than a factor of two. However, with neutral injection ($P_{NI} = 1.6 \text{ MW}, \Delta t = 0.4 \text{ s}$, curve 2) $\tau_D$ is found to be even smaller than $\tau_{D, \text{vac}}$ (curve 3).

After widening the divertor throats preliminary results show an increase in $\tau_D$ (curve 5), quite opposed to assumptions. Furthermore a significant dependence on plasma density ($\tau_D$ increasing with $n_e$) now requires more investigations.
The small influence of the plasma scrape-off on the impurity outflux of the divertor is difficult to explain. Thus, according to Langmuir probe measurements close to the neutralizer plates /4/, lower limits of the electron temperature and density within the divertor slits are estimated to $T_e \sim 20$ eV, yielding ionization lengths of 1.7 cm and 0.2 cm for neon and argon, respectively, so that in particular in case of Ar the divertor throats should be opaque for neutrals.

The exhaust efficiency of the divertor is also checked by comparison with limiter discharges. For this purpose equal amounts of neon are puffed into the plasma chamber using first a carbon mushroom limiter (without separatrix) and thereafter realizing the double null configuration. The spectroscopic traces of NeX and Ne VIII-lines are shown in Fig. 2 for the two cases. Both signals yield an intensity ratio of $\sim 4.5$. Since the plasma parameters differ only slightly in the two discharges (divertor: $n_e = 1.9 \times 10^{13}$ cm$^{-3}$, $T_{eo} = 1.20$ keV; limiter; $n_e = 2.1 \times 10^{13}$ cm$^{-3}$, $T_{eo} = 1.25$ keV) this ratio reflects directly the ratio of the impurities. Although this comparison demonstrates the divertor exhaust, the effect is much less than expected. Obviously, also in the limiter case only a fraction of $\sim 15\%$ of the injected particles are found in the plasma. The majority is supposedly implanted into the limiter within a time interval $\sim 10$ ms (Fig. 2) since the recycling rate in a limiter discharge is much higher than in a divertor discharge; thereafter a recycling equilibrium is established. This assumption is supported by the observation of a successive increase of neon from shot to shot.

![Fig. 2: Ne VIII- and Ne X-line intensities versus time for a limiter and a divertor discharge (equal neon puffs at $t = 0.8 - 0.804$ s into plasma chamber).](image-url)

Up-down asymmetries in particle fluxes. When comparing the partial pressures in the upper and lower divertor chambers with a simple dynamic divertor model it becomes obvious that there is an asymmetry in the impurity fluxes leaving the plasma. The up-down ratios in the partial pressures are typically 1.5 in case of neon but rise up to $\sim 5$ for argon. Moreover, it is observed that the asymmetry changes sign when reversing the direction of the toroidal magnetic field. An example is shown in Fig. 3 where Ar is puffed into the plasma chamber. Neutral injection (N.I.) is applied in both cases, too, but seems to have no influence (Fig. 3). A vertical displacement of the plasma column, which could cause the asymmetry, can be excluded within an accuracy of $|\Delta Z| < 0.2$ cm from magnetic position measurements as well as $n_e$-interferometer measurements at $Z = \pm a/2$ (minor plasma radius $a = 40$ cm).
Fig. 3: Ar-pressure signals from top and bottom divertor demonstrating inversion of top-bottom asymmetry when changing sign of toroidal magnetic field. Ar-puff at t=0.8s. The plasma currents (300 kA) are also shown as a function of time.

Summary. The retention capability of the divertor is quantitatively associated with the molecular flow conductance of the narrow divertor throats. Accordingly, no pronounced reduction of impurity recycling by the countostreaming plasma can be proved, though, ionization of neutrals within the divertor throats is most likely. With divertor throats widened up, however, preliminary results show a marked improvement in retention with increasing electron density.

A possible explanation for such unexpected small influence of the scrape-off plasma may be due to cross diffusion of low Z-ions in the divertor throat and subsequent neutralization at the throat walls. Because of this process, the flow of particles penetrating into the throat will approach molecular flow conditions especially with decreasing throat width. This suggests an optimum width for divertor throats and also the use of aperture slits rather than long ducts.

The exhaust capability of the divertor could be demonstrated by injection of neon into similar limiter and divertor discharges. In comparing both cases, however, attention must be paid to the possibility that a significant portion of the injected particles may be implanted into the limiter.

A strong asymmetry, which changes sign with TF-polarity, is found in the impurity fluxes into the divertor. It is indicated that this effect might originate from high ionic charges.
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PLASMA FLOW IN A DIVERTOR WITH STRONG RECYCLING

A.V. Nedospasov, M.Z. Tokar

Institute of High Temperatures of the USSR Academy of Sciences, Moscow, USSR

Neutral particles, born during neutralization of charged particles on collector plates, strongly influence on a tokamak divertor plasma. Ionization of atoms by electrons and charge-exchange of them with ions result in that plasma flux on the plates substantially exceeds that across separatrix. Additionally the neutrals, passing the plasma layer without ionization and entering a pumped volume, have some probability to return back into the plasma. Repeated participation of the neutral particles, before their pumping out, in acts of interaction with charged particles constitutes entry of strong recycling.

Recently it has been shown theoretically /1/ and experimentally /2/ that with strong recycling the plasma flow velocity along magnetic field far from the plates may be small in comparison with the ion sound that $V_s = \sqrt{2T/m_i}$, to which the plasma is accelerated immediately near the plate.

In present paper it's shown, that the plasma flow in the divertor may have a highly intricate pattern. Thus near the surface between the plasma and a gas in the pumped volume it's possible the existence of the plasma flow from the divertor back to the main part of scrape-off zone.

Geometry under consideration is represented in Fig.1. With small angles between the plate plane and the magnetic field the neutral particle behaviour in the plasma is described by one-dimensional kinetic equation:

$$\frac{\partial f_a}{\partial x} = -(k_i + k_{ex})n_a f_a + k_{ex} n_i f_i$$

where $f_a$, $f_i$ are the velocity distribution functions, $n_a$, $n_i$ are the densities of the atoms and ions, respectively; $k_i$, $k_{ex}$ are the ionization and charge-exchange constants. To simplify calculation we assume that the neutral component is presented only by the charge-exchanged atoms with the plasma temperature. It's naturally because the path length of the neutrals, entering the plasma from the plates and the pumped chamber, is smaller than that of charge-exchanged atoms. Thus one may consider the plasma layer boundaries as a single source of the neutral with the plasma temperature. The ion distribution function is treated as two-velocity one:

$$f_i = \frac{n_i}{2}[\delta(v_x - v_i) + \delta(v_x + v_i)]$$

where $v_i = \sqrt{2T_i/m_i}$.

The boundary conditions for Eq. (1) are following. It's assumed
a full recycling at the plates, that is the atom influx in the 
plasma equals the ion flux on the plate. At the plasma-gas bound-
ary \((x = \delta)\) we define a recycling efficiency, which equals 
the probability \(w\) for the neutrals, entering the pumped chamber, 
return back to the plasma. \(w\) value may be evaluated as follows. 
The plasma steady state is supported by volume pumping of 
molecules, born during surface and volume recombination of 
the atoms. The probability for molecule to hit the plasma equals 
the sum with the outflux into pumps \(- n_m \dot{V}\). Here \(n_m, \dot{V}\) are the 
density and mean velocity of molecules, \(S_m\) is \(AB\) surface area. 
If \(\xi\) is probability of molecule transformation in charge-
exchanged atom (through dissociation and charge-exchange of 
Franck-Condon atoms) one may obtain for \(w\): 
\[ w = \frac{1}{1 + \frac{\xi n_m S_m}{\dot{V}}} \] 
The plasma is treated as quasineutral and isothermal. With 
reasonable dimensions of the divertor and the plasma transport 
coefficients we may neglect transports of the charged particles 
and heat by the plasma across the magnetic field and take into 
account only longitudinal those. In this case equations of hyd-
rodynamics have a form:

\[ \sin \psi \frac{\partial n V_u}{\partial y} = K_i n n_0 \]  
(2)

\[ \sin \psi \frac{\partial (n V_u^2 + n V_\delta^2)}{\partial y} = K_i n n_0 V_u \]  
(3)

\[ \sin \psi \frac{\partial q_u}{\partial y} = -k n n_0 (I - \frac{3}{2}) \]  
(4)

where \(q_u = 5 n V_u T - \dot{Z}_u \sin \psi \frac{\partial T}{\partial y}\). \(\psi\) is pitch angle between 
the \(y = 0\) plane and the magnetic field, \(I\) is ionization "price" of 
atoms with accounting of excitation.

The integral fluxes of particles and heat into the divertor 
are defined:

\[ 2\pi R \sin \psi \int_0^\delta \frac{q_u}{n V_u} \, dy \, dx = \frac{Q_0}{J_0} \]  
(5)

It's adopted at the plate that \(V_u = V_u, q_u = \gamma n V_u T\). The so-
lution of Eqs. (2), (3), obtained in Ref. 1, has shown, that 
the plasma density is weakly changed in the divertor along the 
magnetic field. It's also just for the plasma temperature, 
which is smoothed by electron heat conduction. Therefore at 
first approximation during solving of Eqs. (1), (2), (4) it's 
assumed that the plasma parameters are invariable in the diver-
tor. Eq. (1) has an analytic solution within framework os formu-
lated approximations. Introduction of expression, obtained for 
the neutral density \(n_m\), in Eq. (2) and it's integration with 
using of Eq. (5) give the profile of the plasma velocity \(V_u\) at
The plasma temperature and "optical" thickness, characterizing the divertor plasma state, are determined by the heat and particle balances, obtained with integration in Eq. (5) /3/.

As example let's consider a tokamak-reactor of INTOR scale:

\[ R = 5.5 \text{ m}, \ \psi = 10^\circ, \ \dot{V} = 2 \cdot 10^5 \text{ l/s}, \ J_0 = 2 \cdot 10^{22} \text{ S}^{-1}, \ Q_0 = 50 \text{ MW}, \]
\[ S = 20 \text{ m}^2, \ \zeta = 8, \ \xi = 0.7. \]

Numerical analysis gives the divertor operation regime with plasma parameters: \( \alpha = 4, \ T = 25 \text{ eV}. \) The profile of longitudinal velocity is represented in Fig. 2. In the main part of the plasma layer \( v_n \) is much less than \( V \), excepting narrow regions near the plate and the plasma-gas boundary, whose dimensions are order of the neutral path length. There is layer with the plasma flow from the divertor near the plasma-gas boundary. Ionization of neutrals, coming from the pumped volume, is reason of such a layer formation. Resulting rise of pressure gradient forces the plasma to flow both to the plate and out of the divertor chamber. In this case the plasma leaves the scrape-off layer in the region of the neutral path length wide far from the plasma-gas surface. The atoms, born during the plasma neutralization on the plate, diffuse into the pumped chamber near the plate, participating in processes of ionization and charge-exchange.
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Fig.1. Divertor geometry under consideration.
Fig. 1. Divertor geometry under consideration.

Fig. 2. Profile of longitudinal velocity of plasma at the divertor throat (y=0).
Experiments on plasma-induced arcs

H. Krüger, K. Rödiger, V. Schulz, A. Stampa
Universität Essen - GHS, 4300 Essen 1, Germany F.R.

A. Introduction

One possible configuration, which results, when a hot plasma gets into contact with a metallic wall is the unipolar arc. This discharge phenomenon arises in the plasma-wall region without the application of an external voltage, the necessary emf. being supplied by the sheath mechanism. For the conception of future fusion devices it is of great interest to know the conditions for which unipolar arcs can arise spontaneously. At present such criteria are not known. The existing models /1-3/ explain the main features of the mechanism but do not say anything about the initiation process. The model of Robson and Thonemann leads to necessary conditions for the sustainment of an arc.

The experimental results are frequently not conclusive as in general the exact state of the plasma and the wall is not sufficiently well known. Simulation experiments by Höthker et al. /4/ performed at a small high frequency discharge indicated that the necessary conditions of Robson and Thonemann may also be sufficient for the prediction of arcing. Since such a behaviour would have severe consequences for a future fusion reactor, it is important to clarify, whether the results are significant for a tokamak. In the present paper we therefore report on experiments similar to those performed by Höthker but with somewhat improved plasma conditions. We especially took care to reduce gradients and to avoid erratic voltages. Additionally we obtained information on the current distribution in the surrounding of a cathode spot.
B. Experiment

A schematic diagram of the apparatus is shown in fig. 1. The plasma is produced in a pulsed high frequency discharge and heated by combined ohmic and fast wave heating. It expands thermally along a magnetic guiding field \((B = 50 \text{ mT})\) into a vacuum tank. In order to have a sufficiently high temperature and density outside the discharge-section the power of the high frequency pulse is rather high \((2 \text{ MW})\). The plasma-wall experiments are performed in the guiding section. Here the electron temperature, measured by Thomson scattering is \(5 - 25 \text{ eV}\), typically \(15 \text{ eV}\), and the electron density decreases from \(10^{14} \text{ cm}^{-3}\) in the discharge section to \(10^{13} \text{ cm}^{-3}\) at the end of the guiding section. Aside from a short heating phase the plasma parameters stay constant during the discharge \((1 \text{ ms})\).

Wall probes were smoothed, polished and finally cleaned chemically. They were introduced into the plasma by isolated supports. The probes were provided with a small auxiliary electrode connected with the main probe via a resistance. The voltage across the resistance was measured using optical signal transmission. Two types of probes were applied: high resistance probes \((R > 20 \Omega)\) for the electrical registration of arc events and low resistance probes \((R = 0.2 \Omega)\) for current measurements. The arc ignition could be locally predetermined.
by choosing a suitable electrode material or by attaching a microcontamination to the wall. The arcs were most easily ignited on stainless steel or cadmium, while it was difficult to obtain arcing on clean copper surfaces. The arc current was measured with the cathode spot moving on the auxiliary electrode, while the current distribution was obtained igniting the spot on the main probe in some distance from the small electrode and applying a magnetic field parallel to the wall. The spot then performs a rectilinear motion in the negative jxB direction ("retrograde") and the auxiliary electrode picks up a signal proportional to the current distribution. All probes were investigated optically, in some cases by electron microscopy, after an arc event had occurred.

C. Results
Arcing was produced without the application of an external voltage. All arcs which led to an electrical signal could also be detected by their erosion tracks. A single arc burning on a wall probe of stainless steel in a magnetic field parallel to the surface caused a straight erosion trace 0.3 - 1 mm broad and 5 - 20 mm long. In some cases the trace split into two or three branches. By comparing the length of the trace and the duration of the electrical signal (typically 150 μs) a mean velocity of 3 - 30·10³ cm/s was obtained. This velocity is quite well in the range reported from observations at vacuum arcs. The motion followed always the -jxB direction. The trace consisted typically of 4000 circular craters with diameters of 2 - 6 μm and a mean distance of 45 μm. The surface around the large craters was covered by a small-scale erosion, which consisted of craters 0.1 - 0.3 μm in diameter, and irregular structures of melting relics. This type of erosion was rather dense at the starting point of the arc, whereas at the end of the trace it was faint. The erosion structure seems to be identical to that one reported for arcing in tokamaks /5/, if one considers that large craters (30 - 50 μm) are not to be expected, since they are typical for extremely clear surfaces.
The experiments with low resistance probes show that the arc is formed by current loops, which close in a narrow region around the spot. This is the most direct proof that the observed arcs are unipolar. The arc current is 5 - 40 A, typically 11 A and has a constant density over the wall at least up to a distance of 1.5 cm from the cathode spot. Arcing could be completely prohibited by plasma cleaning of the wall. From this observation it is clear that also for unipolar arcs the ignition conditions are essential for their prediction.
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INVESTIGATION OF ELECTRIC ARCS IN THE DIVERTOR
OF THE TOKAMAK EXPERIMENT ASDEX
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1. INTRODUCTION
Traces of unipolar arcs have been frequently found at wall probes and the
limiters of tokamaks /1-3/, where the most intense contact between plasma
and surfaces occurs. With divertor devices the plasma-wall interaction is
highest at the divertor plates and a theoretical study for INTOR resulted in
predictions of considerable surface erosion in the divertor chamber by arcing /4/. In order to test this assumption, and to study the properties of
arcs in dependence on plasma conditions, arcing probes and Langmuir probes
have been exposed simultaneously in front of the divertor plates of ASDEX.

2. EXPERIMENTAL
The probes were rectangular plates of Ta, Mo and graphite with a surface
area of 1.5 cm² mounted on shielded holders (Fig. 1). They were arranged to
a couple - one of them being the arcing probe (AP), the other the Langmuir
probe (LP) - which was positioned within the upper divertor chamber by means
of a drive mechanism. The probe surfaces were adjusted parallel to the outer
divertor plate, at a distance of about 2 cm.

Fig. 1: Schematic of the experimental setup
A sawtooth voltage $V_{LP}$ with adjustable frequency and a peak-to-peak amplitude of 100 V was applied to the Langmuir probe. The arcing probe was at liner potential (switch 1 closed) or it was biased with a voltage $U_{AP}$ from the capacitor $C$ (20 μF) by closing the electronic switch $S_2$ at a pre-selected time during the tokamak discharge (switch $S_1$ open). The voltages were measured by potential leads, the currents by DC/AC-current probes (Hall sensors and Rogowski-coils). The evaluation of $U_{LP}$ and $I_{LP}$ yielded density and temperature of the plasma near the probes, the oscillograms of $U_{AP}$ and $I_{AP}$ gave information about the electrical characteristics of the arcs.

3. RESULTS AND DISCUSSION

In contrast to the experience with limiter tokamaks /5, 6/, unipolar arcs did not occur in the start-up phase of the divertor tokamak ASDEX. Also in the later stages of the discharge arcs were absent unless there were disruptions or instabilities in connection with neutral beam heating. Arcs were frequently observed at the end of such tokamak pulses where the plasma density sharply decreased.

The absence of arcs during the start up phase and the stable plateau can be understood by the ignition as well as the existence conditions for arcs. During the exposure to the plasma the probes were strongly heated resulting in a relatively clean surface. Such surfaces have shown low ignition probabilities /7/. After an ignition the plasma parameters were not favourable for sustaining the arc, as demonstrated below.

The burning voltage of an arc could be deduced by using a biased probe. Figure 2 shows current and voltage for such a probe. The arc starts about 50 μs after application of the bias voltage of 200 V. After extinction of the arc the voltage supplied by the capacitor is still of the order of 100 V representing the burning voltage at this moment. This burning voltage is much higher than for arcs without a magnetic field being of the order of 15 to 20 V. This high voltage can be explained by the voltage drop along the arc column constricted by the magnetic field.

![Oscillogram of current and voltage of an arc with a biased probe](image-url)
Another interesting observation shown in Fig. 2 is the temporal behaviour of current and voltage: They are out of phase, the current is still increasing while the voltage decreases. In order to explain this by a self-inductance, we would need a value of about 20 μH, which cannot be due to the outer circuit. This means that with 190 V the plasma system does not allow current rates in excess of $5 \times 10^6$ A/s. It is also possible that the arc channel (which must be rather long) needs considerable time for its development.

In order to determine the burning conditions of a spontaneous arc with the probe at wall potential the electron temperature and plasma density were measured during the arc with the Langmuir probe (Fig. 3). The arc is preceded by an increase of the electron temperature from values around 7 eV up to more than 20 eV. This could provide the necessary voltage for igniting and sustaining the arc.

In many cases the arcs were preceded by a diffuse discharge with limited current (maximum about 5 A). This discharge increases the ion saturation current at the Langmuir probe as demonstrated in Fig. 4: About 25 μs before the start of the arc current the ion current at the Langmuir probe shows a sudden increase. With biased probes we found many pre-discharges that did not result in an arc. In these cases the surface was diffusely eroded, without many craters. From the involved areas we get a current density of about $10^8$ A/m$^2$, whereas the arcs showed $10^{11} - 10^{12}$ A/m$^2$. These features correspond to a transient glow discharge.
Fig. 4: Ion saturation current at the Langmuir probe (top) and arc current at the arc probe (bottom), indicating a pre-discharge prior to the arc

4. CONCLUSIONS

The existence of plasma sustained arcs was found to require a higher potential difference between plasma and surface than concluded from simulation experiments without magnetic field /8/. A further restriction for the unipolar arcs is the limitation of the current rise rate, because the arc spot processes need a quick response. Therefore unipolar arcs are rare events for the normal plasma parameters in the ASDEX divertor chamber with electron temperatures around 10 eV /9/.

More frequent are diffuse discharges with currents and current densities below those of the normal vacuum arcs. They may be more important for the surface erosion.
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SIMULATION OF ASDEX DIVERTOR ACTION USING A REALISTIC NEUTRAL GAS MODEL

D. Heifetz*, K. Lackner, K.G. Rauh, W. Schneider
Max-Planck-Institut für Plasmaphysik, EURATOM Association,
D-8046 Garching, Germany.

Simulations of the plasma flow and the energy transport in the scrape-off layer of the ASDEX tokamak have been previously carried out using the one-dimensional, 2-fluid code SOLID/1/ to describe the parameter variation along the magnetic field lines. These calculations showed the existence of strong gradients in density and temperature between the midplane and the target plate vicinity, and three different regimes of divertor recycling also identifiable in experiments. The quantitative validity of these calculations was limited, however, by the use of a strongly simplified neutral gas model. For the present calculations the elaborate Monte-Carlo model DEGAS/2/ for two-dimensional dynamics of neutral molecules and atoms in the divertor chamber has been combined with the above fluid description of the plasma, where DEGAS now provides for all significant atomic reactions as well as for a realistic 2-dimensional divertor geometry (Fig. 1).

Fig. 1: ASDEX-divertor geometry used in DEGAS. Only the outer divertor chamber is modelled. Solid lines are walls, dashed lines are plasma zone boundaries.

The scrape-off plasma and the neutrals in the divertor chamber are strongly interdependent. A coherent description therefore requires the simultaneous treatment of the plasma flow and heat-conduction along the magnetic field lines onto the divertor plates and the atomic processes arising from the neutral molecules and atoms in contact with the plasma and the walls. In a preliminary version the fluid code and the Monte-Carlo code are not yet directly coupled, but are run one after the other. First the plasma profiles, i.e. the plasma density and temperatures, together with the reaction and energy transfer rates along the field lines are computed by SOLID with a simplified neutral gas model prescribing the spatial neutral particle distribution.

*) Plasma Physics Lab., Princeton University, Princeton, N.J. 08544, USA
Then the plasma parameters are transferred to DEGAS to calculate improved neutral particle profiles and atomic reaction data. By iterating this procedure, we get already qualitatively consistent solutions. A particular example is discussed below in detail:

For a given particle- and energy flux of $1 \times 10^{22}$ 1/s and 0.75 MW into one divertor chamber the results of the fluid calculation are shown in Fig. 2 ($n_e$ and $T_e, T_i$ along the field lines within the divertor chamber, corresponding to the distance $s$ from midplane of 10 to 15 m). The thickness of the scrape-off region was assumed to be 2 cm; for the confinement time of the neutrals in the divertor chamber 20 msec was taken. The electron density in the vicinity of the target plates is about a factor of two higher than at the divertor entrance and outside the divertor. The temperatures decrease from $T_e = 45$ eV, $T_i = 70$ eV at midplane to $T_e = 40$ eV, $T_i = 45$ eV at the divertor throat and finally to $T_e = 25$ eV, $T_i = 10$ eV near the target plates.

![Fig. 2: Plasma profiles $\parallel B$](image1)

![Fig. 3: Plasma profiles $\perp B$](image2)

The 2-D Monte-Carlo neutral particle code DEGAS requires as input from the fluid model the plasma density and the temperatures in the divertor region and the recycling flux onto the divertor plate. Parallel to the field lines the plasma profiles can be directly taken from the SOLID results. Perpendicular to the field lines, where SOLID assumes a constant profile, we choose an asymmetric exponentially decreasing density and temperature profile (Fig.3) in accordance with experimental findings (/3/) (outward decay length of the density in front of the plate: 3 cm, of the temperature: 1.5 cm). Perpendicular to the magnetic field the distance $x$ is measured from the inner to the outer divertor wall; the profiles are taken at $s \approx 13$ m. Equal line integral densities were assumed for normalization. Gettering at the divertor walls was adjusted in order to obtain a neutral gas confinement time of 20 ms.

The neutral hydrogen densities parallel to the field lines calculated by DEGAS agree reasonably well in absolute size and shape with the profiles used in SOLID (Fig.4; DEGAS: solid curve, SOLID: dotted curve). The DEGAS results especially show three distinguishable regions of behaviour: in a region immediately in front of the divertor plate a part of the neutral flux originating from the plate is quickly ionized and the density decreases rapidly. Then in a plateau region the density is fairly constant. The neutrals in this region primarily arise from the dissociation of molecular hydrogen, which has a nearly constant density outside the plasma channel. Inside the divertor slits the density decreases further because the slit walls shield the plasma from the influx of molecular hydrogen. The profiles perpendicular to the field lines
confirm these conclusions. In the plateau region (Fig. 5) the maximum of the neutral atom density (solid line) occurs at the outward side of the scrape-off plasma where the neutral molecules are dissociated. The molecular density (dashed line) is nearly constant in regions without plasma and about an order of magnitude larger than the atomic density. Its absolute number of $5 \times 10^{18} \text{m}^{-3}$ is comparable to ASDEX measurements with similar plasma conditions /3/. The neutral hydrogen temperature along s calculated by DEGAS is nearly constant (Fig. 6), thus being in reasonable agreement with the constant value of 10 eV used in SOLID.

![Fig. 4: Neutral atom density // B](image)

![Fig. 5: Neutral densities // B](image)

![Fig. 6: Neutral atom temperature // B](image)

![Fig. 7: Electron power loss // B](image)

Besides the primary quantities like particle density and temperature, the dissociation-, ionization- and CX-rates together with the associated power loss densities from the electrons and ions are calculated. The agreement between the profiles along s calculated by DEGAS and the corresponding quantities used in SOLID is rather good. The total power loss density from the electrons is plotted in Fig. 7 for the two calculations (DEGAS: solid line, SOLID: dotted line). The total power loss from the electrons is 0.120 MW (radiative: 0.04 MW, ionization: 0.06 MW, dissociation: 0.03 MW). The total power loss from the ion channel (CX losses) is comparatively small: 0.01 MW. The comparison of this quantity was not quite as satisfactory as for the electrons. This is partly due to the fact that near the target plates the difference between the temperatures of the ions and the neutral atoms can be small and
may even change sign forming a local energy sink or source, respectively.
Starting from this example, a variation of the input particle flux, which
should be a monotonic function of the averaged electron density in the bulk
plasma, verified the same general features as reported in /1/.

An important quantity with respect to experimental measurements is the neu­
tral gas divertor time constant which is defined as the ratio of the total
neutral particle content in the divertor and the neutral particle outflux
through the divertor slit. Considering the outer divertor chamber only, we
obtain $\tau_{\text{vac}} = 25$ msec in the absence of plasma; with plasma, the calculation
yields $\tau_{\text{div}} = 150$ msec, i.e. the plasma nearly plugs the slits.

SUMMARY

The indirect coupling of the two codes SOLID and DEGAS has shown the qualita­
tive validity of previous results using a simplified neutral gas model.
The results of the Monte-Carlo code DEGAS, however, provide much more quan­
titative information about the neutral particle distributions and the dif­
ferent loss processes. For further investigations a direct coupling of the
two codes is necessary.
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In Situ Measurement of the Hydrogen Recycling Constant of the TEXTOR Liner
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1. Introduction

The hydrogen recycling from the tokamak walls and limiters influences strongly the particle balance during plasma discharges. Hydrogen which escapes in atomic form from the plasma and penetrates into the wall is reemitted after a certain time delay as molecules back into the vessel. The characteristic time for this release, \( T_L = D/(2k_\alpha \phi) \), depends on the flux density \( \alpha \phi \) of the hydrogen penetrating into the wall as well as on the recycling constant \( R_c = D/(2k_\alpha \phi) \). The diffusion constant \( D \), a bulk property, depends only on the wall temperature whereas the rate constant for the hydrogen release \( 2\alpha k_\phi \) (\( \phi \) = roughness, \( k_\phi \) = rate constant for recombination into molecules) depends on the state of the surface which can change considerably with surface conditioning. An in situ determination of \( R_c \) is therefore necessary.

In the following, the method of the determination of the recycling constant \( R_c \) of the TEXTOR liner is described and first results are presented.

2. Determination of the recycling constant of the TEXTOR liner

The method has been developed in a simulation experiment /1/ and was used for the first time in a tokamak in TEXTOR /2/. Fig. 1 shows schematically the principle of the measurement. Hydrogen molecules are let in at a constant rate \( E \) leading to a stationary gas density \( n_0 = E/Sp \) (\( Sp \) = pumping speed). After the beginning of the discharge part of this hydrogen is dissociated and pumped into the liner at the flux density \( \alpha \phi \). The gas density \( n_2(t) \) drops thereby abruptly and the subsurface concentration \( c_2(t) \) increases progressively with time, since hydrogen diffuses into the bulk. The reemission rate \( v_2(t) = 2\alpha k_\phi c_2(t) \) increases, and \( n_2(t) \) returns gradually to its former value \( n_0 \) (wall pumping and release effect). At later times the hydrogen flux into and out of the liner are almost equal. The liner acts as a simple "bypass" in the gas throughflow. The termination of the discharge in this situation (\( \alpha \phi = 0 \)) is equivalent to the switch off of a "loss" term. It causes a jump of \( n_2 \) up to a higher value. The progressive release from the wall decreases \( c_2 \) and the rate \( v_2 \); \( n_2(t) \) returns to the initial value \( n_0 \) (lower part of the figure).

The expected evolution of \( n_2(t) \) (dashed lines), proportional to \( v_2(t) = \alpha \phi \), can be simulated by use of the computer code PERI /3/ which takes into account the previous history of the liner. The fitting procedure is made taking into account the characteristic pump time \( T_c \) of TEXTOR. This leads to a curve as indicated by the full line. We vary the quantity \( D/(2\alpha k_\phi) \) until a fit between computer and experimental curves is obtained. This yields the recycling time \( T_L \); \( T_L \) is the time after which the backflow rate of particles from the sur-
face reaches one half of the penetrating flux density; \( \alpha \varphi \) is obtained from the analysis of the initial part of the curve up to the extremum.

3. Experimental results and discussion

The wall pumping and release effect in TEXTOR has been analysed during the wall conditioning phase in march 1983. Some results are presented and discussed in the following. A pressure gauge was situated laterally in one of the pump ports. An initial pressure of \( \approx 2 \times 10^{-5} \) mbar was used. An RG-discharge (radiofrequency assisted glow discharge) was activated (current density \( j \approx 9 \mu A \ cm^{-2} \) to liner) and switched off after several minutes or hours. Typically, flux densities \( \alpha \varphi \approx 10^{14} \ cm^{-2} \ s^{-1} \) and pressure changes \( \Delta p \approx 5 \times 10^{-5} \) mbar have been observed. As an example fig. 2a shows the observed pressure increase \( \Delta p \) (thin line) after turning off an RG-discharge (\( \alpha \varphi = 9.4 \times 10^{13} \ cm^{-2} \ s^{-1} \), duration 1h). At this time (3.3.83) the liner was still contaminated with oxygen. Its temperature was \( T = 160 \) °C. Even after

Fig. 1. Scheme of hydrogen gas flow through TEXTOR (upper part). When a discharge is switched on (\( \alpha \varphi > 0 \)) or off (\( \alpha \varphi = 0 \)) the molecular density \( n_2(t) \) changes (bottom left and right with the characteristic time \( \tau_L \) (see text))
Fig. 2 Pressure increases $\Delta p$ with time (thin lines) after turning off a RG-discharge. The curves have been fitted by use of the PERI code with $R_c = 8.3 \times 10^{16}$ cm$^{-2}$ (triangles) and $1.5 \times 10^{14}$ cm$^{-2}$ (circles). a) 3.3.83: after cleaning of the liner ($T_L = 150$ °C), carbidic carbon was deposited on its surface.

60 s $\Delta p$ has about 65% of its maximum value $5.8 \times 10^{-5}$ mbar. The curve has been fitted with PERI (triangles) using $R_c = 8.3 \times 10^{16}$ cm$^{-2}$. The uncertainty in the fit is about $\pm 10\%$ in $R_c$. Under such conditions the response time in a typical plasma discharge in TEXTOR ($\alpha \beta 2 \times 10^{16}$ cm$^{-2}$s$^{-1}$) would be about 8 s and therefore the time for reaching particle balance considerably longer than the duration of the discharge itself (2 - 3 s).

Baking of the liner up to 300 °C and few days RG-cleaning caused a decrease of the recycling constant by about one order of magnitude. Further
application of RG-cleaning until the 9.3.83 lowered the recycling constant to $R_c = 2.3 \times 10^{-15}$ cm$^{-2}$ (not shown here). Under these circumstances, the characteristic hydrogen recycling time would be 115 ms after the start of a plasma discharge. For the limiters, this time is further reduced according to the higher hydrogen flux impinging there. During the cleaning period the removal of oxygen has been observed by RGA and by AES of a liner sample /5/. Correlated to this, the release constant $\sigma_R$ for hydrogen out of the surface increases until it is free of reducible oxides.

Starting from this state, liner and limiters have been covered with a carbide carbon layer (about 20 at %) deposited by RG-discharge in an $H_2-CH_4$ (0.85%) mixture /6/. The drastic effect of the surface change can be seen from fig. 2b: 60 s after turning off the discharge, the maximum value of $\Delta p = 7.2 \times 10^{-5}$ mbar is already reduced to 10\%. In order to fit the measured curve, $R_c$ had to be reduced to $1.5 \times 10^{-14}$ cm$^{-2}$ (circles). This means that 8 ms after the beginning of a plasma discharge the release rate $\nu_r$ of hydrogen reaches one half of the rate penetrating into the liner.

The following RG cleaning and decontamination brought the recycling constant back to $R_c = 1.4 \times 10^{-15}$ cm$^{-2}$. This value can be taken as representative for a "RG-cleaned" TEXTOR liner. At the end of this conditioning phase (24.3.83) and of that of Jung 82, similar values have been found: $R_c = 1.2 \times 10^{-15}$ and $2.0 \times 10^{-15}$ cm$^{-2}$ respectively. Measurements in the laboratory on Inconel 600 yield $R_c = 7.8 \times 10^{-14}$ cm$^{-2}$ at $T = 150$ °C.

Characteristic pump times $\tau_p = 2 - 3$ s have also been determined from the fits which could be expected for the vacuum system of TEXTOR. Its ratio of volume ($17$ m$^3$) to the installed pump speed ($3 \times 2$ m$^3$/h) was of the same order.

Summary

The recycling constant $R_c$ of the TEXTOR liner can be determined in situ by use of the wall pumping and release effect. RG-discharges used for the conditioning of the liner and the limiters generate an appropriate test plasma. Contamination of the wall surface with oxygen or its coverage with carbide carbon changes $R_c$ by orders of magnitude (from $10^{-9}$ cm$^{-2}$) and here-with the characteristic time $\tau_c$ for the hydrogen release after the start of a tokamak discharge (from 8 s to 8 ms). A representative value for a "cleaned" TEXTOR-liner is $R_c \approx 1.5 \times 10^{-15}$ cm$^{-2}$.
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TWO-DIMENSIONAL CALCULATIONS OF NEAR-WALL PLASMA DYNAMICS FOR A TOKAMAK WITH A POLOIDAL DIVERTOR

I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

The scrape-off calculations /1/ have been shown that the distribution of parameters within the layer depends on the nature of the boundary conditions at the divertor entrance. These conditions are determined by the behaviour of the plasma within the divertor, which, in turn, was studied separately /2,3/.

In the present paper, a selfconsistent description of the scrape-off layer together with the divertor volume is developed for the first time. The geometrical model used in computations is illustrated in Fig.1. This geometry, in contrast with the previous papers, provides the natural boundary conditions: fluxes of heat and particles are preset at the separatrix, not at the divertor entrance. In this case, the problem becomes essentially a two dimensional one. Plasma entering the scrape-off layer diffuses towards the wall and spreads along the magnetic field lines, passing through the divertor volume and recombining at the divertor plate. Recycling of neutrals within the divertor volume increases the plasma flow towards the plate. The plasma spread along the field and the diffusion across it are described by the two-dimensional hydrodynamic equations:

\[ \frac{\partial}{\partial s} n v_s = \frac{\partial}{\partial x} (D_n \frac{\partial n}{\partial x}) + S_0 \]  
(1)

\[ \frac{\partial}{\partial s} (m v_s^2 + T_s) = \frac{\partial}{\partial x} (m v_s D_n \frac{\partial n}{\partial x}) + \frac{\partial}{\partial s} (m v_s \frac{\partial v}{\partial s}) + P_o \]  
(2)

\[ \frac{\partial}{\partial s} \left( \frac{5}{2} T_i + \frac{m v_i^2}{2} \right) n v_s - \chi_i \frac{\partial T_i}{\partial s} = -v_s \frac{\partial n T_i}{\partial s} + \frac{\partial}{\partial x} \left( \frac{5}{2} T_i + \frac{m v_i^2}{2} \right) D_n \frac{\partial n}{\partial x} - \chi_i \frac{\partial T_i}{\partial x} + Q_{ei} + Q_{oi} \]  
(3)

\[ \frac{\partial}{\partial s} \left( \frac{5}{2} T_e n v_s - \chi_e \frac{\partial T_e}{\partial s} \right) = v_e \frac{\partial n T_e}{\partial s} + \frac{\partial}{\partial x} \left( \frac{5}{2} T_e D_n \frac{\partial n}{\partial x} - \chi_e \frac{\partial T_e}{\partial x} \right) - Q_{ei} + Q_{oe} \]  
(4)

where \( S_0, P_o, Q_{ei}, Q_{oe} \) are sources and sinks due to the plasma interaction with neutral atoms; \( \eta_i \) is the longitudinal viscosity; \( Q_{ei} \) describes the electron-ion coupling due to Coulomb collisions. The terms \( v_s \frac{\partial n T_i}{\partial s} \) represent the work of the electric field.

Conditions at plasma boundaries were chosen as follows:

**separatrix**

(QD) \[ -D_n \frac{\partial n}{\partial x} = \Phi_s / S, \quad m v_s D_n \frac{\partial n}{\partial x} = 0 \]  
(5)

\[ \left( \frac{5}{2} T_i + \frac{m v_i^2}{2} \right) D_n \frac{\partial n}{\partial x} - \chi_i \frac{\partial T_i}{\partial x} = W_i / S \]  
(6)

\[ \frac{5}{2} T_e D_n \frac{\partial n}{\partial x} - \chi_e \frac{\partial T_e}{\partial x} = W_e / S \]  
(7)

**plate**

(KC) \[ \frac{5}{2} T_i + \frac{m v_i^2}{2} n v_s - \chi_i \frac{\partial T_i}{\partial s} = f_i n v_s T_i \]  
(8)
\[ \frac{5}{2} T_e n v_s \cdot \chi_e^\prime \frac{\partial T_e}{\partial s} = f_e n v_s T_e \quad (9) \]

\[ P_1^+ - P_e - n_1 \frac{\partial v_s}{\partial s} = 0, \quad v_s \leq c_s \quad (10) \]

Here \( \Phi_s, W_{e,s}, S \) are the total plasma flow, the power flows through the separatrix and the separatrix area, respectively; \( f_1 = 3.5, f_e = 6 \). In the present paper, the neutral gas is described using a simple diffusion model. A value of the recycling coefficient, \( R = 1 - \Phi_s/\Phi_d \), is preset as a boundary condition for neutrals (\( \Phi_d \) is the plasma flow towards the divertor plate). Distribution of neutrals leaving the plate is considered to be uniform across it. The set of 2-d equations together with the boundary conditions given above is solved numerically with a implicit Eulerian alternative-direction algorithm.

The calculations have been done for the ASDEX parameters \(^4\); 80 % of the power \( (W_e = 2.5 \text{ MW}) \) deposited in the plasma enter the scrape-off. The particle flow from the main plasma, \( \Phi_s = 10^{22} \text{ 1/s} \). The Bohm's coefficients were used for the transversal transport and the longitudinal one was assumed to be classical. The dependence of the peak plasma density and electron temperature near the divertor plate on both the recycling coefficient \( R \) and \( \Phi_s \) are given in Figs.2,3. It is seen that with an increase in both the incoming flow and the recycling, the plasma density, \( n_d \), rises non-linearly, and the temperature, \( T_{e,d} \), drops down to < 7 eV. At \( R > 90 \% \), considerable longitudinal gradients of plasma density and temperatures are formed, the longitudinal energy transport being provided mainly by the electron heat conduction. The steady-state regimes obtained with a dense \( (n_d > 10^{14} \text{ cm}^{-3}) \), cold \( (T_{e,d} < 10 \text{ eV}) \) plasma within the divertor are characterized by a subsonic plasma flow. This can be explained by a finite ion viscosity and by a momentum loss due to the collisions with neutrals.

Electron temperature, \( T_{e,d} \), vs density, \( n_d \), near the plate at a fixed power entering the scrape-off is given in Fig.4. The solid curve is obtained in calculations with varying either the flow \( \Phi_s \) or the recycling \( R \). The experimental points from ASDEX \(^4\) are presented ibid. In Fig.5, the computed cross profiles of density and temperature near the divertor plate are plotted together with experimental points \(^4\).

The comparison between the calculations and the ASDEX results shows that the 2-d transport model developed for the scrape-off layer together with the divertor profiles has a reasonable quantitative and qualitative agreement with the experimental data.
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Fig. 1 The geometrical model of the scrape-off layer (AQDB) and of the divertor (DGKCB). BD = 4 cm; AB = 8 m; BC = 4 m (along field line), KP = 4 cm.

Fig. 2 Peak plasma density $n_e$ and electron temperature $T_{ed}$ near the plate vs recycling coefficient $R$. $W_s = 2.5$ MW, $\Phi_s = 10^2 s^{-1}$. 
Fig. 3 $n_d$, $T_{ed}$ vs $\Phi_s$.
$W_s = 2.5$ MW, $R = 93\%$.

Fig. 4 $T_{ed}$ vs $n_d$ for the fixed power
$W_s = 2.5$ MW. The black circles
correspond to the ASDEX data.

Fig. 5 Cross profiles of electron temperature and
plasma density near the plate. ASDEX
data (see /4/, Fig. 5 (1)) are plotted
as circles and triangles.
THE CHARACTERISTICS OF STATIONARY PLASMA FLOW IN THE TOKAMAK SCRAPE-OFF LAYER

V.G. Petrov

Institute of High Temperatures of the USSR Academy of Sciences, Moscow, USSR

Abstract. Plasma parameters in the scrape-off layer of a toroidal limiter are calculated on the base of hydrodynamic equations. The characteristic dimension of the change in the plasma density proves to be close to the mean ion Larmor radius calculated with poloidal magnetic field.

1. The interest for the toroidal tokamak limiter is due to less tense temperature conditions. For definiteness assume that a metal limiter is placed on the inner torus equator, the toroidal electric field induced coincides in direction with the external magnetic field. The limiter height is much less than the minor tokamak radius. Toroidal corrections are not essential in the present consideration. Thus one can use rectangular Cartesian co-ordinates, the x co-ordinate is directed along the minor radius, the y co-ordinate is directed along the magnetic field, the y co-ordinate is perpendicular to ox and oz to form a right-handed co-ordinate system. The y, z co-ordinates originate in the upper lateral side of the limiter and are directed to the lower side of it across the plasma. The angle between magnetic field lines and the limiter sides is equal to a/qR (a, R are the minor and major tokamak radius, respectively, q is the safety factor). With (a/qR)^2 << 1 the width of the scrape-off layer in the y direction is practically equal to 2πa. Owing to symmetry along the torus

\[
\frac{\partial}{\partial z} = \frac{a}{qR} \frac{\partial}{\partial y}
\]  

(1)

The plasma in the scrape-off layer is supposed to be transparent for neutrals, the ion and electron temperatures are supposed to be equal and constant.

2. The following equations are used:

\[
\frac{\partial}{\partial y} \left( nV_y + \frac{a}{qR} nV_z \right) + \frac{\partial}{\partial x} nV_x = 0
\]  

(2)

\[
\frac{\partial}{\partial y} \left( j_y + \frac{a}{qR} j_z \right) + \frac{\partial}{\partial x} j_x = 0
\]  

(3)

\[
\frac{\partial}{\partial y} \left( nV \bar{V} + \frac{a}{qR} nV \bar{V} \right) + \frac{\partial}{\partial x} (nV_x \bar{V}) = -2 \frac{T}{M} \nabla n + \frac{j_x v}{Me}
\]  

(4)
\[ \frac{j}{\sigma} = -n\nu + \overline{E} + \frac{\overline{V} \times \overline{B}}{c} + T \frac{\nabla n}{en} - \frac{j \times \overline{B}}{enc} \]  

(5)

Here n, T are the plasma concentration and temperature, respectively, j is the current density, M is the ion mass, B is the magnetic field, \( \sigma \) is the plasma conductivity, \( \nu \) is the electric potential, \( \overline{E} \) is the toroidal electric field induced. The velocity components \( V_x \) and \( V_y \) are the drift velocities. With projecting Eq. (4) on the xy plane the left hand part of Eq. (4) can be neglected.

Introducing the expression for \( j_x \) from Eq. (4) into Eq. (3) and integrating Eqs. (2) and (3) over y one can obtain, respectively

\[ \frac{2\pi a}{\partial} (\int_0^{2\pi a} j_x dy) = n_+ V_+ - n_- V_- \]

(6)

\[ -\frac{2\pi a}{\partial x} (\int_0^{2\pi a} j_x dy) = 2 \frac{cT}{B} \frac{\partial}{\partial x} (n_+ - n_-) = en_+ V_+ (1 - e^{-T}) - en_- V_- (1 - e^{-T}) \]

(7)

Here \( V_x, V_y \) are the ion velocity components normal to the lateral limiter surfaces at the upper and lower limiter side, respectively. \( V_+ = V_+ = \frac{a}{qR} \overline{V}_i \) \( (V_i = \sqrt{\frac{2T}{M}}) /1/ \). The quantity \( \nu \) is set in such a way that with \( \nu = 0 \) the electric current density through the plasma-metal surface is equal to zero.

One can also obtain from Eq. (3)

\[ \frac{2\pi a}{\partial} (\int_0^{2\pi a} j_y dy) = -\frac{a}{qR} en_- V_i (1 - e^{-T}) + \frac{2\pi a}{\partial} (\int_0^{2\pi a} j_z dy) \]

(8)

Expressing \( \int_0^{2\pi a} j_y dy, \int_0^{2\pi a} j_z dy, \nu_- \nu_+ \) with the help of Eqs. (4) and (5) and the first term in the right hand part with the help of Eq. (7), introducing the designations \( \frac{\partial n_+}{\partial x} = -\frac{n_+}{\xi_+}, \frac{\partial n_-}{\partial x} = -\frac{n_-}{\xi_-} \),

\[ u = \frac{\sigma E}{cT \overline{V}_i} \int_0^{2\pi a} V_x dy + 2 en_n \frac{n_+}{\xi_+} \]

and the dimensionless parameters

\[ L = \frac{qRcT}{a\varepsilon 8V_i} \]

\[ A = \frac{\sigma E}{en_+ V_i} \]

\[ q = \frac{T}{2\pi R e E} \]

one can obtain

\[ \frac{2L}{\xi_-} - A(1 + qu) = \frac{1 - \frac{n_+}{n_-} e^{-u} + 2 \frac{L}{\xi_-} (1 - \frac{\xi_- n_+}{\xi_+ n_-}) e^{-u}}{1 + e^{-u}} \]

(9)

From the z component of Eq. (4) one can obtain that \( \frac{\partial n}{\partial x} > 0 \) in the scrape-off layer with \( V_z \) being small in the central part of
the tokamak. The very circumstance along with the condition that the total current from the plasma to the limiter is equal to zero means that at the limiter edge the mean value of \( \varphi \) is negative. (The electrons hit the limiter edge in a larger number than the ions do). The electric current in the x direction originates. It reaches a maximum at that x here the mean plasma potential \( \varphi = 0 \).

3. The current and the characteristic dimension of the change in the plasma density at the plane \( x = 0 \) through which the current is a maximum can be evaluated from Eq. (9). To do this the estimation on the base of Eq. (6) is used

\[
\int_0^{2\pi a} y \, dy = \frac{a V_i}{q R} \left( \frac{\varepsilon_n^+ + \varepsilon_n^-}{n_n^+ + n_n^-} \right)
\]

The ratio \( n_n^- / n_n^+ \) has been set. Calculations have been carried out for the following parameter values: \( B = 20 \) kG, \( a = 30 \) cm, \( R = 150 \) cm, \( q = 3 \), \( T = 20 \) eV, \( E = 3 \times 10^{-3} \) V/cm, \( \sigma = 3 \times 10^{-14} \) cm\(^{-1}\), \( n_n^+ = 5 \times 10^{12} \) cm\(^{-3} \). With that \( L = 0.3 \) cm. The dependences of \( \varepsilon_n^- / L \) and \( K = \int j_x \, dy / e \int n V_x \, dy \) on \( n_n^- / n_n^+ \) are presented in Fig. 1.

The dependences of \( \varepsilon_n^- / T \) and \( (\varepsilon_n^- - \varepsilon_n^+) / T \) on \( n_n^- / n_n^+ \) are presented in Fig. 2. A possible value of \( n_n^- / n_n^+ \) satisfies the condition \( 1 < n_n^- / n_n^+ < R \). The maximum value \( n_n^+ = R \) is likely to conform the case with the mean current density along the magnetic field being equal to \( \sigma E \) (i.e. \( u = 0 \)). In the case \( n_n^- / n_n^+ = 3.7 \), \( \varepsilon_n^- = 0.93 \) cm, the diffusivity \( D = \varepsilon_n^- V_x = 1.3 \times 10^3 \) cm\(^2\)/c = \( 0.2 D_B \) (\( D_B \) is the Bohm diffusivity). It can be used for an estimation that the characteristic dimension of the change in the plasma concentration \( \varepsilon = \frac{3q R C T}{a e B V_i} \) and the diffusivity \( D = \frac{3}{2} \frac{q R C T^2}{a^2 e B} \).

For Macrotor with the magnetic field of 3 kG where the inner torus equator is served as a limiter one can obtain \( \varepsilon = 5 \) cm, \( D = 6 \times 10^4 \) cm/c that are close to the experimental values 9 cm and \( 10^5 \) cm\(^2\)/c, respectively, /2/.

4. Slow plasma concentration drop in the scrape-off layer can be accounted for by the following. The plasma is confined in equilibrium along the minor radius by the ponderomotive force originated due to the current density component normal to the magnetic field. In the scrape-off layer the current encounters the toroidal limiter. For current closing the charge bleeding along the magnetic field or the charge leakage across the limiter is necessary. The plasma conductivity isn't high in the scrape-off layer and a significant electric potential difference should arise within the plasma. Langmuir potential drops are different at different sides of the limiter. The plasma drifts along the minor radius due to the poloidal electric field and this leads to the slow plasma concentration drop.
The limiter pattern considered does not hinder the toroidal current component and does not change the processes taking place under the Pfirsch-Schluter diffusion. The Pfirsch-Schluter diffusivity is $4\frac{R^2}{\rho^4}$ the diffusivity obtained in the present paper. Thus neglect of the toroidal corrections is justified. The poloidal limiter case when the Pfirsch-Schluter electric potential and current distributions are modified /3/ requires a special consideration.

REFERENCES


ARCCING STUDY IN DISRUPTIVE TOKAMAK DISCHARGES

N.M. Zykova, A.O. Ikonnikov, V.N. Kabanov, A.V. Nedospasov
Institute of High Temperatures, USSR Academy of Sciences, Moscow, USSR

The present paper is a continuation of the investigation of arcing on limiters of a small tokamak TV-1 (R = 23.5, r = 4.1 cm) /1/. The arc currents and voltages between electrically isolated limiters were measured during disruptive discharges. During stable discharges the arcing between limiters was not observed. The measurements were made throughout discharges in hydrogen q ≤ 2.4 with plasma density \( n \approx 3 \times 10^{13} \text{cm}^{-3} \), plasma currents 7–12 kA, toroidal magnetic fields \( B_T = 1.2 - 1.4 \text{T} \), discharge duration 6.5 – 7 mc. Stationary arc test probe used as limiter (r = 2.9 cm) and movable limiter were placed in horizontal ports. The arc test probe consisted of the three separate isolated parts. The plate with surfaces parallel to \( B_T \) (Fig.1) was placed between the two others plates oriented perpendicular to \( B_T \). The azimuth angle between the limiter and the probe side facing the electron drift in vortical electric field (electron side) was 14°. Approximately 70% of the area of the probe electron side was in a shadow of a limiter. The probe and the limiter dimensions were approximately the same: along minor radius - 1 cm, height - 1.5 cm and width 0.3 cm. The material for the probe and the limiter was molybdenum. The resistance of an external circuit varied from 1 to 20\( \Omega \). Frequency band of measuring circuit and cathode-ray recorders was down to 5 MHz.

1. The currents between separate parts of the probe (electron, ion and central) and the limiter as well as currents between opposite sides (electron and ion) of the probe were measured experimentally. Several arc pulses of different amplitudes were registered for every single discharge. The Fig.2 shows the maximum value for the currents measured separately for every discharge.

\[
\begin{align*}
\frac{B_T}{I_p} & \\
\text{Probe} & \quad \text{Limiter}
\end{align*}
\]

Fig.1 Diagrammatic representation of the arc test probe and the limiter.
Fig. 2. The current (a) between electron and ion sides of probe, (b) between limiter and ion sides, (c) between limiter and electron side, (d) between limiter and central part of probe.
couple for various values of the minor radius of the limiter. Positive direction of the current shown in Fig. 2 coincides with that of the plasma current. The direction of the arc currents essentially coincides with direction of plasma current but sometimes currents of opposite direction were observed (dotted in Fig. 2). The tracks of the cathode spots were registered in central part of the electron surface of the probe.

2. The connection of the electron and the ion sides of the probe with a limiter results in appearance of a simultaneous current between the "cathode" (the ion side of the probe) and the two "anodes" (limiters and probes electron sides) as well as between the second "cathode" (limiter's ion side) and anode (probe's electron side). The results for current measurements in that ramified circuit showed that current values in different parts coincide with the algebraic sum of current values measured for the twin connections (Fig. 2).

3. The average values for a velocity of the cathode spots movement and the rate of a surface erosion were evaluated according to the tracks of cathode spots. Velocity of spots in linear tracks exceeded $100 \text{ m/c}$ on the surfaces parallel to $B_T$. The spots velocities on ion surfaces were $5 - 10 \text{ m/c}$. The erosion rate of surface evaluated from the volume of largest tracks and corresponding to largest current and arc duration was $10 \text{ mg/c}$. This value is several times less than a corresponding value of the erosion rate for a vacuum arc without the applied magnetic field /2/.

4. The energy released in external circuit during arc pulse was $W \approx (1 - 5) \times 10^{-2} \text{ J}$.

5. The typical arc current pulse of positive direction had a characteristic shape: sharp increase of a current value up to $I_0$ (during several mc) and a decrease of $J(t)$ that can be described exponentially. It can be compared to the characteristic dependence

$$J(t) = I_0 e^{-\frac{Rt}{L}}$$

with value $L$ being of the order of $(1-3) \times 10^{-5} \text{ H}$. The same value of $L$ was obtained from the equation of pulse energy

$$W = \frac{L I_0^2}{2}$$

6. The model of arc ignition on tokamak limiter was proposed in /3/. It was assumed that during the formation of a disruptive instability the plasma filaments with the current reached a limiter in order to be cut, which resulted in an overvoltage on the ion side of a limiter due to the poloidal magnetic flux stored in a filament. If it leads to arcing then the voltage
drops and the filament current $I_f$ will subside in a skin time.
With the external inductance of filament negligible in value
the peak value of an overvoltage is of the order of

$$V = 2 \pi \omega R q 10^{-9} I_f.$$ 

The value of $V$ for tokamak TV-I estimated by this formula for
$I_f = 10^2$, frequency MHD-disturbance of $10^5$ Hz (which is by an
order of magnitude greater than assumed in /3/ for tokamak T-4)
is by an order of magnitude smaller than the value obtained
between limiter sides experimentally. The obtained value of
"effective inductance" ($10^{-5}$ H) is by a factor of two greater
than that assumed in /3/.
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ON LONGITUDINAL TRANSPORT OF CHARGED
PARTICLES TO TOKAMAK LIMITER

Fidel'man G.N., Ivanov R.S., Stotsky G.J.

Institute of High Temperatures, USSR Academy of Sciences,
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Introduction.
In our recent works /1,2/ plasma transport has been shown to be non-ambipolar in the scrape-off zone of the TV-1 tokamak. The non-ambipolar plasma transport has been also observed in the experiments in a simulated magnetic divertor on the Wisconsin DC machine /3/. The present paper aimed to determine the radial distributions of the charged particle flow to the conductive limiter and to study the "active" limiter operation when the limiter is externally biased.

Experimental Set-up and Diagnostics.
The TV-1 is a small tokamak device /4/ with a major radius of 23.5 cm and a minor radius of 4.1 cm. The aperture limiter of 3.5 cm radius was always connected electrically to the conductive wall of the vacuum vessel. The measurements of the charged particle flow distributions were performed on the ion and electron drift sides of the rail-type limiter inserted inwards through the horizontal port. The radially movable 1 x 3 x 0.5 mm³ collector was positioned in the vicinity of the limiter surface. The limiter was connected electrically to the chamber wall via the measuring transformer and simultaneously to the collector via the bias voltage source and the current-measuring shunt. In 3 ms after the discharge ignition the collector was biased with the negative -150 V trapeziform pulse. The saturation ion current to the collector was supposed corresponding to the ion current to the limiter surface element of equal square. The electric current to the collector at the limiter potential was supposed to be caused by the difference of the ion and the electron currents. The average plasma density was determined by the means of the 4-mm microwave interferometer. The resonant fluorescence technique using a flashlamp dye laser enabled local measurements of the neutral hydrogen density. The analysis of the H₅ line profiles was obtained by the use of the Fabry-Perot interferometer (FWHM of 0.45 Å) coupled with the scanning image converter. All the experiments were performed in the single basic regime: the magnetic field was 1.4 T, plasma current was 5 kA, the discharge duration was 7 ms, the pressure of the hydrogen was 10⁻³ torr.

Results.
Non-Ambipolar transport. As it follows from the data presented on the fig.1, the resulting current to the limiter is due to the excess electrons and it is collected mostly by the narrow 2x3 mm-wide zone behind the leading edge on the electron drift side. To preserve overall charge neutrality the limiter must conduct excess electrons from inner electron outflow regions
to outer areas of excess ion outflow (aperture limiter and the chamber walls). The neutralizing current is shorted by the external measuring circuit. Thus a direct measure of the radially separated electron and ion flow components (non-ambipolarity) is given by the current detected in this external circuit. The comparison of the total outflux of the charged particles from the plasma bulk with the non-ambipolar part of the flux to the limiter and the walls has been performed. The intensity of the non-ambipolar transport was found to be 40% of the total outflux \((10^{20}\text{cm}^{-3}\text{s}^{-1})\) of charged particles. Experimental accuracy was within the factor of 2. The total outflux was determined from the measurement of the \(H_{\alpha}\) intensity which enabled the calculation of the ionization rate \(/5/\) and from the microwave measurements of plasma density. The average electron density in this experiments was \(3\times10^{13}\ \text{cm}^{-3}\), while the hydrogen atom density was \((6\pm8)\times10^9\text{cm}^{-3}\). The additional experiments have shown that the electron impact dissociation of \(H_2(H_2^+)\) molecules in the discharge scrape-off zone seemed to be the main source of neutral atoms in plasma. The effective atom temperature was about 3.5 ev and it's change during the discharge period was rather slight. The atoms of sufficiently high energy \((3\pm4\ \text{ev})\) were present at the very beginning of the discharge in \(0.1\pm0.2\text{ms}\) after the current ignition. The effective hydrogen temperature has been determined from the analysis of \(H_{\alpha}\) spectral line broadening.

Ion and electron currents, potential drops. The results presented on fig.1 demonstrate a sharp asymmetry of the electron current distributions according to the ion and the electron drift sides of the limiter. In the zone of the preferential electron outflow the electron current exceeded 2-3 times that of ions, while on the ion drift side the electron current is "quenched", its magnitude being 2-4 times reduced against the current of ions. The difference between the floating potentials of the collector and the limiter plotted on the fig.2 shows the asymmetry also of the Langmuir drops across the sheath.

At the plasma edge the difference between the potential drops on the electron and the ion drift sides of the limiter reached the value of \(\sim80\ \text{v}\), that was exceeding the loop voltage by more than one order of the magnitude. The obtained current and the potential drop distributions (fig.1 and fig.2) are in a good qualitative and satisfactory quantitative agreement. Since at the plasma edge the ion current densities on both two sides of the limiter were rather close by the value (fig.1b), while the electron current densities differed by one order of the magnitude, the difference of the potential drops between the electron and the ion sides of the limiter should reach the value of several electron temperatures.

In our experiments indeed the measured values of the electron temperature of about 20 ev satisfactorily fitted the potential drop difference observed (fig.2). Such a difference of the Langmuir drops may contribute into the asymmetry of the energy distributions of the implanted ions observed in PLT /6/ and TFR /7/ experiments on the electron and the ion drift sides of the limiter.
Active limiter operation. In 3 ms after the discharge ignition the floating at -40 to -50 v limiter was biased by the constant voltage. The two limiters placed at different toroidal angles according to the Langmuir double probe position were alternatively used. This enabled to control the plasma parameters both in the "near" (Q = 15°) and in the "far" (Q = 165°) zones from the limiter. The abrupt decrease in the ion saturation current presented in fig.3 seems to be caused by the change of the plasma density. The results of the active limiter investigations are the following.

1) In the toroidally "far" zones the slope of plasma density profile rose when both the positive (> + 50 v) and the negative (< - 100 v) voltage being applied. The profile rise increased with the applied voltage increasing. In the thin layer (30 mm ≤ r ≤ 35 mm) the radial electric fields are found to be generated by the limiter potential. This radial electric fields may cause the change in density profile observed.

2) In the toroidally "near" zone the density profile changes were similar to those mentioned above when the negative potential being applied. At positive bias potential a tendency towards the density increase is present, as it was observed earlier /1,2/. The potential of the limiter penetrated in this case into the plasma of the "near" zone all over the radial interval of the limiter shadow.
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Fig. 1 Radial profiles of the electric current to the collector at limiter potential (a), ion current to the collector, biased with -150 V (b), and electron current to the collector at limiter potential (c).

Fig. 2 Profiles of collector floating potential on the ion and the electron drift sides of the limiter.

Fig. 3 Oscilloscope traces of the current (the upper curve) and the voltage (the lower curve) between the probes when the limiter is biased with the -130V pulse. The arrow indicates the moment of the biased pulse starting. The radial position of the double probe is 37 mm.
Results from Infrared-Thermography on Limiters in TEXTOR  
U. Samm  
Institut für Plasmaphysik, Kernforschungsanlage Jülich GmbH,  
Association EURATOM-KFA, FRG

In order to achieve control of plasma-wall interaction in a limiter tokamak detailed knowledge about the scrape-off layer and the thermal load is needed in particular its temporal development over time scales of several seconds. The influence of different sizes, shapes and locations of poloidal or toroidal limiter segments on the scrape-off-layer manifests itself in different thermal loads onto the limiter surface. The resulting temperature distributions can be determined by infrared-thermography /1,2,3/. To get reliable results it is appropriate to have the full information about the energy scrape-off available with a single shot. Therefore at TEXTOR the limiters have been observed with an infrared camera together with a fast single PbSe-detector-element providing high resolution in space (two dimensions) and time.

Experimental arrangement  
The limiter system of TEXTOR (Fig. 1) consists of three-main limiters movable along the minor radius within \( r = 45-55 \) cm, located in the same poloidal cross-section and covering the minor circumference by about 30 %. The limiter segments are made of stainless steel with a radius of curvature in toroidal direction of 5 cm (outer) and 1.2 cm (upper, lower).

For this paper an additional halfsphere test limiter made of stainless steel with a diameter of 13 cm is moved into the plasma from below at the toroidal position \( \theta = 90^\circ \) (main limiters at \( \theta = 0^\circ \)) and is observed by two infrared detectors (Fig. 1). The thermal radiation in the wavelength intervall \( 0.85 - 1.2 \mu m \) is detected with a camera using a charge-coupled device (CCD) with 488 x 380 picture elements as a photosensor. This pure solid state design avoids any geometric distortion in the magnetic field, has no time lag and produces a signal linear to the light flux. The camera takes a close up view of the total limiter surface providing a spatial resolution of 0.5 mm in both dimensions and a time resolution of 20 msec. The data are stored on video tape. The dynamic range of this system is limited by the video-recorder to 1:200, thus temperature excursion up to 200 \(^\circ\)C may be measured with an accuracy of typically 3\(^\circ\)C. The sensitivity of the CCD-sensor allows temperature measurements from 400 \(^\circ\)C upwards. Therefore the testlimiter is heated up electrically to a homogeneous temperature of 400 \(^\circ\)C, what is also useful for in-situ calibration.

The wavelength intervall of \( 3.0-3.4 \mu m \) is observed by the second detector, a single PbSe element of 4 x 4 mm\(^2\) size, operated in the photoconductive mode. The signal is digitized and stored with a sampling frequency of 10 kHz. The dynamic range allows the recording of temperature excursions of more than 500 \(^\circ\)C with an accuracy of typically 10\(^\circ\).

Both detectors are operated simultaneously and cover the full information resolved in time and space.

Energy scrape-off-layer  
Fig. 2a) shows a typical infrared image of the test limiter viewed by the camera. There are two clearly separated zones of powerload along the toroidal direction with a dark (="cool") region in the middle of the limiter.
The horizontal lines of the video signal and its projection onto the side view of the limiter (Fig. 2b,c) obviously shows that there is nearly no temperature rise on top of the limiter, whereas two temperature maxima appear on those parts of the limiter surface facing the plasma flow. We conclu-
date that the energy flux to the limiters is directed strongly along the mag-
netic field lines. Assuming an exponential decay of this energy flux $F(r)$
along the minor radius the heat flux into the limiter surface is

$$F(r) = \cos \alpha F_0 \exp \left(-\frac{r-a}{\lambda}\right)$$

with $\alpha$ being the angle of inclination of the limiter surface element. This gives a maximum of $F(r)$ along the toroidal direction $x$ at ($x=0$ middle of limiter)

$$x_{\text{max}} = \left(\lambda \left(\tau_c + \lambda^2/4\right)^{1/2} - \lambda^2/2 \right)^{1/2}$$

which is only a function of the energy scrape-off thickness $\lambda$ ($r_o=radius of limiter$) and can easily be measured.

The values of $\lambda$ for different limiter configurations have been determined at the test limiter with the aim to exclude the influence on the plasma boundary scrape-off of the main limiters. Therefore, beginning with all limiters at the same position $r = 45$ cm, the plasma column for discharges of 2.5 sec, pulse length with $I_p = 340$ kA, $n_e(0) \approx 3 \times 10^{13}$ cm$^{-3}$ and $T_e(0) \approx 1.3$ keV, is shifted vertically for 0.8 sec during the flat top towards the lower limiters by 5 cm.

Then the lower main limiter and also the outer limiter is drawn back stepwise shot by shot until the test limiter takes the scrape-off energy of the first 3 cm. The resulting values for the electron- ($\lambda_e$) and ionside- ($\lambda_i$) measured at $t=1.4$ sec are shown in table I.

Table I:

<table>
<thead>
<tr>
<th>Shot</th>
<th>Position of limiters in cm</th>
<th>energy scrape off thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>test</td>
<td>lower</td>
</tr>
<tr>
<td>5180</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>5185</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>5189</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>5190</td>
<td>45</td>
<td>48</td>
</tr>
</tbody>
</table>

The values for $\lambda_e$ and $\lambda_i$ increase and become equal when the fraction of scrape-off energy taken by the test limiter is rising; this is expected when only one limiter determines the connection length for the magnetic field lines. A more detailed analysis of the scrape-off layer is obtained by computing $\Delta T(r)/\cos \alpha(r)$ at radius $r$, what is proportional to the energy flux density along the field line. A semilogarithmic plot of the radial profile of the energy flux density is shown in Figs. 3a, b for both sides of the limiter. The curves show the expected exponential decay, accordingly the values derived from these curves agree with the corresponding values of table I.

**Absolute determination of heat flux**

For the calculation of the absolute heat flux the time resolved temperature distribution is needed. Only in the case of constant heat flux to a semi-infinite uniform solid the relation between temperature rise and heat flux is very simple $/4/:

$$\Delta T(t) = \frac{F_0}{k} \int_{r_o}^{r} \tau \, d\tau$$

with heat conductivity $\chi$, diffusivity $K$ and the heat flux $F_0$ into the sur-
face. For our experiment these conditions are fulfilled since the curvature of the limiter is negligible compared with the depth of temperature rise and the temperature increase is proportional to $\tau$ as is shown in Fig. 4. for a vertical plasma displacement.
A determination of the heat flux from this slope of temperature rise (Fig. 5) at the point of maximum temperature is made for the different limiter positions (noted in Table I). The values for Po vary from 50 W/cm² with all limiters at r=45 cm and without vertical plasma shift - up to 740 W/cm² with the test limiter at r=45 cm, the main limiters withdrawn by 3 cm and with a vertical plasma shift.

From these power densities at the point of observation the energy flow along the magnetic field lines is calculated under consideration of the exponential decay. At r=45 cm the power densities vary from 300 to 3500 W/cm² according to the Po values from above. This is in good agreement with the expected heat flux calculated from the estimated electron temperatures (Te ≈ 30eV) (confirmed by Thompson-scattering measurements), the measured electron densities (ne ≈ 10¹² cm⁻³) at the limiter surface /5/ and with an energy transfer coefficient δ = 8.

The total power load onto all limiters for standard discharges with an average power density of 300 W/cm² then is about 70 kW, that is 15% of the ohmic heating power input. This result is confirmed by calorimetric measurements obtained from thermocouples implemented in all limiter segments.

Conclusions
With a CCD-camera and a fast single PbSe-detector element the surface temperature distribution of the test limiter in space and time is measured with a single shot.
- The spatial temperature distribution shows clearly the strong direction of the heat flow along the magnetic field lines.
- The radial heat flux profile decays exponentially characterized by the energy scrape-off length Λ = 5-10 mm, with Λₑ = Λ₁ if the main limiters are withdrawn.
- Because no fast temperature variations below 50 msec are observed, the time resolution of 20 msec of the standard TV-camera is sufficient.
- The heat flux onto the testlimiter during a vertical plasma displacement of 0.8 sec is constant.
- The absolute power densities along the magnetic field lines at r=45 cm are 300 W/cm² for standard discharges and 3500 W/cm² for plasma displacements by 5 cm towards the test limiter and the main limiters withdrawn.
- In standard discharges the main limiters take about 15% of the ohmic heating power input.

I wish to thank the TEXTOR-operating team for their cooperation. The advice and the support of and discussions with E. Hintz, P. Bogen, W. Hopmann and D. Rusbildt are gratefully acknowledged.
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Fig. 1 Arrangement of TEXTOR limiters shown in poloidal cross-sections

Fig. 2a) Typical infrared image of the test limiter, b) side view of the test limiter, c) line scan of the IR-signal

Fig. 3 Radial heat flux profile

Fig. 4 A constant heat flux during vertical plasma displacement

Fig. 5 Surface temperature rise of the test limiter for various limiter positions
Neutral particle fluxes emitted from the TEXTOR limiter

A. Pospieszczyk, P. Bogen, U. Sann
Institut für Plasmaphysik der Kernforschungsanlage Jülich GmbH
Association EURATOM-KFA, 5170 Jülich, FRG

Introduction
In the vicinity of the TEXTOR limiter, where a plasma with $n_e \approx 10^{12}/\text{cm}^3$ and $T_e > 10$ eV exists, the number of photons emitted from the neutral atoms is proportional to the number of ionizations and these in turn are proportional to the atom fluxes from the limiter /1/. To determine the magnitude of these fluxes and the ionization lengths of the released atoms by spectroscopic means, an experimental arrangement has been set up on TEXTOR /2/ as shown in Fig. 1. The plasma contact with the four poloidal limiter segments can be observed through a tangential port by a CCD-camera (charge coupled device) with an interference filter in front of it (high spatial information, low spectral resolution) or by a film or photomultiplier with a grating spectrometer (low spatial information, high spectral resolution).

Experimental arrangement
TEXTOR was operated with a toroidal magnetic field of 2 T, a current of 340 kA, a major radius of 135 cm and a minor radius of 50 cm. Typical peak densities were $2 \times 10^{13}/\text{cm}^3$, peak electron temperatures were about 1,3 keV. The CCD-camera system is operated in the common TV-mode (resolution 20 msec), and the results are stored on video-tape. The pure solid state design of the sensors avoids any distortion by magnetic fields, and the signal is proportional to the incident light flux. With appropriate interference filters it is then possible to observe the whole poloidal cross-section in the light of a single element. Results of this technique are shown in Fig. 2, where adjacent to the limiter a luminous layer composed of the light of chromium lines or of the H$_\alpha$ line is seen, the intensities of which are determined by the particle fluxes emitted from the limiter.

In order to determine the magnitude and the composition of these fluxes and in order to calibrate the camera absolutely, the emission of the layer surrounding the upper limiter was simultaneously observed with a grating spectrometer. The slit image was positioned in such a way that it pointed into the direction of the minor plasma radius with the upper end touching the limiter edge. This way of observation allowed both, to distinguish between the lines emitted by the localized plasma-limiter interaction zone and those emitted by the rest of the plasma and to make spatially resolved measurements of the neutral particle distribution in the direction perpendicular to the limiter surface.

Photographic spectra
From the photographically recorded spectra between 250 nm and 700 nm, the region around 400 nm is shown in Fig. 3. All the spectra are time integrated over an interval from 0,3 to 1,3 s for discharges of about 2 s duration so that only the plateau phase from one single shot is recorded. The length scale and the position of the limiter edge is also indicated in the figure.

Foreground lines emitted from the hot 2 m long plasma layer between limiter and window can easily be detected by their uniform intensity distribution.
They are emitted by ionized species (mainly oxygen) and by neutral hydrogen, whereas the metal atoms, which are localized in a well defined zone around the limiter, give rise to short lines of about 1-3 cm length, indicating their penetration depth. The emission of these atoms dominates the spectra, which are composed of the neutral lines of the limiter material (Inconel 625, in particular Cr, Ni, Fe and Mo). The region around 427 nm was found to be dominated by the Cr-triplet, and these lines were used for the video recording in combination with an interference filter centered at 427 nm.

Unfortunately a photographic recording does not have a simple linear intensity response, so that bright lines easily lead to overexposure of the film. Only the faint lines give reliable information about the radial distribution of the neutrals. Therefore in order to obtain the ionization length quantitatively as well as time resolved two superior methods were used.

Ionization lengths
Firstly a rotating sector was placed in front of the entrance slit of the spectrometer, which scanned linearly over the slit, and secondly the video pictures were evaluated along a line perpendicular to the limiter. There was good agreement between the results obtained by both methods. Fig. 2 shows that the distribution in poloidal direction is rather homogeneous. In the toroidal direction the light has been integrated, so that there are no informations about the toroidal distribution of the impurity fluxes. The ionization length can be estimated from the intensity increase towards the limiter surface. The value changes with time and with discharge conditions. A typical length of about 1 cm has been found during the plateau phase. The neutral atoms released from the limiter with a velocity of $v_0$ are ionized within an average length $l = v_0/\langle\sigma_{\text{ion}}v_e\rangle$. Assuming $T_e = 30$ eV (this is confirmed by Thomson scattering experiments) near the limiter, $v_0 = 2 \times 10^5$ cm/s, and $\langle\sigma_{\text{ion}}v_e\rangle = 2 \times 10^{-7}$ cm$^3$ sec$^{-1}$ we derive an electron density at the limiter of about $1 \times 10^{12}$ cm$^{-3}$.

The interpretation of the $H_\alpha$ signals in terms of hydrogen particle fluxes is more difficult, since in the emission of these particles desorption, sputtering and reflection processes are involved and since for the penetration length dissociation, ionization and charge exchange are important. Hydrogen as a molecule desorbed from the limiter was found only during the current rise phase. At later times hydrogen atoms take the more dominant part within the processes above. Thus the mean free path is determined by ionization and charge exchange and is not easy to interpret. The evaluation of the spatial profile of the $H_\alpha$-intensity results into two characteristic decay lengths, at first $l_1/e \approx 2.5$ cm and then $l_1/e \approx 5.5$ cm is observed. This can be qualitatively understood by assuming that the mean velocity increases substantially with the distance from the limiter due to charge exchange - at least a factor of 2.6, but probably much faster, since the electron density also increases. It was found from $H_\alpha$-line profile measurements that the energy of the hydrogen indeed rapidly reaches values of 30 eV.

Particle fluxes
The absolute intensity per cm (in poloidal direction) limiter length (toroidal direction is integrated) directly gives the number of ionizations, if we take the low density limit and neglect stepwise ionization. The simplification is probably justified at $n_e \leq 2 \times 10^{12}/$cm$^3$ within 30 % error. As the ratio of the ionization to excitation rate $\langle A \rangle$ is only a slowly varying function of $T_e$ above 10 eV for most impurities and $T_e$ is known from Thompson scattering measurements to be around 30 eV, the flux can be derived within
a factor of two. From the measured intensity of $1.3 \times 10^{14}$ photons/cm sec sr, we obtain a total flux from one limiter (25 cm length, $T_e = 30$ eV) of $1.5 \times 10^{17}$ atoms/sec. Four limiters give a total flux of $6 \times 10^{17}$ atoms/sec. Assuming a confinement time of 20 msec, we estimate an impurity content of $1.2 \times 10^{16}$ Cr atoms. The total ion number is about $8 \times 10^{19}$; so the concentration of Cr is about $1.5 \times 10^{-4}$. The Cr concentration in Inconel is 20%. Therefore, assuming for all the elements of Inconel equal sputtering rates, we obtain a metal concentration of $7 \times 10^{-4}$ neglecting sputtering at the liner.

The hydrogen atom flux from the limiter into the plasma, derived from the $H_x$ intensity, is about $6 \times 10^{17}$/sec cm (per cm limiter length in poloidal direction). This value may be compared with the ion flux to the limiter. With a mean electron density of $5 \times 10^{11}$/cm$^3$ at the limiter, a measured scrape-off layer length of 1 cm and a mean ion drift velocity of $4 \times 10^6$ cm/sec (30 eV), we calculate a flux of $2 \times 10^{18}$ cm$^2$/sec. The agreement between both measurements is reasonable considering that a significant part of the neutralized hydrogen is not trapped by the plasma. The total flux emitted by the four limiter segments is about $6 \times 10^{19}$ sec$^{-1}$, i.e. a factor of 100 higher than the Cr-flux.

When the plasma axis is shifted towards the upper limiter by an appropriate perpendicular magnetic field, the Cr-fluxes increase up to a factor of four (Fig. 4) whereas the Cr-fluxes from the other limiters decrease by a factor of about 3. Obviously, the total released impurity flux is about constant. The hydrogen flux increases simultaneously by the same amount indicating that the Cr-fluxes are proportional to the hydrogen (or plasma) fluxes, which are probably also proportional to the fluxes of impurity ions causing the sputtering.

Conclusions

By means of a CCD-camera a two dimensional view of the poloidal limiter cross-section in the light of a single element is recorded. This camera in combination with an intensity calibrated spectrometer allows the measurement of ionization lengths, impurity- and hydrogen fluxes in the vicinity of the limiter. The observed Cr-atom fluxes cannot be explained by H-sputtering, but probably by impurity ion sputtering. A typical electron density of about $1 \times 10^{12}$/cm$^3$ has been found at the limiter.

We want to thank the TEXTOR operating team for their assistance. The advice and support of E. Hintz is gratefully acknowledged.
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Fig. 1 Experimental arrangement

Fig. 2 Photography of the limiter in the light of a Cr line and of Hα, a) and b) for a well centered discharge, c) and d) for an upwards displaced plasma.

Fig. 3 Spectrum of the plasma limiter interaction zone

Fig. 4 Chromium- and hydrogen atom fluxes from the limiters. From 600 to 959 msec the plasma is shifted upwards.
INFLUENCE OF OXYGEN COVERAGE ON THE SPUTTERING OF CHROMIUM.

G. Betz, W. Husinsky and F. Viehböck.
Institut für Allgemeine Physik, Technische Universität Wien, Karlsplatz 13, A-1040 Wien, Austria.

We have bombarded a metallic Cr target with 7 keV Kr\(^+\) and He\(^+\) ion beams at different oxygen background pressures. Using a quartz microbalance relative sputtering yields as a function of oxygen partial pressure have been measured. By means of a Doppler-Shift-Laser-Fluorescence Spectrometer we have studied the density change of Cr atoms sputtered in the electronic ground state as a function of oxygen coverage. Furthermore the change of the velocity distribution of Cr atoms in the ground state was investigated as the oxygen background pressure was increased. The density of sputtered Cr atoms in the ground state decreased drastically by a factor more than fifty when the oxygen pressure was increased from no oxygen (the base pressure in the chamber was about 1 \(10^{-9}\) torr) to about 1 \(10^{-6}\) torr oxygen partial pressure. The total sputtering yield of Cr as obtained by the quartz microbalance, however, did not decrease by more than a factor three in this pressure regime. At the same time the maximum of the velocity distribution of sputtered atoms detected in the ground state 5 cm apart from the target shifts from about 0.9 eV to about 2 eV. This corresponds to a shift of the "surface binding energy" from 1.8 eV to 4 eV if the obtained spectra are fitted with a \(v^2/(v^2+v_b^2)^3\) distribution. No difference in the velocity spectra could be found for Kr\(^+\) and He\(^+\) bombardment. Simultaneously with the decrease of the intensity of sputtered ground state atoms an increase by a factor of ten in the amount of sputtered excited atoms (via light emission) and ions (current measurements) was observed, however remained a minor contribution (below 20\%) to the total sputter yield. Therefore we conclude that the majority of sputtered particles are clusters.

Preliminary Abstract (4-page paper not received in time).
Radio-Frequency Divertor for Impurity Pump-Out

H. Sugai
Department of Electrical Engineering, Nagoya University
Nagoya 464, Japan

Novel active divertors using radio-frequency waves are proposed: one is based on the toroidal plasma rotation with uni-directional waves in the ion-cyclotron frequency range, and the other is based on the direct action to the impurity ions.

1. INTRODUCTION

Most of methods for impurity control such as magnetic divertor or mechanical divertor are passive in a sense that the pump-out action is not exerted directly to impurities in a hot plasma core. Recently, much attention has been given to the active impurity control which uses toroidal rotation of a plasma induced by neutral beam injection. In this paper, I propose a new way of the active control, i.e., RF divertor where waves are launched into a plasma by external RF generator in the ion-cyclotron range of frequencies (ICRF).

In principle, RF divertor uses wave-particle interactions in a plasma. Depending on the species of resonant particles, two schemes of RF divertor are considered. When the resonant particles are impurity ions, the wave energy and/or momentum is directly deposited to the impurities, and their cross-field transport is controlled. This scheme is called the direct method, which corresponds to the right part in the flow chart shown in Fig.1. On the other hand, when the main ions are resonant, the wave energy is once given to the main ions, and they modify the impurity diffusion. This is the indirect method, which corresponds to the left part in Fig.1.

![Flowchart of RF Divertor](image)

Fig.1. Two schemes of RF divertor
2. INDIRECT METHOD —— "Rotating a plasma with Waves" ——

The use of momentum transfer due to neutral-beam injection to expel impurity ions out of a tokamak plasma has been investigated/1/. It turned out that the impurity transport can be controlled by the rapid plasma rotation induced by the tangentially injected beam. In order to rotate the plasma, I propose the use of wave momentum/(energy)/3/ instead of neutral-beam injection. The underlying physical basis is common to current generation with waves/4/. Consider a steady state plasma where continuous waves are externally launched and deposit their energy to resonant particles. The crucial quantity, by which the practicality of this scheme may be assessed, is \( G/P_d \), the amount of momentum generated per power dissipated. This quantity is obtained by replacing charge(-e) with mass(m) in the derivation of \( J/P_d \) in the current generation theory/4/ so that

\[
\frac{G}{P_d} = m \frac{\dot{\mathbf{v}} \cdot (v_z/v) \dot{v}}{\mathbf{v} \cdot \mathbf{v}} \tag{1}
\]

Here \( G \) is the momentum density parallel to the static magnetic field in the z direction, \( \mathbf{v} \) is the unit vector along the displacement in the velocity space, \( E=m(v_z^2+v_{\perp}^2)/2 \) is the kinetic energy of resonant particles, \( \dot{v} \) is the effective collision frequency.

In view of \( G/P_d \), it is straightforward to compare the momentum \( G_e \) induced in the wave-electron interaction with the momentum \( G_i \) due to the wave-ion interaction, when the same amount of RF power is dissipated. The rough estimation gives \( G_e/G_i \approx (m_e/m_i)(T_e/T_i)<<1 \). Therefore, in order to rotate the plasma efficiently, we had better adopt ions rather than electrons as the resonant particles. Suppose a plasma composed of electrons, main ions, and impurity ions. Their masses, charge states, densities, and thermal velocities are respectively denoted by \( m_a, Z_a, n_a, \) and \( v_{Ta} \) for the species \( a=e, i, I \). For resonant main ions with the velocity \( v_z \) in the range \( v_{TI}<v_z<v_{Te} \), two collisional scattering rates are given from the Fokker-Planck equation; an energy loss rate \( \nu_E = \nu_{ol} [1+(m_i/m_r)(n_{I_I}Z_{I_I}^2/n_{I_I}Z_{I_I}^2)]/2u^3 \) and a momentum destruction rate \( \nu_M = \nu_{ol} [2+(1+m_i/m_r)(n_{I_I}Z_{I_I}^2/n_{I_I}Z_{I_I}^2)]/2u^3 \) where \( \nu_{ol} = \omega_{pl}^4/2m_i v_z^3, \omega_{pl} = (n_{I_I}Z_{I_I}^2/e^2/m_iE_0)^{1/2}, u=v/v_{Ti} \), and the small electron contribution has been neglected. Using these collision rates, we find

\[
\dot{v} = \nu_{ol} [5+(1+4m_i/m_r)(n_{I_I}Z_{I_I}^2/n_{I_I}Z_{I_I}^2)]/2u^3 \tag{2}
\]

Since the average ion velocity \( \overline{v}_{lz} \) is derived from \( G_i=m_i n_i \overline{v}_{lz} \), we can estimate the RF power necessary for driving the plasma velocity up to \( \dot{v}_{lz}/v_{Ti} \). In the case of deuteron main-ion, the result is given by Eqs.(1) and (2) as

\[
P_d = \left( 1.0 \times 10^8 \right) \frac{5+(1+8m_i/m_p)n_{I_I}Z_{I_I}^2/n_{I_I}}{2u(6u+3w)} T_{10}^{-1/2} n_{14}^{-2} \left( \frac{v_{lz}}{v_{TI}} \right) W/m^3 \tag{3}
\]

where \( w=v_z/v_{Ti}, u=v/v_{Ti}, m_p \) is the proton mass, the ion temperature \( T_i \) is normalized to 10 keV, and the density \( n_i \) is normalized to \( 10^{14} \) cm\(^{-3} \). The resonant velocity is usually set in the range \( 3<w<7 \). To get more simple expression we assume \( w=u=5 \) and the trace-impurity limit \( n_{I_I}Z_{I_I}^2/n_{I_I}Z_{I_I}^2<<1 \).
The latter assumption is valid for argon and iron in ISX-B tokamak and for tungsten in PLT. Then we have

$$P_d = (3.3 \times 10^6) (T_e^{-1/2}) (n_e^{-2}) (\nu_{iz}/v_{Ti}) \ \text{W/m}^3$$

for the energy input type ($\delta = 0$). For example, the dissipated power $330 \ \text{kW/m}^3$ for $T_e = 1$ and $n_e = 1$ yields the plasma velocity $v_{iz}/v_{Ti} = 0.1$, which is comparable to or greater than the thermal velocity of heavy impurities. The neoclassical theory/1/ has shown outward transport of impurities when the velocity of toroidal rotation of the plasma exceeds the impurity thermal velocity. Thus, the cross-field transport of impurities can be controlled by the toroidal rotation induced by the acceptable RF power.

In practice, there are several possibilities to realize the wave-ion interactions. Among them, the most promising one is the ICRF heating at the second cyclotron harmonic ($\omega = 2\omega_M$), since the waveguide can be used as the wave launcher. The waveguide is a very convenient structure for bringing the fast wave into the plasma without introducing the impurities from the launcher. In the ICRF heating, the wave-ion interaction can be regarded as the energy input type where no parallel momentum is injected. The momentum of resonant main ions is destroyed dominantly by the bulk main ions in the trace impurity limit. By the momentum conservation, the bulk main ions must drift, in the opposite direction to the resonant main ions, with the magnitude $v_{iz}$ appeared in Eq.(3). This means that, strictly speaking, the average ion velocity vanishes if the velocity is integrated all over the distribution function of the main ion. In the impurity transport problem, however, the bulk main ions act as the dominant friction source for impurities since they are very slow and dense compared with the resonant main ions. Thus, we regard the "average" velocity $v_{iz}$ in Eq.(3) as the "effective" rotation velocity.

In the present day tokamak experiments, the ICRF heating at the second harmonic has not been established yet. Another ICRF heating called two-ion hybrid resonance (minority ion) heating has been understood rather well. So, it is interesting to check the possibility of the plasma rotation by the minority ion heating. Suppose the minority protons introduced in the plasma containing impurities. The region of interest here is the resonant proton velocity $v_z$ in the range $v_{Ti} < v_Tp < v_{Te}$, where $v_{Tp} = (T_p/m_p)^{1/2}$ is the proton thermal velocity. The similar calculations provide the RF power necessary for the rotating velocity $v_{iz}/v_{Ti}$ as

$$P_d = (5 \times 10^7) \frac{(1+4 \times 10^{-3}u^3)^2}{wu} \ T_e^{-1/2} n_e^{-2} \left(\frac{v_{iz}}{v_{Ti}}\right) \ \text{W/m}^3 \quad (4)$$

where $w = v_z/v_{Tp}$ and the temperature are assumed to be $T_e = T_i = T_p$.

For example, $w = u = 5$ yields $P_d = (4.5 \times 10^6) (T_e^{-1/2}) (n_e^{-2}) (v_{iz}/v_{Ti}) \ \text{W/m}^3$, which is comparable to the value for the second harmonic ICRF heating.

In conclusion, the indirect method of RF divertor comprises three steps. The first is the wave energy deposit to the resonant main ions via ICRF heating. The second is the toroidal plasma rotation induced by asymmetric friction as the result of heating. The third step is to expel the impurity out of the plasma via the rapid plasma rotation. The estimation of the dissipated power supports the practicality of this scheme in a tokamak reactor.
3. DIRECT METHOD — "Impurity Heating and Impurity-Flux Drive"

In terms of collision frequency $v_I$ and Larmor radius $\rho_I$, the diffusion constant of the impurity ion is approximately expressed as $D_I \approx v_I \rho_I^2$, which is a function of the impurity-ion temperature $T_I$. In a scrape-off layer or near the divertor plate, impurity-ion collisions with neutrals are frequent, and hence $D_I \approx T_I^{-3/2}$. In a plasma core or periphery, the collisions with main ions or other impurity ions are dominant, and so $D_I \approx T_I^{-1/2}$. Also, the diffusion caused by toroidal ripple is characterized as $D_I \approx T_I^{-7/2}$. Therefore, the RF impurity-ion heating diminishes the Coulomb-collision diffusion, while it enhances the neutral-collision and the ripple diffusion. Thus, the RF heating is an effective method controlling the impurity flux. Recent model experiments in TFR/5/ have demonstrated this divertor effect.

Without heating the impurity, the stationary cross-field impurity flux can be driven by the waves: the wave poloidal momentum $G_{pol}$ is deposited to the impurity ions, and they are driven radially outward by the $G_{pol} \times B_{tor}$ drift. This is an application of RFFC /6/ to the impurity control. Also, the wave toroidal momentum $G_{tor}$ can be used via the $G_{tor} \times B_{pol}$ drift of the impurity ions. The wave momentum in the radial direction never induces the radial particle flux unless the dissipation is present/7/[in Reference 2, the second order term $<n_0 v>$ was missed, which cancels out the term $<n_0 v>$].

The above direct method (impurity heating or non-heating) assumes that the wave energy (momentum) is selectively deposited to the impurity rather than the main ion. In order to realize this assumption, we adopt the wave propagating at the frequency $\omega = \Omega_I$ (impurity-ion cyclotron frequency). For example, the ion Bernstein wave has the large energy (momentum) around the ion-ion hybrid frequency ($\sim \Omega_I$), which is dominantly absorbed by the impurity ion in the cyclotron damping process.

This work was supported by a Grant-in-Aid for Scientific Research of the Ministry of Education, Science and Culture in Japan.

/7/ Nishikawa, K., private communications.
In the vicinity of a limiter or divertor target a local maximum in plasma density can occur if there is sufficient recycling to cause local cooling and acceleration of the plasma. It has been argued, using the Boltzmann relation, \( n = n_0 \exp(eV/kT_e) \), that there is a maximum in the plasma potential at the position of maximum density. It has then been inferred that impurity ions formed upstream of the maximum may be prevented by the electric field from reaching the limiter or target. The basis of this argument is incorrect /1/. In this paper we use a two-fluid model for parallel flow /1,2/ and observe that the electric field, \( E_z \), in the z-direction (parallel to B) depends not only on the density gradient but also on longitudinal temperature gradients, particle sources, and viscosity /1/. The effect of temperature gradients can be such that in many cases there is no reversal of the electric field, even though there is a density maximum.

The transport of impurity ions in a flowing scrape-off plasma is governed by forces similar to those on the hydrogen ions. These may be appreciated by considering the ion momentum equation /3/ used by the authors /2/ to study a pure D-T plasma,

\[
\begin{align*}
\frac{m_i n_i v_i}{dz} &= -\frac{dp_i}{dz} + \frac{d(n_i v_i)}{dz} + e n_i E + 0.5 m_i n_i \tau_e (v_e - v_i) + 0.7 n_e dT_e/dz,
\end{align*}
\]

(1)

where particle and momentum sources have been neglected. The notation is as in /2/. The force on an impurity ion may be written:

\[
F = \frac{m_i v_i n_i}{dz} = F_p + F_m + F_e + F_\mu + F_{TD},
\]

(2)

where \( F_p \) is the force on the ion due to the gradient in ion pressure, \( F_m \) the
viscous force, $F_E$ the electric force, $F_\mu$ the force due to friction between the ion and the flowing plasma, and $F_{TD}$ the thermal diffusion force due to temperature gradients in the plasma. The terms on the right hand side of Eq. 2 are analogous to those on the r.h.s. of Eq. 1, but their coefficients differ both in magnitude and parametric dependence. Equation 2 is frequently simplified by neglecting the l.h.s. and also $F_E$ and $F_{TD}$ /4,5/ and even $F_\mu$ /5/. Ohyabu /6/ has considered $F_{TD}$ and Neuhauser et al /7/ have developed a numerical model which includes all terms except $F_{TD}$. In this paper we show that every term in Eq. 2 can be important if there is a high degree of recycling. We confine our attention to a scrape-off plasma described by the authors /1/, who investigated a model poloidal divertor with dimensions similar to those of the INTOR reactor. The scrape-off plasma measured 15m along the field in the divertor ($0 < z < 15m$) and 30m along the field in the torus ($15m < z < 45m$). The plasma parameters found for a pure hydrogen (D-T) plasma are shown in Fig. 1(a). The recycling coefficient for this particular run, called "HOTELEC13", was 0.90 /1/. This plasma solution was chosen because there is a region ($0.04m < z < 1m$) where the electric field points away from the target.

TRANSPORT OF LIGHT IONS

Taking Be$^+$ as representative, we now consider the influence of the various forces on a single test ion ($F_p = 0$). Fig. 1(b) shows the variation of ion velocity with position. The method of obtaining these results will be described separately /8/. The dashed curve shows the predictions when Eq. 2 is written $F_E + F_\mu = 0$, other terms being ignored. The continuous curves were obtained by "launching" a Be$^+$ ion into the plasma from $z = 0$ and including the effect of ion inertia. The launch velocities were chosen to allow the velocity-position phase space to be explored fully, thus representing particle sources wherever they may occur in the scrape-off layer. $F_E$ was obtained using the electron momentum equation for E with $F_E = ZeE$. The frictional force, $F_\mu$, was derived allowing $T_i = T_i$ and not relying on $|v_i - v| << \sqrt{k(T_e + T_i)/m_i}$. We only expect thermal equilibration between the test ion and the flowing plasma once momentum equilibrium has been established, and then an accurate expression for $F_\mu$ is not very important.

The velocity $v_i$, represented by the dashed line in Fig. 1(b), differs in several respects from the hydrogen velocity shown in Fig. 1(a), indicating the
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**Fig. 2** Velocities of (a) Be$^+$ and (b) Be$^{3+}$ ions in the plasma of Fig. 1(a) (with thermal diffusion). The broken lines represent the velocity at which $F_E + F_\mu + F_{TD} = 0$.  
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importance of the reversed electric field for light, singly charged ions. When inertia is included the $\text{Be}^+$ ions take about 100µs to accelerate from rest up to the equilibrium (inertia-free) slip speed over a distance of the order of 0.5 to 1m. Evidently inertia is unimportant except within the recycling region where the scale length is 0.1m and the transit time is <100µs. As a consequence $\text{Be}^+$ ions are accelerated to only 24km/s at the target sheath where the hydrogen plasma speed reaches 57km/s. The energy gained by the $\text{Be}^+$ ion as it is driven by friction towards the target, $\Delta E_T$, is roughly proportional to the energy of the flowing hydrogen ions and to $\lambda_0 Z^2 / \lambda_{ii}$, provided $v_1 \ll v_T$. Here $\lambda_0$ is the length of the recycling region, measured in the $z$-direction. Although for $\text{Be}^+ \Delta E_T$ is low (~25eV in this case), it may be much larger for the more highly charged states of heavy ions.

The thermal diffusion force, $F_{TD}$, obtained from Chapman /9/, tends to drive impurity ions towards regions of high temperature. Fig. 2(a) shows velocities of a $\text{Be}^+$ test ion moving under the influence of $F_E$, $F_\mu$ and $F_{TD}$. The dashed curve (no inertia) shows that at $z=0.25m$ the speed of the test ion is very low, i.e. a significant slip velocity, $v_s=v_T$, is required to allow $F_\mu$ to cancel $F_{TD}$ and $F_E$, both of which point upstream at this point. When inertia is included (solid curves) the speed is again low at $z=0.25m$ and it now increases to only 19km/s at the target sheath, indicating the significance of thermal diffusion.

The test ion approach is only valid if the ion under consideration is present in the plasma for periods shorter than a few times the ionisation time, $\tau_{ion}$. For $\text{Be}$ ions in a plasma of density $9.5x10^{19} m^{-3}$ and $T_e=60eV$ values of $\tau_{ion}$ (in µs) are /10/

$$\text{Be}^0 \rightarrow \text{Be}^+ \rightarrow \text{Be}^{2+} \rightarrow \text{Be}^{3+} \rightarrow \text{Be}^{4+} \text{at rest} \rightarrow \text{Be}^{4+} \text{at target}.$$ 

Clearly, $\text{Be}^{3+}$ and $\text{Be}^{4+}$ can readily be produced from particles starting from rest at $z>10m$. Representative velocities for more highly charged ions (Be$^{3+}$) are plotted in Fig. 2(b). Here the minimum speed is about 4km/s at $z=0.4m$, indicating the diminishing influence of the electric field for ions of increasing $Z$. ($F_\mu \sim Z$ but all other forces $\sim Z^2$.) The inertia of $\text{Be}^{3+}$ is evidently negligible and this ion reaches 29km/s at the target sheath. Other light ions behave similarly, i.e. they are swept into the divertor chamber by the plasma and travel smoothly to the target.

Fig. 3 (a) The forces on a $W^+$ ion at rest in the plasma of Fig. 1(a). Broken lines represent forces away from the target. (b) The variation with ion charge and mass of the coefficients of $F_\mu /Z^2$ (arbitrary units) and $F_{TD}$.
TRANSPORT OF HEAVY IONS

As the atomic mass increases we find that at the upstream end of the recycling region \( z > 0.6m \) there is a tendency for \( |F_{TD} + F_{\mu}| \) to exceed \( F_{\mu} \) even when \( v_I = 0 \). Under these conditions stagnation may occur and the test ion approach would appear to break down because impurity ions would accumulate until \( F_{\mu} \) may become significant. However this might not happen for two reasons, firstly we have not included the viscous force \( F_{\eta} \) and secondly the Chapman coefficient for the thermal diffusion force is about 20-30\% too high /11/. In Fig. 3(a) we show \( F_{\eta}, F_{e}, F_{\mu}, \) and \( F_{TD} \) (the last being the Chapman value /9/) evaluated for \( W^+ \) ions in "HOTELC13". The viscous force was scaled from Braginskii /3/ by writing

\[
F_{\eta} = \frac{Z^2}{n} d(n_e d_v / dz + n_\eta d_v / dz) / dz. \tag{3}
\]

It is greatest for \( z < 0.6m \). At 0.6m all the forces compete with each other and the net force \( F \) is rather small. Further upstream \( F \) increases again, mainly because of friction, and so heavy impurities are expected to be well confined within the divertor.

Fig. 3(b) shows the variation of the coefficients of \( F_{\mu} \) and \( F_{TD} \) with charge state. The thermal diffusion force increases with ionic mass and the frictional force decreases, agreeing with our findings that for heavy ions \( F_{TD} \) may possibly cause a density increase within the divertor, but light ions flow smoothly to the target. It is worth mentioning that when the plasma temperature is lower than in "HOTELC13" or when there is less recycling, the frictional force is relatively more important than all other forces and pressure build-up of heavy ions does not occur in any of several model plasmas we have considered.

/6/ Ohyabu, N.: Nucl. Fusion 21(1981) 519-528. (See also ref. 13 therein.)
/8/ Morgan, J. G.: to be submitted for publication.
NUMERICAL STUDIES OF THE TWO-DIMENSIONAL SCRAPEOFF PLASMA

B J Braams
FOM-Instituut voor Plasmaphysica "Rijnhuizen"
P.O. Box 7, 3430 AA Nieuwegein, The Netherlands
(Present address: Max Planck Institut für Plasmaphysik
D-8046 Garching bei München, F.R. Germany)

INTRODUCTION

For the operation of existing large Tokamaks and for the design of future machines an understanding (experimental, theoretical, and numerical) of the transport of particles and energy through the plasma scrapeoff layer is increasingly important. In particular the present knowledge of the profile of energy deposition on the walls and plates, of Helium pumping characteristics, and of the control of wall-produced impurities is insufficient. Most work on plasma transport to date has focussed on the region of closed flux surfaces with uniform properties and studied only the one-dimensional radial diffusion and conduction. A numerical fluid model for the edge plasma must match these transport processes, which are dominant inside the separatrix, to the flow and the thermal conduction along open field lines onto a material boundary and such a model must therefore be at least two-dimensional. It should also not neglect recycling through neutral particles and energy loss by radiation. Models which approach these aims have been presented by Emery and Windsor /1/, and by Petravic, Post, et al. /2/. The model which is the subject of this paper shares these aims.

Our system of equations describes density, two temperatures, flow, and diffusion of a plasma consisting of electrons and a single ionic species. The parallel and perpendicular thermal conductivities of electrons and ions are all finite and non-zero, and viscosity and thermal equilibration are also included. Fairly general boundary conditions are allowed. The main limitation of this work in comparison with that of ref. /2/ is the rather ad-hoc treatment of processes involving neutral particles, but on the other hand the important two-dimensional fluid dynamic aspects of the problem are included here.

GEOMETRY AND PHYSICS EQUATIONS

Figure 1 shows a projection into the poloidal plane of the sort of region which we are modelling (shaded). This drawing is for the ASDEX Upgrade design /3/, showing a double null configuration on the left and a single null on the right. The model will represent a pseudo rectangular region with the same gross parameters as the actual physical region, simplifying the geometry of the wall so that it follows a flux surface. The variation of the scrapeoff layer thickness with poloidal angle is retained in the model, as is the area change which is associated with the variation along a field line of the magnitude of the magnetic field. The region is mapped onto the x-y plane with the magnetic field lines along the x-coordinate and the radial direction along the y-coordinate.
Fig. 1 ASDEX-Upgrade Edge Configurations

The plasma is specified by the variables \( n_i, u, v, T_e, T_i \), which satisfy in rectangular geometry these equations ..

\[
\frac{\partial n_i}{\partial t} + \frac{\partial (n_i u)}{\partial x} + \frac{\partial (n_i v)}{\partial y} = S_n
\]

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 - \eta_x \frac{\partial u}{\partial x})}{\partial x} + \frac{\partial (\rho v u - \eta_y \frac{\partial u}{\partial y})}{\partial y} = S_p - \frac{\partial p}{\partial x}
\]

\[v = \text{"some } f(x, y, n_i, T_e, T_i, \frac{\partial n_i}{\partial y}, \frac{\partial T_e}{\partial y}, \frac{\partial T_i}{\partial y})\"
\]

\[
\frac{\partial}{\partial t} \left( \frac{3}{2} n_i e T_e \right) + \frac{\partial}{\partial x} \left( \frac{5}{2} n_i e u T_e - K_x \frac{\partial T_e}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{5}{2} n_i e v T_e - K_y \frac{\partial T_e}{\partial y} \right) = S_e^e - k(T_e - T_i)
\]
\[
\delta \left( \frac{3}{2} n_i \mathbf{T}_i + \frac{1}{2} \rho u^2 \right) + \delta \left( \frac{5}{2} n_i \mathbf{uT}_i + \frac{1}{2} \rho u^3 - K_i \frac{\delta \mathbf{T}_i}{\delta x_i} \right) + \\
+ \delta \left( \frac{5}{2} n_i \mathbf{vT}_i + \frac{1}{2} \rho v^2 - K_i \frac{\delta \mathbf{T}_i}{\delta y_i} \right) = S_E^i + k(T_e - T_i)
\]

\( S_n, S_e, S_S, \) and \( S_E^i \) are volumes sources of ions, momentum, electron energy and ion energy, e.g. from ionization and radiation. On a curvilinear orthogonal grid (still with the magnetic field along the x-coordinate), the equations are modified through the introduction of scale factors \( h_x \) and \( h_y \), and the inverse Jacobian \( \sqrt{g} \). \( \sqrt{g} = h_x h_y h_z \) For any divergence substitute

\[
\frac{\delta}{\delta x} \mathbf{J} + \frac{\delta}{\delta y} \mathbf{J} \rightarrow \frac{1}{\sqrt{\mathbf{g}}} \frac{\delta}{\delta x} (\sqrt{\mathbf{g}} \mathbf{J} / h_x) + \frac{1}{\sqrt{\mathbf{g}}} \frac{\delta}{\delta y} (\sqrt{\mathbf{g}} \mathbf{J} / h_y)
\]

and for any gradient

\[
(\frac{\delta}{\delta x} f, \frac{\delta}{\delta y} f) \rightarrow ((1/h_x) \frac{\delta}{\delta x} f, (1/h_y) \frac{\delta}{\delta y} f)
\]

Diamagnetic gradients are neglected in the above set of equations, as is the Coriolis force in the momentum equation. This work has considered only steady state solutions, so \( (d/dt) \) is dropped from the equations. A more complete set of transport equations for the edge plasma is given by Singer and Langer, ref. /4/.

The boundary conditions which may be specified are either the values of the fields, or the fluxes, or relations between the two. Usually we have specified at the interface with the main plasma the value of the ion density and of the electron and ion energy fluxes; at the upstream end of the flow symmetry conditions (i.e. zero flow velocity and zero gradients along the field); at the downstream end a Mach number and the ratios between conducted and convected energy flows, and at the outer wall zero transverse diffusion and some low value for the temperatures. Either a no-slip condition or a zero transverse gradient is prescribed for the flow velocity along the wall and on the interface with the main plasma.

Recycling from the divertor plate is modelled without the use of a Monte Carlo neutral particles code by reintroducing as a localized volume source some fraction of the particles and energy which leave the computational region.

**COMPUTATIONAL MODEL**

The variables of the system are represented on a staggered rectangular grid. Density and electron- and ion temperatures are defined on cell centres, and the velocities on cell interfaces. The metric coefficients for the grid may be non-uniform, and are defined on all cell centres, thereby allowing to model a curvilinear region. The general approach for the discretization and solution is that of D B Spalding's school and ref. /5/.

An implicit pressure correction procedure is employed for the solution of the continuity equation. With this procedure the density and two velocities are simultaneously adjusted to satisfy continuity, the adjustments being coupled through relations which are derived from the equations for the velocities. The pressure correction equation, the momentum balance equation, and the two energy equations are all of standard convection - conduction form. These equations are discretized via the
finite volume method, employing an upstream weighting technique to obtain a stable and second order accurate discretization. The values of the coefficients change gradually from those corresponding to a central difference scheme at low cell Reynolds or Péclet number to those for an upwind scheme with no conduction at high cell Re or Pé. The computational boundary conditions correspond to four insulating walls; the boundary conditions for the physical system are imposed by the choice of source terms in the outer rim of cells.

The system of equations is solved in a cyclic fashion, discretizing and relaxing each equation in turn. The strong coupling between the two temperatures is dealt with by using not Eq. (4) but the sum equation (4) + (5) to relax the electron temperature. An Incomplete L⁵-U decomposition is used on each of the five-point equations. The convergence is monitored by following the residuals of the equations and the magnitude of the corrections. Although the discretization is fully implicit it is found necessary to use under-relaxation or time stepping, particularly to obtain solutions with high recycling.

RESULTS

To date only exploratory runs with the code have been made. Present interest is in a geometry and boundary conditions which are relevant to the single null configuration of ASDEX Upgrade (density at interface with main plasma of 5*10¹⁹ and 0.3 MW/m² radial energy transport). Results under various assumptions about recycling will be reported at the conference.
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A Comparison of Impurity Levels in JET with Nickel, Carbon and Beryllium Limiters
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1. INTRODUCTION
The processes producing impurities in tokamaks are still not well understood, nor easy to predict in new machines. However, it is clear that sputtering must be minimised. A model has recently been proposed which discusses sputtering in terms of global parameters\(^1\). The impurity level is determined by a self-consistent energy balance between the input power, the power radiated and the power conducted out. This model has been used as the basis for comparison of three different limiter materials, nickel, carbon and beryllium. Although some plasma parameters such as particle confinement time are difficult to predict, the model allows the impurity behaviour to be readily compared under a wide range of different conditions, including varying density and additional heating. The effect of different levels of other impurities such as oxygen can also be estimated.

2. THE MODEL
The model has been described in detail previously\(^1\). The steady state impurity concentration due to sputtering is given by

\[
\frac{n_m}{\tau_m} = \eta \left( S_P \frac{n_p}{\tau_p} + S_L \frac{n_L}{\tau_L} + S_m \frac{n_m}{\tau_m} \right)
\]

where \(S_P, S_L, S_m\) are the sputtering coefficients of the plasma, light impurities and impurities from the limiter, \(n_p, n_L, n_m\) are their concentrations and \(\tau_p, \tau_L, \tau_m\) are their containment times. \(\eta\) is a screening coefficient determining the fraction of sputtered atoms which return to the discharge. It is assumed in the model that impurities are sputtered only by charged species at the limiters; sputtering and energy loss by charge exchange neutrals are neglected. The sputtering coefficients can be obtained from the empirical formulae proposed by Bohdansky, provided that the ion energy \(E\) is known. This is taken to be \(E = 2kTe(a) + 4qkTe(a)\) where \(q\) is the charge state of the ions and \(Te(a)\) is the temperature at the plasma boundary. \(Te(a)\) can be obtained from a global power balance, where the power, \(P_H\), transported out by particles at the plasma boundary is given by the difference between the total heating power \(P_H\) and the radiated power \(P_R\)

\[
i.e. P_H - P_R = P_C = \gamma Te(a) \frac{Vn_p}{\tau_p}
\]

where \(V\) is the plasma volume and \(\gamma\) is the factor determining the energy lost per ion-electron pair (normally in the range 5 - 10). In these calculations an average ion model\(^2\) has been used for calculating the power radiated, and we have assumed constant plasma and impurity density profiles and a parabolic temperature profile with an edge pedestal, \(Te(a)\). Equations (1) and (2) can then be solved self consistently to give unique values for \(n_m\) and \(Te(a)\), for a range of values of \(n_e, \tau_p\).
Results
The radiation is only weakly dependent on central temperature over the range 4 - 20 keV, and a value of 10 keV has been used for all the calculations. The confinement time $\tau$ is a critical parameter, whose value in JET is uncertain and we have used it as a variable parameter. It has been assumed that all ion species have the same confinement time. $\eta$ has been taken to be 0.5, and the total power input to be 25 MW.

3.1 Nickel
The qualitative form of the results for nickel, fig. 1, are similar to those obtained previously for INTOR /1/. For long confinement times and low densities the impurity content builds up to near the radiation limit. For example, with $\tau = 0.1$ s and $n_e = 3 \times 10^{13}$ cm$^{-3}$, the metal density is approaching 1% of $n_e$, over 90% of the power is radiated, and edge temperature is $\sim 20$ eV. At lower densities, the edge temperature increases and impurity self-sputtering begins to dominate.

When the density is increased or the confinement time is decreased, the edge temperature is reduced until the ion energy falls below the sputtering threshold temperature, $T_c$. The impurity level then falls to zero. From fig.1 it is seen that this corresponds to an edge temperature of about 8 eV. The value of density at which this happens is obtained from equation (2).

$$T_e(a) = \frac{P_{\text{e}} T}{e v_n} < T_c$$

Thus a rough scaling of the curves for different input powers and containment times can be obtained. It is clear that it is a considerable advantage to operate at as high a density as possible. Murakami scaling leads to a maximum density in JET of $< 10^{14}$ cm$^{-3}$. From fig. 1 this means that an effective containment time for plasma ions of $< 10$ ms is required.

3.2 Carbon
The results for carbon are similar to those for nickel except that the curves are shifted to higher density, fig. 2. At low densities the edge temperature rises and the ion energy increases above the maximum in the sputtering yield curve and hence the impurity concentration decreases. The realisation of such a condition in practice is doubtful since this leads to extremely high sheath potentials and it is likely that arcing would result. For $\tau > 0.01$ secs, over most of the density range of interest the carbon impurity level is apparently increasing with plasma density. This is because, firstly, there is no significant amount of radiation from carbon and secondly that the ion energy at which the maximum sputtering yield occurs is lower for carbon than for nickel. Thus as the density is raised, the edge temperature decreases making the sputtering coefficient increase. However, in no case does the impurity content exceed 2%, when considering physical sputtering only. If we introduce enhanced sputtering due to chemical effects, for $\tau = 0.01$ s the carbon concentration increases to 20% over most of the density range of interest. The radiation is only high enough to effect the edge temperature for the longest containment time used (0.1 s). However, the high carbon concentration would cause significant fuel dilution of the plasma.

3.3 Beryllium
The situation for beryllium is very similar to that for physical sputtering on carbon, fig. 3. The radiation is even lower because of the lower $z$. 
However, since in most cases the radiation from carbon is already negligible, the edge electron temperature is in fact the same for a given containment time and density over most of the range of interest. The high density cut-off is lower for beryllium than for carbon simply due to the higher energy threshold for sputtering of beryllium. As with physical sputtering on carbon the maximum impurity concentration is less than 2%. This value is determined by the numerical value of the sputtering yield in the absence of self-sputtering, as is seen from equation (1).

3.4 Effect of Oxygen

Oxygen is an ever present impurity in tokamaks and we must thus consider the effect of it on the boundary layer. Oxygen appears to recycle at the wall so that the level is relatively constant during a discharge. If we introduce a fixed level of oxygen we can calculate the steady state concentration of the wall material in the plasma, taking into account sputtering by the plasma, by oxygen and self sputtering. Results are shown in fig. 4. As the oxygen concentration is increased the wall material concentration can also increase due to the increased sputtering by the oxygen atoms. At this point the oxygen concentration is too low to effect the total radiation significantly. As the oxygen concentration increases further the radiation level increases, the edge temperature drops and the wall sputtering drops.

4. DISCUSSION AND CONCLUSION

There are two main objectives to such modelling. The first is to find out how the sputtering of a multi-component mixture behaves, in particular how the presence of light gaseous impurities (e.g. O + C) can effect the level of limiter sputtering. The second is to see how the global plasma parameters affect the impurity level, e.g. the density, the power input and the particle containment times. In order to minimise sputtering the average energy of the particles leaving the plasma i.e., \( \tau_P / n_e \), must be reduced. If the conventional plasma limits hold in JET i.e., \( n_e < 10^{14} \text{ cm}^{-3} \), then for nickel limiters and an input power of 25 MW a containment time for particles recycled from the wall must be \(< 10 \text{ ms}\). For carbon, considering physical sputtering, this restriction is eased considerably. A value of \( \tau < 0.1 \text{ s} \) would be tolerable. However, since so little power is radiated inevitably more will fall on the limiters. Thus high limiter temperatures and chemical sputtering are likely to present a problem. Calculations using the appropriate sputtering yields again indicate that \( \tau < 10 \text{ ms} \). For beryllium limiters the radiation is negligible even at \( n_e = 10^{14} \text{ cm}^{-3} \). This means that no effective limit is put on the plasma containment time \( \tau \), provided that the impurity and plasma containment times are equal. We then have that the maximum impurity concentration is numerically equal to the sputtering coefficient i.e. \( \sim 2\% \). The effect of sputtering by oxygen impurities has also to be considered. Considering a plasma density of \( 10^{14} \text{ cm}^{-3} \) and the criteria that \( \tau_P < 10 \text{ MW} \) then with nickel limiters the oxygen level must be less than \( 6 \times 10^{11} \text{ cm}^{-3} \), with carbon limiters less than \( 1.3 \times 10^{12} \).
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FIG. 1 Impurity level for nickel limiters

FIG. 4 Effect of oxygen

FIGS. 2, 3 Impurity levels for carbon and beryllium limiters
EXHAUST OF HELIUM AND IMPURITY RELEASE IN INTOR
WITH A DIVERTOR OR A PUMPED-LIMITER

M F A Harrison and E S Hotston
Culham Laboratory, Abingdon, Oxon OX14 3DB, UK
(Euratom/UKAEA Fusion Association)

1. INTRODUCTION

The single-null poloidal divertor and the toroidally symmetric pumped-limiter configurations of INTOR Phase II A are sketched in Fig. 1 and 2 respectively. The tips of the profiled limiter plate are displaced a distance $X_t$ outboard of the separatrix in order that the local power loading $\leq 1 \text{MW/m}^2$. Sputter rates of the plasma collection surfaces and also the helium exhaust requirements are assessed here for a range of operating conditions in the main plasma. The predictions are based upon models of the boundary region /1/ whereas the main plasma is described only in terms of: (a) the uniform radial power flow $Q_{\text{I}}$ across the separatrix into the boundary and (b) the density at the separatrix. Self-sputtering by recycling ions of collector material and the behaviour of beryllium and tungsten collectors is considered.

2. PLASMA AND NEUTRAL PARTICLE TRANSPORT IN THE BOUNDARY REGION

The prescribed input of radial power flow $Q_{\text{I}}$ is balanced against the collisional transport of energy in the direction $z$ along the open magnetic flux tubes which terminate at the plasma sheaths of the collection surfaces. Atomic losses due to the recycling of D/T, He and sputtered collector material are taken into account. The rate of energy deposition on the surface due to transport through the sheath can be expressed for fuel ions as

$$Q_{\text{t}} = n_{\text{t}} C_{\text{g},t} A_{\|,\text{t}} [(1 - R_{\text{e}}) (4Z + 2)kT_{\text{e}} + 2ZkT_{\text{e}} + x_{\text{f}}]$$

where $n_{\text{t}}$ and $C_{\text{g},t}$ are the density and ion sound speed of plasma at the sheath edge, $Z$ the ion charge state and $T_{\text{e}} = T_{\text{i}} = T_{\text{t}}$. $A_{\|,\text{t}}$ is the effective area of the parallel flow channel. $x_{\text{f}}$ is the ionisation potential of the ions. $R_{\text{e}}$ is the energy reflection coefficient of the surface. Sputtering rates are determined using the assumption /3/ that the recycled impurity ions are Be$^{3+}$ or W$^{4+}$.

The effective area $A_{\|}$ of the parallel flow channel for a circular plasma can be expressed as $A_{\|} = (2\pi a_{\text{s}} \Delta / q)$ where $a_{\text{s}} = 1.6\text{m}$ is the radius of the INTOR separatrix, $\Delta$ the scale-length of the radial profile of energy flow (assumed to be exponential) and $q$ is the safety factor. The effective length of the channel is $L_{\|} = [(\pi R q) + L_{\text{D}}]$ where $R = 5.3\text{m}$ in the INTOR major radius and $L_{\text{D}} \approx 10\text{m}$ the length of the channel within the divertor. The INTOR plasma is elongated and it is necessary to allow for local variations in $\Delta$ with $q$ and also for radial diffusion of plasma along the length $L_{\text{D}} / 1,2$. The power flow is assumed to be distributed equally to both the inner and outer plasma collection surfaces so that $Q_{\text{I}} = 2Q_{\|} = 2(Q_{\text{t}} + Q($atomic losses$))$. The effect of the temperature gradient $dT/dz$ due to finite electron conduction is also taken into account. Plasma conditions $n_{\text{t}}, T_{\text{t}}$ at the target are related to those at any upstream location $z$ by
\[ \frac{n_\text{T}/n(z)}{1 + M^2(z)} T(z)/[1 + M^2] T_\text{T} \]  

where the Mach number \( M \) is unity at the target where \( z = L_{||} \); and \( M(o) = 0 \) where \( z = 0 \).

The modelling is one-dimensional in the direction \( z \) and \( Q_\text{T} \), \( n \) and \( T \) relate to averages over the local radial extent \( A \). This approximation is refined in the case of the limiter and separate flow channels are considered for the upper and lower surfaces respectively. The distribution of power is \( Q(z) = Q_\text{T} \Delta[1 - \exp(-X_\text{T} / \Delta)] \) and \( 2Q(z) = Q_\text{T} \Delta[\exp(-X_\text{T} / \Delta) - \exp-(X_\text{T} / \Delta)] \) where \( X_\text{T} \) is the spacing of the gap between the wall and the "Separatrix" and \( X_\text{T} \) is the spacing of the limiter tip.

Each plasma ion incident upon the collection surface causes the emission of either a fast backscattered atom or a detrapped, thermal energy neutral particle. These particles are assumed to have cosine distribution with respect to the surface and the average probability \( P \) for their escape from the plasma is determined on the basis of a random walk /1/. The probability \( P \) that the escaped particles pass down the ducting and are exhausted by the pumps is determined /2/ from a knowledge of the geometry of the INTOR system and the speed \( S \) of the pumps. The flow of gas that is pumped is

\[ P'(o)_{(\text{pump})} = N \left\{ n_\text{T} C_{s,t} A || F/[1 - (1 - F) \bar{R}] \right\} \]

where \( \bar{R} \) is an average coefficient for reflection of neutral particles which re-enter the plasma /1/, \( N = 1 \) for the divertor and 2 for a double edged limiter /3/. in INTOR \( 2 \times 10^{20} \) He atoms/s must be exhausted during steady state operation and it is also necessary to maintain a concentration \( \left( n_\text{He}/\text{upp} \right) = 0.05 \) within the scrape off region distant from the collector. The value of \( F \) determined from Eq. 3 for these flows can be related to the vacuum pump speed \([S_{\text{He}}]_{5\%}\) for He gas at 3000K.

3. PREDICTED DIVERTOR PERFORMANCE

Data are presented here for the prescribed parameter /4/ \( Q_\text{T} = 80 \text{MW} \) and \( \Delta \) (mid-outer-toroidal-plane) = 1.6 and \( 3.5 \times 10^{-2} \text{m} \). This density was varied from \( n(o) = 2.5 \) to an upper value \( 7.5 \times 10^{19} \text{m}^{-3} \) which is appreciably less than the average density \( n = 1.4 \times 10^{20} \text{m}^{-3} \) in INTOR.

Sputtering rates of the divertor target are indicated in Fig. 3 by the effective yield \( Y_{\text{eff}} \) (target atoms/incident ion of the plasma plus its impurity content). The sputtering yield for a tungsten target when \( n = 5 \times 10^{19} \text{m}^{-3} \) and \( \Delta = 3.5 \times 10^{-2} \text{m} \) is \( \approx 2.7 \times 10^{-4} \text{m}^{-3} \) and the erosion rate is negligible \( (= 2 \text{mm/y at 25\% availability}) \) but reduction of \( \Delta \) to \( 1.6 \times 10^{-2} \text{m} \) causes an increase by a factor of about 40. However this can be more than offset if the boundary density is increased to \( 7.5 \times 10^{19} \text{m}^{-3} \). The self-sputter yield of beryllium does not exceed unity so that the sensitivity to both \( \Delta \) and \( n(o) \) is less marked. However \( Y_{\text{eff}} \) is substantial, for example \( 1.7 \times 10^{-2} \text{m}^{-3} \) and \( \Delta = 3.5 \times 10^{-2} \text{m} \) and this corresponds to an erosion rate of \( 132 \text{ mm/y at 25\% availability} \). However the effective erosion rate will be substantially reduced because of redeposition of sputtered material.

The speed of the vacuum pumps \([S_{\text{He}}]_{5\%} \approx 120 \text{ to } 400 \text{m}^2/\text{s} \) for He at 300 K and the fraction of escaped neutral particles that must be exhausted \([F_{\text{He}}]_{5\%} \approx 2.5 \text{ to } 7 \times 10^{-2} \) are shown in Fig. 4. The exhaust speed required for beryllium
is about twice as demanding as those for tungsten because fewer energetic atoms are backscattered from a beryllium surface.

4. PREDICTED PERFORMANCE OF THE PUMPED-LIMITER

Fig. 5 shows the effective sputter yield of the upper surface of a pumped-limiter when \( n(0) = 5 \times 10^{10} \text{m}^{-3} \) and \( \Delta \) (mid-outer-toroidal-plane) = \( 1.5 \times 10^{-2} \text{m} \). In this case a range of \( Q_{\text{p}} = 10 \) to 80 MW is considered in order to examine the effects of radiative power losses due to impurity ions inboard of the separatrix. Self-sputtering of a tungsten plate is not significant unless \( 2Q_{\text{p}} \gtrsim 40 \text{MW} \). Radiative power losses for beryllium are likely to be modest and so only conditions for \( Q_{\text{p}} = 80 \text{MW} \) are considered; the effective beryllium sputter yield is \( 1.4 \times 10^{-1} \) and the erosion rate 220 mm/y (25% availability). Clearly such erosion cannot be accepted unless redeposition can maintain the profile of the divertor plate.

The transport of plasma energy towards the lower collection surfaces powers the helium exhaust flow of the pumped-limiter but both the power flow and the local plasma density are uncertain; this study therefore considers conditions where \( Q_{\text{h}} = 1 \) to 3 MW and \( n_L(0) = 0.5 \) to \( 2 \times 10^{19} \text{m}^{-3} \). There is evidence /3/ that the poloidal extent of the limiter is adequate to ensure powerful localised recycling. The values of [\( \text{He}_{5\%} \) and [\( \text{He}_{5\%} \)] for a tungsten limiter are shown in Fig. 6 together with the isotherms of \( T_L \). Two operating regimes are apparent and evidence of their physical difference is given by Eq. (1). When \( T_L > 10 \text{eV} \) most of the kinetic energy of the plasma is deposited upon the limiter but when \( T_L < 10 \text{eV} \) the energy loss is predominantly due to atomic processes. Operation in either regime depends upon the degree of localised recycling which in these conditions can be influenced significantly by the pumping speed. The results show that when \( 2Q_{\text{h}} \rightarrow 6 \text{MW} \) then the exhaust speed tends to be about \( 100 \text{m}^3/\text{s} \) and it is insensitive to the plasma density \( n_L(0) \). Pumping requirements for a beryllium limiter are about a factor two greater.

5. CONCLUSIONS

For the plasma condition considered a tungsten divertor target offers an attractive solution especially if the boundary plasma density is \( > 5 \times 10^{19} \text{m}^{-3} \). However self-sputtering becomes serious if radial scale length \( \Delta \) for energy flow is appreciably smaller than the values assumed here. A beryllium divertor target is likely to have a much reduced lifetime.

A limiter with a high atomic number target (i.e. tungsten) is only feasible if a radiative plasma edge can be established. Radiative power losses are not essential for a beryllium limiter but its lifetime is likely to be short. Effective pumping is predicted for the limiter but only if the power flow to its lower surface is \( \sim 6 \text{MW} \).
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**Fig. 1** Single-null poloidal divertor configuration of INTOR

**Fig. 2** Pumped-limiter configuration of INTOR

**Fig. 3** Effective sputter yield of tungsten and beryllium divertor targets

**Fig. 4** Requirements for divertor exhaust of He

**Fig. 5** Effective sputter yield for limiter upper surface

**Fig. 6** Helium exhaust requirements for a tungsten limiter
Poloidal divertors in tokamaks have proven successful in controlling impurities at high energy flows \cite{1} - \cite{3}, promise to solve with high probability the helium pumping problem of a reactor, and have recently also allowed access to a new discharge regime with improved energy confinement \cite{4}. Their basic drawback is considered to be the increased poloidal field effort compared to a conventional limiter design.

This poloidal field effort has been quantitatively assessed by us in comparative design studies for poloidal divertor and limiter tokamak configurations for two devices (ASDEX Upgrade and INTOR) under reactor-similar geometrical restrictions. The following assumptions were made about the necessities of a tokamak reactor:
- a limiter has to be a toroidal pump limiter
- an elongated, D-shaped plasma cross-section is needed also in case of limiter configurations to achieve high B-values
- all active poloidal field (PF)-coils are outside the toroidal field (TF)-coils.

For both devices, only configurations with target plates and pumping chambers below the bulk plasma have been considered. Calculations were carried out using different versions of the Garching equilibrium code package which applies the numerical methods described in \cite{5}. The results are valid both for rather flat (\( J \sim \psi^{-\frac{1}{2}} \); \( \psi \) : poloidal flux function) and more peaked toroidal current densities (\( J \sim \psi \)).

1. ASDEX UPGRADE CONFIGURATIONS

ASDEX Upgrade \cite{6} is planned as a successor experiment to ASDEX, differing from the latter essentially through its higher plasma current and a reactor-similar poloidal divertor configuration. It utilizes a PF system with all coils outside the TF coils and foresees operation with double null (DN) and single null (SN) divertors and with a pump limiter (L).

The optimization criterion for the divertor configuration was to realize in a given vacuum vessel (main field volume) the largest possible plasma volume, leaving adequate space for target plates and pumping access. The PF system, on the other hand, depends critically on the required mix of quadrupole and hexapole fields to produce the D-shaped configurations: as the currents necessary increase like the second and third power with the distance coil to plasma center, respectively, even moderate hexapole moments will tend to dominate the effort in reactor-like situations.

The above criteria strongly favour SN over DN configurations: for a similar shape of the interior flux surfaces, the volume available is more than 50% larger in an unsymmetrically positioned SN configuration /fig. 1b/ than in a vertically centered case with two identical divertor regions. From the magnetics point, the SN configuration can be viewed at as a DN with a superposed radial field shifting the plasma closer to one of the two stagnation points. As the distance between these two stagnation points is larger than between the ones
bounding the true DN configuration the required coil currents are also reduced as compared to the DN case.

The volume utilization of the DN configuration at given height of the stagnation points can be improved by using hexapole fields to increase its midplane diameter and, correspondingly, its triangularity $\Theta = c/a$. This involves however a further dramatic increase in the required coil currents, which for ASDEX Upgrade then become a factor 2.2 larger in total ampere-turns /fig. 1a/ than those of the SN configuration at the same plasma current. DN operation is therefore only foreseen at reduced parameters to study phenomena like poloidal asymmetries in the scrape-off transport. The stability of the vertical displacement mode for the SN and DN configurations shown is the same, as the smaller triangularity of the SN case is compensated by a smaller elongation.

The basic pump limiter configuration of ASDEX Upgrade has a similar shape of the interior flux surfaces as the SN divertor case, but is vertically centered /fig. 1c/. The plasma surface is defined by

$$R = R_0 + a \cdot \cos (\gamma + \Theta \cdot \sin \gamma)$$

and

$$z = b \sin \gamma,$$

with $b/a = 1.6$ and $\Theta = 0.1$ and is similar in shape to the top half of the SN separatrix. The total ampere-turn requirements of the PF-coils for this case are about 35% less than those for the optimal divertor configuration. This relative small difference can be explained by the strong similarity in the flux surface structure. Even in the limiter case stagnation points exist close to the plasma surface, defining a separatrix that would become plasma boundary if the limiter were removed. Only minor change in the external currents would then be required to connect the flux surface passing through the lower stagnation point to the old, L-case, plasma boundary in the top half to form an SN configuration.

Most of the actual difference in the PF requirements between the configurations of fig. 1b and 1c arises from the shift of the plasma centre relative to the centre of the PF coil system in the case of the divertor tokamak. This enhances somewhat the totally needed currents, but particularly produces a top-bottom asymmetry in their distribution. As a consequence of the latter, quadratic measures of the coil currents (like their magnetic energy) change stronger than $\Sigma /J_M$.

Designing the ASDEX Upgrade PF-system we have maintained a separate, nearly stray-field free OH system with a long central solenoid. It can be shown however that during the final flat-top phase of a tokamak discharge, when OH and plasma currents are antiparallel, the stray fields produced by a short central solenoid aid the formation of a separatrix, reducing thereby the required currents in the other PF-coils. This effect has been utilized in the INTOR design studies, by subdividing the central OH coil into separately fed segments.

2. INTOR LIMITER AND DIVERTOR CONFIGURATIONS

The PF system of INTOR is additionally complicated by the distance of the PF coils which compared to the plasma dimensions is relatively larger, and the geometrical restrictions on coil location arising from maintenance and assembly requirements. Divertor configurations studied for this device in recent time have been of the SN-type, since its advantages had been pointed out in /7/.

Our PF study mainly concerned the comparative design of a SN divertor /fig. 2a/ and a pump limiter /fig. 2b/, for identical main field coils. Both plasma configurations shown have similar surface shapes in the top half (corresponding to $b/a = 1.45$, $\Theta = 0.15$) where the modest values of elongation and triangular-
rity are needed to avoid in the scrape-off layer the formation of a separatrix opening up and leading to wall contact in the top half of the plasma vessel. PF coil locations and currents for the low and the high $\beta$-case of the two configurations are shown in tables 1 and 2 of ref. /8/, where the OH contributions corresponding to the expected consumption of resistive and inductive fluxes are also included. Comparison of the usual figure of merit shows a $\Sigma/IM = 86.1$ MAT for the SN divertor and of 81.6 MAT for the limiter case during the high $\beta$-phase (Ip = 6.4 MA). These numbers are, however, inflated (and the relative differences thereby decreased) by the common OH contribution necessary to adjust the flux balance. A more reasonable comparison consists in neglecting the currents in the central core in both cases: the remaining $\Sigma/IM$ amounts to 51 MAT for the SN divertor and about 39 MAT for the limiter case, with a $\sim 30\%$ difference in this figure of merit.

3. CONCLUSIONS

The PF design calculations described above have shown that a SN divertor configuration is by far optimal compared with a DN configuration. The unexpected modest difference between the total currents required for limiter and SN divertor underlines the reactor potential of the SN configuration concerning the PF effort. The obtained, large values for $\Sigma/IM$ for the limiter case are of course due to the prescribed elongated, D-shaped plasma cross-sections: only about 6 MAT would be required in the INTOR case of section 2 to keep in equilibrium a circular plasma column. The contribution of the coil currents for the required additional quadrupole and hexapole moments to $\Sigma/IM$ dominate in a situation like INTOR or ASDEX Upgrade, while in a situation like JET with very close PF coils their contribution is swamped by the dipole field balancing the hoop force.

Table 1

<table>
<thead>
<tr>
<th>PF coil locations and currents for ASDEX Upgrade (Bp = 2.2) per MA plasma current</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coil</strong></td>
</tr>
<tr>
<td><strong>position</strong>&lt;br&gt;<strong>R[m]</strong></td>
</tr>
<tr>
<td><strong>Z[m]</strong></td>
</tr>
<tr>
<td><strong>currents</strong>&lt;br&gt;<strong>[MA]</strong></td>
</tr>
<tr>
<td>DN</td>
</tr>
<tr>
<td>SN</td>
</tr>
<tr>
<td>L</td>
</tr>
</tbody>
</table>
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Fig. 1a-c: DN, SN and Pump Limiter Configuration for ASDEX Upgrade ($B_p = 2.2$). The multipole currents are given in table 1 ($R_p = 1.65$ m, $a = 0.5$ m)

Fig. 2a-b: SN and Pump Limiter Configuration for INTOR ($B_p = 2.7$, $R_p = 5.3$ m, $a = 1.2$ m)
ASYMMETRY OF PLASMA SCRAPE-OFF IN LIMITER AND DIVERTOR TOKAMAKS

U. Daybelge
Marmara Research Institute
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1. INTRODUCTION

Plasma scrape-off asymmetries in poloidal divertors such as observed in ASDEX, PDX and T12 are well known /1,2/. They include asymmetry of flow and radiation of plasma onto the target plates and the walls with a concomitant asymmetry in the secondary effects such as sputtering and arcing on the surfaces. In the construction of future generators with divertors prediction of asymmetry effects will become important, due to the higher power densities involved.

The observed asymmetries of the scrape-off plasma in the divertors are a) top-bottom asymmetry with respect to the midplane, and b) inner-outer asymmetry with respect to the vertical axis of the plasma cross-section. Although, the first effect is weaker, it was the less expected one, because of the top-bottom constructional symmetry of the poloidal divertors. It is observed, that for a centred plasma, the average plasma density at the upper divertor is about 20% higher than the value measured at the lower divertor /1/. It is the direction of the toroidal field that determines the preferential loading of the divertors /3/. The asymmetries of the poloidal divertors were first anticipated on theoretical grounds in Ref./4/, and they were calculated in Ref./3/.

Although they have remained so far unnoticed, the plasma scrape-off asymmetries can also arise in the ordinary limiter-tokamak experiments, as we shall show in this paper. Their detection, however, should be more difficult, since the ease in positioning and the relative stability of the divertor plasmas are in this case not provided. Here, we shall give a generalization of the drift-kinetic approach of Ref./4/, to describe the plasma asymmetries arising from the interaction with a poloidal limiter. Our main assumption is that the ions in the plasma edge are in the weakly collisional regime, i.e., \( \langle v_{\perp}^2 \rangle \ll 1 \ll 1 \), whereas the electrons are collisional. With this assumption we can neglect the electric field effects on the drift orbits /4/. Our results will be confined to the lowest order in \( a/R_0 \); we shall neglect the banana orbits and consider only the transiting drift orbits.

![Fig.1. A circular poloidal limiter](image1)

![Fig.2. Ion loss regions in the velocity space as a function of the position (shaded regions)](image2)
2. KINETIC EQUATION OF THE LIMITER SCRAPE-OFF LAYER

The normalized drift kinetic equation for the limiter scrape-off can be written as /4/,

\[ \nu \sin \theta \frac{1+x^2}{2x} \frac{\partial f}{\partial \tau} + \frac{\partial f}{\partial \theta} + \frac{\partial f}{\partial \phi} + q(\alpha) \frac{\partial f}{\partial \phi} = \frac{\delta^2 C(f)}{N_x v_{\perp}} \]

where \( \theta \) is poloidal angle, \( x \) is cosine of the pitch angle, \( \tau \) is radial distance from the limiter edge, \( \tau = (r-a)R_e B_y / a M_v T_i \), \( q(\alpha) = a B_T / R_B P \) is the safety factor which will be taken as a rational number \( K/N \). Further, \( \delta^2 = R_0 K <v_{\perp i}^2>/v_{Ti}^2 <v_{\perp i}^2>/\tau_i/2 <1 \), and the Fokker Planck ion-ion collision operator in the weakly collisional limit is

\[ C(f) \frac{3}{8\pi N_x} \int_D W e^{-\nu^2} (I - e_\nu e_\nu^T) d^2 \nu : <v_\nu v_{\nu f}> \]

where \( W = |\nu^2| = |v^2|, e_\nu^T = v^T, \) and the domain \( D \) of the velocity integral is the complementary of the loss regions in the velocity space. The boundaries of the loss regions are determined using the drift orbits /4/

\[ \tau = \tau_0 - z(\theta_0, \phi) \]

where \( z = \cos \theta - \cos \theta_0, \theta = \theta + \phi/q \), and \( s = v(1+x^2)/2x \). Here, an initial point of an orbit in the limiter plane is given by \((\phi_0=0, \tau_0, \theta_0)\). Our assumption of a rational safety factor \( q=K/N \) implies that every orbit crosses the limiter plane \( K \) times and therefore, it may intersect the limiter surface more than once. Within the collisionless theory, a single intersection readily depletes the orbit. To determine the boundary of the loss region in velocity space at a given point \((\phi, \tau, \theta)\) we set \( N_x v_{\perp} > 0 \), \( <v_{\nu} v_{\nu f}> \) in Equ. (3) \( \tau_0 = 0 \). The resulting equation between \( \nu_\parallel = \nu_x \) and \( \nu_\perp = \nu / \sqrt{1-x^2} \) is an ellipse, i.e., \( 2v_\parallel^2 + v_\perp^2 = 2s(k)\nu_\perp = 0 \), as shown in Fig.2. Since \( \tau_0 \) can be set to zero at different \( \theta(k) \), where integer \( k \) is \( 1 \leq k \leq K \), we obtain a family of nested ellipses. The elliptical boundary to be chosen is the one, which gives a maximal loss region. The discussion given in /4/ for the determination of \( D \) can be summarized as follows: A test particle moving with \( \nu_\parallel > 0 \) does not collide with particles having \( \nu_\parallel < 0 \), as long as \( z > 0 \), and it collides only with particles whose velocity lie in \( D_1 \), the exterior of a well-defined ellipse in the half plane \( \nu_\parallel > 0 \). Whenever \( z < 0 \), on the other hand, the collision partners of the test particle have velocities inside \( D_2 \) and \( D_3 \), the interiors of two ellipses in the upper and lower half-planes, respectively. Given the velocity of the test particle, the upper ellipse remains an invariant curve. In the case of \( z > 0 \), however, the resulting lower ellipse is position dependent, its size increasing from zero to inf-finity. Choosing \( \nu_\parallel > 0 \), let us write the radial positions of the consecutive intersection points of an orbit with the limiter plane: Starting the orbit from the limiter edge, i.e., \( \tau_0(0) = 0 \), and putting \( \phi = 2\pi k \), where \( k \) is an integer, from Equ.(3) we can write

\[ \tau_0(k) = \nu \frac{1+x^2}{x} \sin(Nk\pi/K) \sin(\theta_0 + Nk\pi/K) \]

where \( k = 0, 1, 2, \ldots K \)

If, for example, \( \theta_0 = \pi \), then, the initial point is the extreme left point of the orbit. From Equ.(4) we can show /4/, that if \((K-1)\pi/K < \theta_0 < (K+1)\pi/K \), then the orbit is cut only once by the limiter.
Using a magnified radial variable \( \xi = r_0 / \delta \), which measures the distance from the limiter edge, we can reduce the drift-kinetic equation at the inner-limit to a diffusion equation, namely,

\[
q \frac{\partial f}{\partial \phi} = \frac{3 z^2}{32 \pi N_1 x_1^5} F(D) \frac{\partial^2 f}{\partial \xi^2}
\]

where \( F(D) \) is a position dependent coefficient, which must be evaluated over the existence regions in velocity space and \( v_1 \) and \( x_1^0 \) are parameters. Position dependence of \( F(D) \) leads to a faster or slower repopulation of the orbits along their sectors, which, as we shall see, is the main reason for top-bottom asymmetries. Transforming to a new toroidal coordinate \( \zeta \), such that

\[
\frac{d\zeta}{d\phi} = \frac{1}{\gamma} z^2(\phi) \{ H F(D_1) + (1-H)[F(D_2)+F(D_3)] \}
\]

where \( H = 0 \) for \( z > 0 \), and \( H = 1 \) for \( z < 0 \), and only \( F(D_1) \) is a function of \( \phi \). Imposing also the normalization condition \( \zeta(\phi=0) = 0 \) and \( \zeta(\phi=2\pi K) = 1 \), we can write Eqn. (6) as

\[
\frac{\partial f}{\partial \zeta} = \frac{3 \gamma}{32 \pi N_1 x_1} \frac{\partial^2 f}{\partial \xi^2}
\]

where \( \gamma \) is the normalization constant, which can be calculated as

\[
\gamma = \frac{1}{q} \int_0^{2\pi K} z^2 F(D) d\phi
\]

### 3. MIXED-BOUNDARY-VALUE PROBLEMS FOR THE SCRAPE-OFF LAYER

Within the framework of the foregoing summary of Ref./4/, now we can formulate the mixed-boundary-value problems for the distribution functions \( f^\pm = f(v_+ \geq 0) \), i.e.,

\[
\frac{\partial f^+}{\partial \zeta} = \lambda \frac{\partial^2 f^+}{\partial \xi^2} \quad \text{for} \quad 0 \leq \xi \leq 1 \quad \text{and} \quad -\infty < \xi < \infty
\]

where \( \lambda = 3 \gamma / 32 \pi N_1 x_1^5 \). The boundary conditions at the limiter plane are

\( f^+(\zeta_k, \xi) = 0 \) for \( \xi > 0 \) and \( k=0,1,2,...,K \) (No emission at the limiter)

\( f^+(0, \xi) = f^+(1, \xi) \) for \( \xi < 0 \) (Periodicity of plasma in the limiter aperture)

Further, we have the radial boundary conditions as

\( f^+ \to 0 \quad \xi \to \infty \)

\( f^+ \to f^+_{\text{core}} \quad \xi \to -\infty \)

In Ref./4/ for simplicity, the discussion was confined to a neighborhood of the equator plane, where the flow of ions along once-cut orbits under the assumption of symmetry was considered. Here, we formulate the general
problem for $f^+$, for example, in the vicinity of the limiter edge, considering both once and twice-cut orbits and indicate the source for the top-bottom asymmetry. Since the solution of Equ.(8) at some $\xi_2$ can be written in terms of initial data at $\xi_1$ as

$$f^+(\xi_2,\xi) = \int_{-\infty}^{+\infty} d\xi' K_{12}(\xi_2',|\xi_2-\xi'|) f^+(\xi_1,\xi'),$$

(9)

where $\xi_2 = \xi_2 - \xi_1$ and $K_{12} = (4\pi \epsilon_1 \epsilon_2)^{-1/2} \exp[-(\xi-\xi')^2/4\epsilon_1 \epsilon_2]$, we can formulate an integral equation for initial $f^+$ closing the orbit again at the initial point. Let us take $q=3$, i.e., $K=3$.

Case a) Once-cut orbits, $(K-1)\pi/K < \theta < (K+1)\pi/K$:

Intersection of the orbit and the limiter plane are denoted by dots or squares. Applying the integral operator consecutively at the symmetric initial points $O$ and $a$, we can write

$$f^+(1,\xi) = \int_{-\infty}^{+\infty} O f^+(1,\xi') (10)$$

$$f^+(a,\xi) = \int_{-\infty}^{+\infty} a f^+(a,\xi') (11)$$

Considering the Kernels along orbit segments, we can show, that $f^+(1,\xi)$ decays slower than $f^+(a,\xi)$.

Case b) Twice-cut orbits:

$$f^+(1,\xi) = \int_{-\infty}^{+\infty} O f^+(1,\xi') (12)$$

$$f^+(c,\xi) = \int_{-\infty}^{+\infty} c f^+(c,\xi') (13)$$

Since the collisions are more rare outside the limiter aperture, repopulation of the orbits after they hit the limiter surface is slower. These differences in repopulation along various orbit segments are introduced by the Kernels in the integral equations (10)-(13). Again, a qualitative inspection readily indicates that $f^+(1,\xi)$ is larger than $f^+(c,\xi)$.


/2/ N.N. Brevnov, ibid, paper I.R4.


ENERGY AND POWER BALANCES IN DITE TOKAMAK
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Introduction
A perennial problem in tokamaks has been an inability to balance the power and energy input to the plasma with the measured losses. By instrumenting all the material surfaces surrounding the plasma it should be possible to obtain a balanced energy inventory, and to identify the distribution of power flow in the various loss channels. Such a method has been used on DITE, with the particular purpose of obtaining accurate data on the power diversion efficiency of the bundle divertor. This paper reports the results.

Energy and Power Measurements
Power losses from radiation and charge exchange (C/X) were measured at one position by a wide angle thin film bolometer, with a response time of 2ms. Toroidal and poloidal variation in these losses, integrated over a discharge, were obtained from measurements of the temperature rises on six of the eight stainless steel bellows, distributed around the torus. The technique is similar to that used on ORMAC /1/. The bellows are 0.5mm thickness, with a thermal diffusion time constant of ~ 0.05s, and in total, comprise ~ 1/4 of the DITE wall surface area. Each of the six bellows is instrumented with up to 9 calibrated miniature thermistors, to give information on the poloidal variation. Temperature rises of up to 5°C have been observed. The total power to the wall is obtained from the bellows measurements, assuming the time variation given by the bolometer.

The two graphite limiters and the graphite divertor target plate are each instrumented with several thermocouples. Instantaneous power to these surfaces was estimated from infrared thermography, using an Aga 780 camera, /2/, modified to give a time response of 20ms. The camera was calibrated by reference to a black body emitter and by comparison of the integrated data with the thermocouple readings. Bolometry in the target chamber indicated that the radiated power loss in the divertor is small (< 30kW) and it has been neglected in the following analysis.

Results
Data from four discharge conditions is presented: divertor on/off, neutral injection on/off. Divertor action was 'switched on', from 80ms-
200ms, by displacing the magnetic centre of the outer flux surfaces /3/. Plasma currents were in the range 110-140kA and average densities 2.1-
3.5.10^{19} m^{-3}. Neutral injection heating, from four beam lines, provided up
to 1.5MW of neutrals into the torus, with timing as shown in Figures 4 and 5.

Figure 1 shows the toroidal variation of radiation and C/X energy
losses, derived from thermistor data for two ohmic discharges, one with and
the other without the divertor. For both discharges the radiation and C/X
losses are strongly peaked in the region of the limiters. This is
presumably due to a combination of C/X losses from the localised high
neutral density associated with particle recycling at the limiters,
particle reflection at the limiters on to the walls, and radiation from low
ionisation states of impurities released at the limiters. When the
divertor is operated the peak at the limiters is reduced, and the highest
energy loss is observed at the gas feed. In the case of no divertor a gas
feed of ~80 amps of neutrals is sufficient to sustain the plasma. When
the divertor is used, the gas feed has to be increased to ~400 amps giving
rise to a much higher local neutral density. Detailed spectroscopic
measurements at the gas feed position have failed to show any localised
impurity radiation, indicating that the energy peaking in this region is
probably due to charge exchange on the gas feed neutrals. A similar effect
is observed for the case of injection heated discharges. The large
toroidal variations seen in Figure 1 mean that localised bolometry on its
own cannot be relied on to give accurate measurements of total radiation
and C/X losses.

Figures 2-5 present global power balances for the four different dis-
charge. Estimates have been made of the changes in internal energy in the
plasma, derived either from βₜ measurements or profile data, and in all
cases these are sufficiently small to be neglected. The results from the
two ohmically heated discharges, Figs 2 and 3, show that over 80% of the
power and energy input can be accounted for. From Fig 3 it can be seen
that up to 70% of the instantaneous power input is observed incident on the
divertor target. For the two injection heated discharges, Figs 4 and 5,
more than 70% of the energy input can be accounted for, and up to 80% of
the power during injection. Up to 15% of the instantaneous power during
injection is observed at the divertor target.

It is not obvious whether the unaccounted input energy (< 30%) is due
to statistical or systematic errors in the measurements, or because of
localised energy losses to uninstrumented surfaces. The measurement
errors are difficult to assess but are probably ~20%. It should be noted,
that for all the discharges analysed the input energy exceeds the measured
losses.
by distributed instrumentation of the torus walls, the limiters and the divertor target plate. Radiation and C/X losses exhibit toroidal asymmetries, and are strongly peaked in the region of the limiters, and at the gas feed when the divertor is used.

Global power balances have been made for four sets of discharges, and between 70 and 80% of the power and energy input can be accounted for. The distribution of power in the various loss channels is shown. With diverted discharges up to 70% of the power input for ohmically heated discharges, and ~ 15% for injection heated discharges is observed at the divertor target plate.
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Fig. 1 Toroidal variation of radiation and charge exchange energy losses in ohmically heated DITE discharges. 'Th' symbols refer to the location of instrumental bellows.
Fig. 2 Global power balance for ohmically heated discharge, no divertor. $I_g = 110\text{kA}$, $B\phi = 2\text{T}$.

Fig. 3 Global power balance for ohmically heated discharge, divertor on $80-280\text{ms}$. $I_g = 135\text{kA}$, $B\phi = 2.6\text{T}$.

Fig. 4 Global power balance for injection heated discharge, no divertor. $I_g = 110\text{kA}$, $B\phi = 1.35\text{T}$.

Fig. 5 Global power balance for injection heated discharge, divertor on $80-280\text{ms}$. $I_g = 135\text{kA}$, $B\phi = 2.6\text{T}$.
CHARACTERISTICS OF THE PARTICLE AND ENERGY EXHAUST INTO THE DITE BUNDLE DIVERTOR

S.J. Fielding, D.J.H. Goodall, J. Hugill, P.C. Johnson.

Culham Laboratory, Abingdon, Oxon., OX14 3DB, England
(Euratom/UKAEA Fusion Association)

Abstract
A simple 0-D model of the particle balance is used to estimate the particle flow into the DITE Bundle Divertor. Simultaneous measurements of the power received by the target and the rate of ionisation in the target chamber indicate that power is convected to the target by a high temperature, low density exhaust plasma.

Discharge Conditions
The measurements were made in the following conditions: toroidal field = 2.6T, plasma current = 140 kA, mean electron density = $3 \times 10^{19} \text{m}^{-3}$. The circular carbon limiter radius was 0.26m and the divertor separatrix radius 0.27m. Divertor action was 'switched on' from 80-200ms by displacing the geometrical centre of the outer flux surfaces from a major radius of 1.15m, where the plasma contacts the inner limiter, to 1.17m, where it is centred in the limiter aperture /1/. The torus was conditioned by glow cleaning only, so that the recycling coefficient was comparatively high. The divertor chamber was pumped by a $10^5 \text{ l}s^{-1}$ cryopump via a 500mm diameter port. This is sufficient to ensure that most particles entering the divertor do not return to the torus. Neutral beam injection heating at a power level up to 1.2MW was applied from 100-150 ms.

Particle Balance
A simple model for the global particle balance is based on the following observations:
(i) In the undiverted discharge a relatively small gas feed rate is sufficient to maintain the density, indicating a high rate of recycling.
(ii) A large increase in the gas feed rate is required to maintain or increase the plasma density when the divertor is 'switched on'. If the gas feed rate is not increased the density falls rapidly.

Figure 1 illustrates a typical diverted discharge.

The particle balance equation is written in simplified form (in amperes equivalent) thus:

$$\frac{dN}{dt} = S_g + I_e - I_l - I_d$$  (1)

Here, $N$ is the total number of electrons in the discharge calculated from the central channel of a microwave interferometer using model profiles. $S_g$
is the rate of ionisation due to the cold gas feed. \( I_B \) is the particle input by neutral beam injection. \( I_L \) is the net loss rate to the limiters and walls of the vacuum vessel due to imperfect recycling. It is estimated from the rate of decay of density when the divertor, gas feed and neutral beams are off. It is small and is assumed to be constant at \( \sim 20A \). \( I_D \) is the particle current into the divertor, which is to be found.

We also take \( S = k \delta^F_\alpha \), where \( \delta^F_\alpha \) is the intensity of \( \alpha \) radiation from the vicinity of the neutral gas input. The calibration factor \( k \) is found by plotting \( \frac{dN}{dt} \) against \( \delta^F_\alpha \) in an undiverted discharge, for which \( I_B \) and \( I_D \) are zero. A straight line fit to this data has slope \( k \) and intercept \(-I_L\).

Figure 2(a) illustrates how \( I_D \) is calculated from equation (1) for an ohmically heated divertor discharge. Figure 2(b) shows the corresponding intensity of \( \alpha \) radiation from the target chamber, \( \delta^D_\alpha \). \( I_D \) and \( \delta^D_\alpha \) are obviously strongly correlated.

**Power Exhaust**

The power flow to one side of the divertor target is estimated from measurements of the evolution of the surface temperature using an infra-red camera. The data are analysed assuming that the diffusion of heat into the target surface can be described by a 1-D diffusion equation. Radiation is neglected. The time resolution is limited by the time required to scan the target area and is approximately 20ms. The power flux to the other side of the target is taken to be the same if the bulk temperature rise is within 10% as measured by thermocouples.

Bolometers placed behind the target area register losses due to radiation and charge exchange from the diverted plasma. Assuming they are 'radiated' isotropically, these losses are several times smaller than the total power flow to the target, \( P_D \). They will be neglected in the following discussion.

**Reionisation in the Target Chamber**

The intensity of \( \alpha \) radiation from the divertor target chamber is measured using a narrow band interference filter and photomultiplier, calibrated with a tungsten ribbon lamp. Figure 3 shows the \( \alpha \) intensity, \( \delta^D_\alpha \) normalised to \( I_D \) versus the ratio \( P_D/I_D \). The data points are for various times in discharges with ohmic and NBI heating. If the electron temperature in the plasma near the target is \( \gtrsim 10eV \), the rate of \( \alpha \) radiation puts a limit on the rate of ionisation of neutrals. For the saturated part of the curve in Fig. 3, this amounts to \( \lesssim 5\% \) of \( I_D \).

**Discussion and Conclusions**

The rate of reionisation of neutrals recycling from the target plate is too low to support the formation of the cold dense plasma near the
target observed in other experiments /2/. Our data is consistent with power exhaust by convection. The ratio $P_D/I_D$ yields exhaust temperatures in the range 20-150eV, for a heat transport coefficient $\approx 10$. The variation of the ratio $\frac{H_D}{I_D}$ in Fig. 3 can then be explained by the variation with temperature of the rate of ionisation of neutrals, recycling through an almost transparent plasma of constant density (so far, unmeasured). The variation of $P_D$ with $I_D$ (not shown) is also consistent with this hypothesis.
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Fig. 1 From the top: traces of plasma current, mean density, horizontal displacement of geometric centre from centre of limiter aperture, Hα radiation near gas feed.

Fig. 2 (a) Traces of dN/dt and KH α - IL, showing how I_D is calculated (no NBI, I_B = 0).

Fig. 2 (b) Corresponding trace of the Hα radiation from the divertor target chamber Hα_D.

Fig. 3 Plot of ratio Hα_D/I_D versus P_D/I_D for various times in discharges with OH and NBI. Vertical error bars are similar to horizontal error bars shown.
Experimental Observation of a Dense and Cold Divertor Plasma in D-III Beam-Heated Divertor Discharges and its Numerical Simulation
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Introduction

In addition to the good energy confinement capability[1,2], the strong particle shielding of the poloidal divertor results in localized particle recycling near the divertor plate and enhanced radiative cooling[3]. Consequently, the divertor plasma is observed to be dense and cold even in the presence of the neutral beam heating[4] and the heat load of the divertor plate is reduced by the increase of the radiative power in the divertor. The dense and cold plasma negates the wall erosion problem and mitigates helium ash exhaust problem[5] in the fusion reactors. The reduction of the heat load of the divertor plate facilitates heat removal problem. A simple modelling of this dense, cold and radiative divertor plasma is also presented.

Dense and Cold Divertor Plasma[4]

Fig. 1 shows the divertor equilibrium and the diagnostics used in this experiment. 42 Langmuir probes were installed in the divertor plate and the horizontally scanning Langmuir probe measured the electron density and temperature profile across the divertor channel. The vertical profile of the electron density and temperature is shown in Fig. 2. With the increasing plasma density of the main plasma, the electron density of the divertor is observed to increase non-linearly to $2.8 \times 10^{14}$ cm$^{-3}$ ($n_e = 3.4 \times 10^{13}$ cm$^{-3}$). Simultaneously, the electron temperature at the divertor plate are reduced to 3.5 eV as the electron density of the main plasma increased. This dense and cold divertor is obtained with $B_T = 20$ kG, $I_p = 290$ kA. Out of the 1.5 MW absorbed power, 0.5 MW is radiated in the main plasma and another 0.5 MW is radiated in the divertor in high density condition.

Reduction of the Heat Load of the Divertor Plate by Remote Radiative Cooling

The power balance of the beam-heated divertor discharge is shown in Fig.3. The radiative power in the divertor increased with the increase of the main plasma density, while the radiative power of the main plasma stayed almost constant over the whole electron density range. As a result, the heat load of the divertor plate was observed to decrease by a factor of two in the high density condition. The heat load of the divertor plate is measured by the 28 thermocouple array embedded in the divertor plate. The reduction of the heat load of the divertor plate was also observed with an infra-red camera and the widening of the divertor channel in high density condition seen in Fig. 2 was also observed. This result was obtained with 2 MW neutral beam injection.

Results with Good Confinement Discharges with 4-5 MW Neutral Beam Injection

With a divertor operation, a high density and high temperature plasma was demonstrated[2] in D-III. In these discharges, The radiative
cooling power was 25-40% (~30-50% of the radiative power comes from the divertor) of the heating power and was almost constant over the electron density range investigated. The divertor plate receives 40~60% of the heating power (thermocouple measurement). The enhancement of the radiative cooling power in the divertor and the resultant reduction of the heat load have not been observed up to \( n_e = 7 \times 10^{13} \text{ cm}^{-3} \). This is probably because of the suppressed particle recycling and the high injection power. However, even with 4-5 MW beam injection, the Langmuir probe measurement showed that the plasma near the divertor plate is still dense and cold (\( n_e \sim 1 \times 10^{14} \text{ cm}^{-3} \) and \( T_e < 20 \text{ eV} \)).

**Numerical Simulation of the Dense, Cold and Radiative Divertor Plasma**

To understand the physical mechanism of this dense and cold divertor plasma, a simple divertor modelling code has been developed. Particular attention was taken in physical mechanisms such as remote radiative cooling[3], particle recycling near the divertor plate[6] and particle shielding at the main plasma scrape-off. One-fluid one-dimensional plasma code solves the equations of continuity, momentum and energy. The particle, momentum and energy source/sink terms due to neutral particles are evaluated by a two-dimensional neutral transport code.

The following assumptions are adopted:

- steady state \( \frac{\partial}{\partial t} = 0 \)
- \( n_e = n_i, \ v_e = v_i \) (charge neutrality)
- fast equipartition \( T_e = T_i \)
- \( \eta = 0 \) (resistivity)
- \( m_e = 0 \) (electron mass)
- \( \nu = 0 \) (viscosity)

Equations solved are:

\[
\frac{\partial}{\partial \xi} \phi = S_n \quad \text{(equation of continuity)}
\]

\[
\frac{\partial}{\partial \xi} (p + m \ v \ \phi) = S_p \quad \text{(momentum flux)}
\]

\[
\frac{\partial}{\partial \xi} (q_e + \left( 5T + \frac{m}{2}v^2 \right) \phi) = S_E \quad \text{(heat flux)}
\]

where suffices e, i denote electron, and ion.

- \( m \): particle mass
- \( n \): particle density
- \( v \): flow velocity
- \( \phi \): particle flux density (\( \phi = n \ v \))
- \( S_n \): particle source density
- \( S_p \): momentum source density (due to charge-exchange)
- \( S_E \): energy source density (including radiation loss by oxygen)
- \( q \): heat conduction
- \( P \): pressure (sum of electron and ion pressure)
- \( T \): temperature
The neutral transport is solved as follows:

\[ n_p^{(n)} = \frac{1}{4\pi} \iiint dx dy dz \frac{\sigma^{(n-1)}}{\sqrt{\delta x^2 + \delta y^2 + \delta z^2}} \left( x, y, z \right) e^{-\int ds \lambda} \]

where \( n_p \) is the neutral particle density of the \( n \)-th generation, \( \sigma^{(n-1)} \) is the particle source density due to charge-exchange reaction of the \( (n-1) \) generation.

Figure 4 shows the comparison of the calculated electron density, temperature, particle flux and Mach number along the field line with the corresponding experimental results. The values in the middle were obtained with the scanning Langmuir probe. A good fit is obtained with this simple numerical simulation. The radiative cooling power both from hydrogen and oxygen (assumed to be 1% of the electron density) amounts to 50% of the power from the main plasma which is also a good agreement with the measured result.
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FIGURE CAPTIONS

Fig. 1. D-III divertor equilibrium and the diagnostics used in this experiment.
Fig. 2. Electron density and temperature profile along the divertor plate.
Fig. 3. Power Balance of the beam-heated divertor discharges. In high density divertor discharges, the increase of the radiative power in the divertor reduced the heat load of the divertor plate.
Fig. 4. Profiles of electron density, temperature, particle flux and Mach number along the field line calculated by a divertor plasma-neutral code. \( \xi \) is the coordinate along the field line. The origin (\( \xi = 0 \)) corresponds to the divertor entrance (separatrix null point) and \( \xi (B_p/B_T) = 0.4 \) corresponds to the divertor plate. The experimental values are shown with error bars. The electron density at the divertor plate was observed to be \((0.8-2.8) \times 10^{14} \text{ cm}^{-3}\) (not shown in the figure). The particle flux estimated from the ion saturation current agrees with the calculated value within a factor of two at the midst of the divertor channel.
**FIG. 1**

**DOUBLET III**

- $B_T = 2T$
- $I_p = 0.29\, \text{MA}$
- $P_{\Omega + \phi_{NB}} = 1.5\, \text{MW}$
- $n_e = (1.0 \sim 3.4) \times 10^{13}\, \text{cm}^{-3}$

**FIG. 2**

**DOUBLET III**

- $B_T = 2.4\, \text{GT}$
- $I_p = 0.29\, \text{MA}$
- $P_{\Omega + \phi_{NB}} = 1.5\, \text{MW}$
- $n_e = 3.4 \times 10^{13}\, \text{cm}^{-3}$

**FIG. 3**

- $B_T = 22\, \text{kG}$
- $I_p = 340\, \text{kA}$
- $P_{\text{IN}}$
- $P_{\text{div}}$
- $P_{r,\text{cx}}$
- $n_e \left(10^{13}\, \text{cm}^{-3}\right)$

**FIG. 4**

- $P_{\text{div}}$
- $P_{r,\text{cx}}$
- $n_e \left(10^{13}\, \text{cm}^{-3}\right)$
- $\Gamma_{\text{exp}} = (0.8 \sim 1.3) \times 10^{20}$
- $\Gamma = (10^{20} \sim 2 \times 10^{21})$
- $\epsilon \left(\frac{B_p}{B_T}\right) \left(\text{cm}^{-1}\right)$
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1. INTRODUCTION

The TCA tokamak (R=0.61m, a=0.18m, B=1.5T, I=140kA)1/ was built with the aim of studying Alfvén wave heating at frequencies ω<ωci 2/. Although increases in Ti and Te of ~50% have been observed during rf heating, Bolometric and spectroscopic measurements have shown that large radiation losses, originating primarily from iron impurities, severely limit the maximum heating effect 3/. The present paper concerns the processes of impurity production and transport in the scrape-off layer (SOL) which have been investigated using collection probes and surface analysis by X-ray photoelectron spectroscopy (XPS). The data obtained from an extensive series of experiments has permitted the determination of impurity fluxes, ion energies and sputtering phenomena within the SOL. Particular attention has been given to the effects of rf heating and limiter material.

2. EXPERIMENTAL

The shot duration was 90ms. During this time rf heating could be applied at input power levels of 96-150 kW with a pulse time of 20-40ms. The rf antennas are constructed from stainless steel and are situated in the vicinity of the plasma (20mm behind the limiter); they account for ~16% of the total plasma surface area. The wall material is stainless steel. Stainless Steel (SS) or carbon (C) limiters were used during the experiments.

Gold or carbon foil probes, wrapped around a cylindrical rod (Dia=30mm; Length =70mm) were used as collection probes. A tubular shield, with slits of 8 mm width facing the electron- and ion- drift sides in the shadow of the limiter, was fitted to the surface studies port on the TCA vacuum vessel. Four shot sequences could be made on each probe. The entire sequence of exposures, transport and XPS analysis was done under UHV conditions using a portable, ion-pumped, vacuum suitcase which connected, via vacuum locks, to the tokamak- or the XPS vacuum chamber.

A Leybold Heraeus LH5-10 XPS system was used for surface analysis. Selected spectral regions were repetitively scanned and summed in a multichannel scalar. The integrated counts in the photopeak, after a background subtract-
ion routine was used to determine the areal concentrations; a cross-check, using RBS, confirmed that the values determined are very accurate in the absolute sense. Details of the ion energy impact energy determination are reported elsewhere /4/ and in these proceedings.

3. RESULTS

The principal elements retained are Fe and O. The atomic ratio of $O/Fe$ was found to be approximately unity over a wide range of impurity retention levels for carbon probes. This represents a lower limit of the $O/Fe$ ratio because $O$ ions are known to chemically interact with carbon to form CO /5/; also the trapping probability of $O$ is not known.

Impurity Flux Determination. The areal concentration of iron, $c_{Fe}$, was investigated as a function of both the number of shots, $N$, and the distance from the plasma edge, $d$, which we define as the limiter position. A typical example of the experimental data, for a gold probe, is shown in Fig.1. The radial profiles exhibit a complex dependence on $N$; also impurity retention is non-linear with $N$. From these and similar data, the impurity flux per shot, $f_{Fe}$, and a first order rate constant, $k$, is obtained from $c_{Fe}$ as a function of $N$ using an iterative least squares fitting routine to the expression,

$$ c_{Fe} = f_{Fe} / k \cdot (1 - \exp(-kN)) \quad (1) $$

In general, this expression fits the data well (see Fig.1) and accounts for simultaneous erosion and deposition of impurities on the probe.

Effects of rf Heating. For a SS limiter and a fixed analysis distance ($d=20$mm), $f_{Fe} = 1.7 \pm 0.4 \times 10^{14} \text{cm}^{-2}\text{shot}^{-1}$. In contrast, rf heating at a power level of 108kW and a pulse time, $t_{rf}$, of 30ms resulted in $f_{Fe} = 2.5 \pm 0.7 \times 10^{14} \text{cm}^{-2}\text{shot}^{-1}$. Taking into account that the shot duration is 90ms, the Fe flux increases by a factor of $\sim 2$ during rf heating. The increase in $f_{Fe}$ as a function of $t_{rf}$ is non-linear (Fig.2a). This behaviour is also evident from Fig. 2b, which shows the increase in $f_{Fe}$ per ms pulse time as a function of rf power. These data may be interpreted in terms of additional sputtering by impurities generated during the rf pulse duration. Other investigations have shown that the Fe

![Figure 1](image1.png)
Effects of rf Heating on Impurity Decay. The measured radial dependence of $c_{Fe}$ as a function of $d$ is a complex function of $c_{Fe}(d)$, $k(d)$ and $N$ (see Fig. 1). However, the decay of $\Gamma_{Fe}$ is independent of $N$. Figure 3 (curves a and b) show the dependences of $\Gamma_{Fe}$ on $d$ for a SS limiter without and with rf heating. The curves are fitted exponential decay functions, characterized by impurity $e$-folding lengths, $\delta$. In the absence of rf heating, $\delta=15\text{mm}$ and with rf heating $\delta=21\text{mm}$. This is evident from the increased Fe flux at the wall and antenna regions observed for the rf heating case.

Limiter Material Effects. Replacement of the SS limiter with a C limiter resulted in a considerable reduction in the radiated power loss. However the dominant species responsible is still iron. In Fig. 3 (curves b and c), the dependences of $\Gamma_{Fe}$ upon $d$ are shown for SS and C limiters where rf heating was applied. For the C limiter, $\delta=12\text{mm}$, which is markedly lower than that for the SS limiter ($\delta=21\text{mm}$). Also it is important to note that the impurity flux in the antenna and wall regions are lower by a factor of 2-4 with the C limiter.

Sputtering Effects. The impact energy of the Fe ions, estimated from their implantation depth in C probes, is 100-180ev /4/. These energies are above the threshold energy for sputtering. The erosion rate constant may be expressed in terms of a linear combination, $k=(\Gamma_{Fe}.s_{Fe}+\Gamma_{O}.s_{O}+\Gamma_{D}.s_{D})/n$, /7/ where $\Gamma$ and $S$ are the fluxes and sputter yields for the ions indicated in subscript and n is taken to be a monolayer (n= $2\times10^{15}\text{cm}^{-2}$). Empirically we find that $k$ is a function of $\Gamma_{Fe}$ ($k=\alpha \Gamma_{Fe}+k_0$), where $\alpha=7\times10^{-16}\text{cm}^{-2}$ and $k_0=0.06$; $k_0$ is the sputtering due to D ions which might possibly be neglected for shots with high impurity fluxes. Assuming that the O and Fe ions have
Figure 3. $\Gamma_{Fe}$ as a function of $d$ for a SS limiter without rf heating, a) and with rf heating and a carbon limiter with rf heating, c). rf power = 108 kW.

similar energies ($\sim 150eV$) then $S_{Fe} = 0.5$ and $S_{O} = 0.3$. Using these values and measured fluxes of O and Fe, we calculate $\alpha = 7.5 \times 10^{-10}$ for an O/Fe ratio of 3. These results show excellent self consistency and agree also with global estimates of the O and Fe concentrations in TCA /8/.

CONCLUSIONS

The data presented demonstrate that impurity induced sputtering by O and Fe ions account for the principal erosion processes in the scrape-off layer of TCA. The effect of rf heating is to increase the Fe impurity flux by a factor of $\sim 2$. However, this flux is reduced considerably by replacing the steel limiter with a carbon one. A global estimate /8/ using the data obtained in these investigations also leads to the conclusion that sputtering by impurities in the scrape-off layer is sufficient to explain the impurity levels observed. Other mechanisms, such as unipolar arcing cannot be excluded as contributing sources to impurity generation also.

Acknowledgements. The partial support of the National Energy Research Foundation (NEFF) and the Swiss National Science Foundation is acknowledged.

REFERENCES

ABSTRACT

The correlation of impurity fluxes and impurity densities in the plasma was studied in ASDEX for various elements and discharge parameters. The impurity confinement is well described by a diffusion transport model. With the influx of intrinsic impurities known, conclusions can be drawn on impurity sources and generation mechanisms.

1. INTRODUCTION AND METHOD

The impurity content of tokamak plasmas is measured quite routinely, but little is known about impurity fluxes due to plasma-wall interaction. However, a knowledge of these fluxes is very important for identifying the actual mechanisms and locations of impurity production. In ASDEX the correlation of the impurity density in the plasma and the respective impurity influx was studied in detail for different impurity species and experimental conditions. These are divertor (D) and toroidal limiter (TL) discharges in either H\textsubscript{2} or D\textsubscript{2}, with or without neutral injection (N.I.). Since it is often difficult to measure the influx directly, the behavior of impurities was simulated by injecting gases, especially silane (SiH\textsubscript{4}). Model calculations describing the measurements very well were also made.

In steady state, the total loss of impurity ions $\dot{N}_i$ must be balanced by the total neutral influx $\phi_0$. This outflux $\phi_i$ may be characterized by a particle confinement time, defined as $\tau_p = N_i/\phi_0$, where $N_i$ means the total number of impurity ions in the plasma. In the context of a simple diffusion model, the impurity ion flux can be calculated from an anomalous diffusion coefficient $D_a$ and the gradient characterized by the ionization length of the neutrals, $\lambda_{ion}$. The particle confinement time is then

$$\tau_p = (\lambda_{ion} \cdot a)/2D_a.$$  

$\lambda_{ion}$ is a function of the neutral velocity $v_0$ and the parameters of the edge plasma; $D_a$ may be derived from transport studies of the plasma. The most accurate measurement in ASDEX by means of a neon-seeded pellet yielded
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$D_a \sim 4000 \text{ cm}^2/\text{s}$ for a deuterium and $D_a \sim 6000 \text{ cm}^2/\text{s}$ for a hydrogen background plasma.

A more sophisticated model must take into account the presence of parallel flows in the plasma scrape-off and of friction between impurities and the background ions. In the following, measured values of $\tau_p$ are compared with calculated values. The latter were obtained by a transport program using the following expression for the flux density of the impurity species $i$ (Ref./2i):

$$\dot{\phi}_i = (D_i \frac{\partial n_i}{\partial r} + 2 \frac{D_a \cdot r}{a^2} \cdot e_r$$

with $D_a = 4000 \text{ cm}^2/\text{s}$. In the scrape-off region volume sinks are included to account for parallel transport. This program was also used for evaluating the impurity densities from measured radial profiles of individual spectral lines.

2. IMPURITY CONFINEMENT

2.1 Silane Injection

Silane was injected into ASDEX discharges to simulate wall-produced impurities. For this purpose a flux of about $10^{19}$ atom/s was puffed through a gas valve in the torus midplane. When this valve is opened, the radiation rises to a plateau value about 200 ms later. After the flux is switched off, the signals disappear. This shows that the processes of deposition and subsequent erosion of Si do not falsify the flux. $\tau_p$ can therefore be determined from the gas flux and the Si density in the plasma, as derived from absolute measurement of Si lines.

The results for different experimental conditions and background plasmas are summarized in Table 1. The code calculations in the last column assume that the neutral silicon penetrates the plasma edge at room temperature.

<table>
<thead>
<tr>
<th>type</th>
<th>gas</th>
<th>$n_e(10^{13}\text{cm}^{-3})$</th>
<th>$\tau_p$(ms)</th>
<th>calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>divertor</td>
<td>$D_2$</td>
<td>4.4</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>divertor</td>
<td>$H_2$</td>
<td>4.4</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>tor. limiter</td>
<td>$H_2$</td>
<td>3.0</td>
<td>1.2</td>
<td>2.2</td>
</tr>
<tr>
<td>tor. limiter + N.I.</td>
<td>$H_2$</td>
<td>3.0</td>
<td>0.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

First the experimental results are discussed. A comparison of divertor $H_2$ and $D_2$ plasmas shows that the particle confinement times are very similar, though a different diffusion coefficient was previously found. The linear dependence on $D_a$ is probably compensated somewhat by different properties of the $H_2$ and $D_2$ edge plasmas. Comparing the limiter and divertor cases, it turns out that the shielding properties of the two discharges are little different; in fact, the limiter boundary results in an even lower impurity confinement time. With neutral injection, $\tau_p$ is further reduced owing to a hotter edge plasma. The calculated values (with $D_a = 4000 \text{ cm}^2/\text{s}$ may be regarded as agreeing quite well with measurements considering the large uncertainties in the edge plasma parameters. For the N.I. case, an increase of
\[ D_a \approx 4000 \text{ cm}^2/\text{s} \] for a deuterium and \[ D_a \approx 6000 \text{ cm}^2/\text{s} \] for a hydrogen background plasma.

A more sophisticated model must take into account the presence of parallel flows in the plasma scrape-off and of friction between impurities and the background ions. In the following, measured values of \( \tau_p \) are compared with calculated values. The latter were obtained by a transport program using the following expression for the flux density of the impurity species \( i \):

\[ \Gamma_i = -\left(D_a \frac{\partial n_i}{\partial r} + 2 \frac{D_a \cdot r}{a^2} n_i \right) e_r \]

with \( D_a = 4000 \text{ cm}^2/\text{s} \). In the scrape-off region volume sinks are included to account for parallel transport. This program was also used for evaluating the impurity densities from measured radial profiles of individual spectral lines.

2. IMPURITY CONFINEMENT

2.1 Silane Injection

Silane was injected into ASDEX discharges to simulate wall-produced impurities. For this purpose a flux of about \( 10^{19} \text{ atom/s} \) was puffed through a gas valve in the torus midplane. When this valve is opened, the radiation rises to a plateau value about 200 ms later. After the flux is switched off, the signals disappear. This shows that the processes of deposition and subsequent erosion of Si do not falsify the flux. \( \tau_p \) can therefore be determined from the gas flux and the Si density in the plasma, as derived from absolute measurement of Si lines.

The results for different experimental conditions and background plasmas are summarized in Table 1. The code calculations in the last column assume that the neutral silicon penetrates the plasma edge at room temperature.

<table>
<thead>
<tr>
<th>type</th>
<th>gas</th>
<th>( \bar{n}_e \left(10^{13} \text{cm}^{-3}\right) )</th>
<th>( \tau_p ) (ms)</th>
<th>exp. calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>divertor</td>
<td>D₂</td>
<td>4.4</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>divertor</td>
<td>H₂</td>
<td>4.4</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>tor. limiter</td>
<td>H₂</td>
<td>3.0</td>
<td>1.2</td>
<td>2.2</td>
</tr>
<tr>
<td>tor. limiter + N.I.</td>
<td>H₂</td>
<td>3.0</td>
<td>0.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

First the experimental results are discussed. A comparison of divertor H₂ and D₂ plasmas shows that the particle confinement times are very similar, though a different diffusion coefficient was previously found. The linear dependence on \( D_a \) is probably compensated somewhat by different properties of the H₂ and D₂ edge plasmas. Comparing the limiter and divertor cases, it turns out that the shielding properties of the two discharges are little different; in fact, the limiter boundary results in an even lower impurity confinement time. With neutral injection, \( \tau_p \) is further reduced owing to a hotter edge plasma. The calculated values (with \( D_a = 4000 \text{ cm}^2/\text{s} \)) may be regarded as agreeing quite well with the measurements considering the large uncertainties in the edge plasma parameters. For the N.I. case, an increase of
to the spectroscopic measurements the limiter surface is the main source of oxygen, too. No quantitative estimate can be made in this case, but metal oxide and adsorbed water are expected to be responsible for the oxygen contamination.

The iron influx in divertor discharges can readily be explained by sputtering due to charge-exchange neutrals, even if the yield must be strongly reduced to account for surface conditions. This interpretation has already been adopted /4/ owing to the similar time behavior of the high-energy CX flux and Fe density in the plasma. Additional information may be derived from the transition of H₂ to D₂ plasmas. In ASDEX D-discharges a strong increase of the iron content has always been observed during this change of the working gas, while the amount of light impurities remains practically the same. As demonstrated by the silane results, the containment times in H₂ and D₂ are not much different. The higher metal contamination must therefore be due to a higher impurity influx in D₂ compared with H₂, a conclusion which is nicely confirmed by the collecting probe measurements in the divertor chamber. This dependence of the iron flux on the plasma background mass is a further indication of sputtering by CX neutrals.

Information on the oxygen sources is obtained by measuring the gaseous oxygen compounds in the divertor chamber. This indicates that oxygen must originate from the vessel walls at the beginning of the discharge, probably desorbed by low-energy H neutrals (necessary yield ~10⁻³). Later, a pressure of H₂O and CO builds up in the divertor chambers which is sufficiently high to explain the measured oxygen flux, i.e. oxygen is just recycling. According to the measurements it is obvious that the vessel walls can build up a few monolayers of water between successive shots. The effective long-term decrease of O is therefore very slow and is determined by the speed of the turbopumps.

The behavior of divertor-produced metallic impurities is still being studied, but is complicated by the fact that the vessel walls are also covered with these materials.

4. DEPOSITION OF MATERIAL ON WALLS AND WINDOWS

ASDEX H₂ windows have been regularly analyzed with respect to deposited metals. Layer thicknesses of up to 1 μm and up to 10⁴ droplets per mm² have been found, the result being strongly correlated with the position of the poloidal limiter /5/. The amount of transported material in this case is much too high to be explained by the above fluxes during discharges and the integrated discharge times. This transport must be due to other processes such as electric arcs, droplets or flakes falling onto the plasma, or occasional melting of the limiter due to local power overload.
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ABSTRACT

We present a full analysis of the effects on the plasma purity due to changes in the material and design of the limiters in TCA. Almost identical limiters were constructed from 304 L stainless steel, graphite and TiC-coated graphite, to replace our initial stainless steel bar limiters. The limiters were studied under identical imposed experimental conditions before and during the rf-pulse (2.7 MHz). We correlate the information derived from bolometric, spectroscopic and resistivity measurements as well as residual gas analysis. The insertion of pure carbon limiters led to a large reduction in the radiated power loss and in the intensity of the core iron lines. The TiC-coated graphite limiter led to a further reduction in the radiation, but to a more peaked radiated power profile during the rf-pulse.

LIMITER DESIGN

The initial limiters of TCA were four type 304 SS bar limiters. The observation of important melting of the inner and outer limiters, as well as the increase in iron contamination during the rf-pulse led us to study the influence of limiter design and material on the plasma purity.

Three sets of almost identical limiters were constructed from SS 304, carbon and TiC-coated graphite and compared with the initial steel bar limiters. Figure 1 shows a cross-section of the vacuum vessel with the position of the limiters. The outer limiter, which is not in the same poloidal plane, but 40 ° away toroidally, is movable. The top and bottom limiters are cylindrical. The radius of curvature of the limiters is slightly bigger than the minor radius of the plasma (a = 18 cm). The cross-section in the toroidal direction (Fig. 1 left) is chosen so as to give a constant temperature increase over the whole surface /1/. The toroidal length (12 cm) is sufficient to avoid any melting of the material even if the total plasma energy is deposited on the limiter. Following this design, stainless steel limiters were constructed from SS 304. The graphite (5890 PT from Carbone-Lorraine, France) was machined and cleaned
by ultra-sound in distilled water and then out-gassed at 1200 °C. Unfortunately, this process produced a slight metallisation of the surface, and an Auger analysis showed 6-8% of metallic impurities (mainly iron and chromium). After being used in the Tokamak for about 1250 discharges, they were polished to remove the impurities, cleaned and out-gassed, and used as a base for the TiC-coating. The 7.5-9 µm TiC-coating was deposited by CVD (LSRH; Neuchâtel/Switzerland) and the limiters were again cleaned and out-gassed at 1000 °C.

RESULTS

The comparison between the four sets of limiters was made under identical experimental conditions, namely 1.51 Tesla, $q_a = 4.3$, $a = 0.18$ m, $n_{e0} = 3 \times 10^{19}$ m$^{-3}$ and with deuterium as the filling gas. The Alfvén rf-pulse (2.7 MHz) is switched on for 30 ms when the plasma resistance reaches its lowest value. The rf-power is about 80 kW for all cases.

Figure 2 shows the evolution of the radiated power profile during the discharge with the bar limiters. At 45 ms, when the rf-pulse is switched on, the radiation is already peaked on axis (1 W/cm$^2$). This value can only be explained by the radiation of heavy impurities. A simulation based on a coronal model /2/ gives in this case an iron concentration on axis of about 1%. This high impurity content is the cause of a resistive discharge which needs a loop voltage of 2.4 V. The ratio of radiated power to ohmic power reaches 0.6 in the ohmic phase of the discharge. During the additional heating the increase in the radiation losses is partly explained by the unavoidable density increase ($\sim 30\%$ of $n_e$), but the iron concentration also increases. This is shown by spectroscopic measurements on core iron lines (Fe XVI and Fe XVIII), the intensities of which are multiplied by a factor of 2-3 /3/.

We found, surprisingly, no improvement when replacing our old limiters by
carefully-profiled steel limiters and indeed would infer a degradation. The radiation on the axis reaches a value of about 1.6 W/cm² before the Alfvén pulse (Fig. 3). The total radiation losses correspond to 70% of the ohmic power and the resistive voltage reaches 3 V. During the rf-pulse, the huge increase in radiation at the centre is partly due to a bigger increase in density than in the previous case, as well as a larger density peaking factor. Table I summarises the measurements of some impurity lines which show an increase of a factor of 2.5 – 3 for the core iron lines and about 2 for light impurities. We suggest that the increase in the surface area of the limiters increases the sputtering yield by more than the advantage gained from lower surface temperature. Indeed observation of the limiters after about 400 discharges did not reveal any traces of melting and only a very few points of arcing.

The insertion of pure carbon limiters led to a large reduction in the resistive voltage \((V_r = 2 \text{ V})\) and in the radiated power (Fig. 4). \(\frac{P_{\text{rad}}}{P_{\text{OH}}} \) is 0.5 in the ohmic part of the discharge and the radiation on axis does not exceed 1.1 W/cm² during the rf-pulse. The fact that we never observed a hollow radiation profile indicates that iron is always the main impurity responsible for the radiation losses at the centre. Table I shows a reduction of about two for the iron lines before, and even more during the rf-pulse, as compared with the stainless steel limiters. The central oxygen emission is seen to be similar to the case with

<table>
<thead>
<tr>
<th>Limiter material:</th>
<th>304 L</th>
<th>C</th>
<th>TiC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe XVIII (847.7 Å)</td>
<td>1.0 (2.6)</td>
<td>0.55 (1.04)</td>
<td>0.33 (1.1)</td>
</tr>
<tr>
<td>Fe XVI (360.7 Å)</td>
<td>0.23 (0.62)</td>
<td>0.13 (0.25)</td>
<td>0.08 (0.24)</td>
</tr>
<tr>
<td>Ti XIV (2117.1 Å)</td>
<td>--</td>
<td>--</td>
<td>0.2 (0.5)</td>
</tr>
<tr>
<td>O VII (1623.7 Å)</td>
<td>1.12 (1.7)</td>
<td>1.2 (2.0)</td>
<td>1.3 (2.5)</td>
</tr>
<tr>
<td>C IV (1548.2 Å)</td>
<td>0.19 (0.5)</td>
<td>0.37 (0.79)</td>
<td>0.19 (0.45)</td>
</tr>
</tbody>
</table>

Table I Intensity of impurity lines (arb. units) before and ( ) during the Alfvén rf-pulse
Fig. 4: Radiation profile for C-limiters

Fig. 5: Radiation profile for TiC-limiters

steel limiters. Typical discharges with carbon limiters had a $Z_{\text{eff}}$ value of 3.5. After about 1250 discharges the limiters were practically unchanged in appearance.

With the TiC-coated carbon limiters, the radiated power was still lower (0.3 W/cm$^2$ on axis, $P_{\text{RAD}}/P_{\text{OH}} = 0.45$ before the rf-pulse). The resistive voltage decreases to 1.6 V and $Z_{\text{eff}}$ to 2.5. The fact that titanium has a higher nuclear charge than carbon is counteracted by its better sputtering properties. The significant difference between C and TiC limiters is the relative increase in the core iron lines during the rf-pulse. Table I also shows an increase of a factor of 2.5 in the Ti XIV intensity. This increase in heavy ion concentration explains the larger radiated power at the centre during the rf-pulse. The TiC limiters survived some 1300 discharges and the coating was only removed on a small point on the upper part of the inner limiter.

The residual gas measurements after discharges in hydrogen indicated that the chemical reaction between the limiters and the adsorbed gas is comparable with TiC and stainless steel limiters. The CH$_4$ concentration with carbon limiters was 6 to 10 times bigger.

This work was partly supported by the Swiss National Science Foundation.
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IMPURITY FLOW IN THE TOKAMAK SCRAPE-OFF LAYER

J. Neuhaus er, W. Schneider, R. Wunderlich,
Max-Planck-Institut für Plasmaphysik, EURATOM Association,
P-8046 Garching, Germany.

I. INTRODUCTION AND MODEL

The charge state distribution of impurities in the highly inhomogeneous tokamak boundary depends strongly on the location and composition of the impurity sources and is usually far from local coronal equilibrium. Therefore, a theoretical investigation of the impurity transport requires rather sophisticated models, the dominant physical effects being quite different for different collisionality. In the high recycling regime of present-day tokamaks like ASDEX or of future experiments like INTOR, the mean free path of all relevant particles is small compared with typical system dimensions and a fluid description may be adequate (except for the narrow electrostatic layer at the target plate which enters via boundary conditions). In view of the low impurity content measured in ASDEX /1/ and the small tolerable impurity contamination in future fusion experiments, a test fluid approach seems to be justified. This requires \( n_Z e Z^2 \ll n_e \), where \( n_e \) is the electron density and \( n_Z \) is the density of the \( Z \) times ionized impurities. In this limit we may neglect collisions between impurities and also their influence on the background hydrogen plasma.

As a first approximation we consider only the flow parallel to the magnetic field lines. Each ionization stage is then treated as a separate fluid which is coupled to neighbouring states via ionization and recombination and to the hydrogen background plasma via collisions and the ambipolar electric field \( E \) (\( n_e \cdot e \cdot E = - \frac{\partial p_e}{\partial s} - 0.71 \cdot n_e \cdot \partial (kT_e) / \partial s \), ref. /2/; \( p_e = n_e kT_e, T_e= \) electron temperature, \( e = 1.6 \cdot 10^{-19} \text{As} \)). For simplicity, the impurity temperature \( T_z \) is assumed to be equal to the hydrogen ion temperature \( T_i \). Then we have to solve the following set of equations:

\[
\frac{\partial n_Z}{\partial t} + \frac{\partial}{\partial s} \left( n_Z v_z \right) = \frac{S_{Z-1} n_{Z-1} - (S^+_Z + R^+_Z) n_Z + R^-_{Z+1} n_{Z+1} + d_z}{\epsilon_Z} \quad (1)
\]

\[
S_{Z-1} \left( \frac{\partial v_Z}{\partial t} + \frac{\partial v_Z^2}{2 \partial s} \right) + \frac{\partial p_Z}{\partial s} - n_Z e^2 Z e - \frac{(v - v_Z)}{\epsilon_Z} - \frac{\partial (kT_e)}{\partial s} - \beta_Z n_Z \frac{\partial (kT_i)}{\partial s} = S_{Z-1} S_{Z-1} v_{Z-1} - \left( S_{Z-1} S_{Z-1} + R_{Z+1} S_{Z+1} \right) v_Z + R_{Z+1} S_{Z+1} v_{Z+1} - m_Z v_Z d_z \quad (2)
\]

\( S/\epsilon_Z \) and \( R/\epsilon_Z \) are the ionization and recombination rate coefficients, \( v_z \) is the impurity flow velocity and \( d_z \) is an externally prescribed impurity source, \( \epsilon_Z \) the Spitzer slowing-down time /3/. For the electron thermal force coefficient, following the derivation of Braginski /2/, we get \( \alpha_Z = 0.71 Z^2 \).
For the ion thermal force coefficient $\beta_z$, the expression given by Chapman /4/ is used, the asymptotic value for heavy impurities being $\beta_z = 2.65 Z^2$. The numerical solution of the time-dependent equations is similar to that described in /5/. The rate coefficients are taken from Behringer /6/.

II. RESULTS

The hydrogen background plasma parameters are taken from a one-dimensional hydrodynamic two-fluid model /7/. Typical profiles as calculated for ASDEX, assuming a total loss power of 1 MW and a particle flux of $10^{22}$ s$^{-1}$ into the scrape-off are shown in Fig.1. $s$ is the coordinate along field lines from the midplane ($s = 0$) to the target plates ($s = 15$). Because of the strong recycling in the divertor chamber ($s \geq 12$m), all parameters vary appreciably along field lines, and the flow outside the divertor is subsonic (Mach number $M_p \approx 0.2$).

Assuming that neutral oxygen from the main chamber wall is ionized in the scrape-off near the equatorial plane (0 II source around $s = 0$) and that all oxygen ions arriving at the target plate are absorbed, we get the density and velocity profiles for individual charge states shown in Fig. 2 (left-hand side). Oxygen is quickly ionized to intermediate charge states and swept towards the divertor by the frictional drag force. Near the divertor entrance, however, the ion temperature gradient is high, while the hydrogen velocity is still low. Here, the thermal forces, directed towards high temperature, become dominant and the impurity density builds up until the resulting pressure gradient is high enough to overcome the thermal force barrier. The velocity profiles also show clearly the retardation at the divertor entrance. At the target plate, the oxygen ions arrive at nearly hydrogen sound speed and their total kinetic energy including the gain in the electrostatic Debye layer is around 600 eV with obvious consequences for the sputtering of target material.

If the thermal forces are neglected ($\alpha_z = \beta_z = 0$), the pronounced density peak near the divertor throat disappears and the velocity of the most prominent charge states ($>\text{III}$) are close to the background velocity everywhere (Fig. 2, right-hand side).
Normalized density and velocity profiles for individual oxygen charge states along magnetic field lines with (left) and without (right) thermal forces. The total density is denoted by $\Sigma$.

Results for the same hydrogen plasma but other impurities (e.g. Fe, C, He) show a qualitatively similar behaviour. Because of the $Z^2$ dependence of the collision frequency, the accumulation peak near the divertor entrance increases sharply with $Z$. Changing the hydrogen background, the most important feature is that thermal forces become the more important, the lower the local Mach number is. For very low Mach number even impurity accumulation near the midplane is observed, resulting in a serious deterioration of the impurity pumping. Self-sputtering of target material was studied for iron, showing the importance of the frictional drag in addition to the electrostatic energy gain. The threshold for the onset of a self-sputtering avalanche is not a simple function of the plasma temperature at the target.

DISCUSSION

In the collisional regime, the most significant effect with respect to the impurity flow parallel to the field lines is the occurrence of thermal forces. Since these are directed towards the hot central plasma, they may strongly affect the impurity removal. Considering only the collisional momentum transfer between impurities and hydrogen ions (i.e. the frictional drag and the ion thermal force), a simple criterion for impurity flow reversal is obtained: the thermal force dominates, if the local Mach number $M$ becomes smaller than the ratio of the ion mean free path $\lambda_i$ to the temperature gradient length $\lambda_T$, i.e. $M < \lambda_i/\lambda_T$. This criterion agrees roughly with the onset of density accumulation in the numerical calculations.

A simple but more complete formulation is obtained, if the inertia terms in eqs. (1) and (2) are neglected, as might frequently be justified in the subsonic region. A diffusion-drift equation is then obtained of the same form
as used for empirical perpendicular transport in the central plasma /5/:

$$\frac{\partial n_z}{\partial t} - \frac{\partial}{\partial s} \left( D_z^* \frac{\partial n_z}{\partial s} \right) + \frac{\partial}{\partial s} \left( n_z v_z^* \right) = S_{z-1} n_{z-1} - (S_z + R_z) n_z + R_{z+1} n_{z+1} + \alpha_z$$  \hspace{1cm} (3)

$$D_z^* = \frac{e_z k T_z}{m_z} = \frac{n_z^2}{(2 \tau_z)}$$

$$v_z^* = v - \frac{e_z}{m_z} \left( \frac{\partial (k T_z)}{\partial s} - Z e E - \frac{\alpha_z}{m_z} \frac{\partial (k T_e)}{\partial s} - \frac{\beta_z}{m_z} \frac{\partial (k T_i)}{\partial s} \right)$$

The effective diffusion coefficient $D_z^*$ is governed by the slowing down length $\lambda_z$ at thermal energy. The difference between the effective drift velocity $v_z^*$ and the background velocity $v$, i.e. the slip velocity $v_z^* - v$, contains all temperature gradients and the electric field, which, to leading order, is also proportional to the electron temperature gradient ($p_e \approx \text{const.}$ in the subsonic region /7/). The coefficients, however, are different. The thermal forces scale as $Z^2$, while the electric field is multiplied by $Z$ and the remaining term is independent of $Z$. Therefore, at high $Z$, the slip motion between hydrogen and impurities is dominated by the thermal forces, especially by the ion part. Then, setting $v_z^* \leq 0$, we get again the simple criterion for flow reversal mentioned above.

In the collisional regime, where our model is applicable, $\lambda_i/\lambda_T \ll 1$, holds. Therefore, at high Mach number ($M \approx 1$), the impurities are efficiently swept onto the target plates together with the hydrogen. Thermal forces become important, however, for the subsonic flow to be expected in the high recycling regime of future experiments.
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PLASMA TRANSPORT TO THE WALL THROUGH THE ELECTROSTATIC SHEATH

R. Cho dura
Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching, Germany.

ABSTRACT
The flow of particles and energy through the presheath and sheath region of a scrape-off plasma is calculated using a kinetic model. For a given input rate of particles and energy into the presheath and a given reflection condition at the wall the plasma state behind the presheath and ahead of the sheath is determined. Two dimensionless quantities are characteristic for this state, i.e. the ratio of flow velocity to sound speed and the ratio of total energy flux to convected thermal energy flux. Both quantities are derived for varying angles of incidence \( \psi \) of the magnetic field. Electron reflexion by secondary emission from the wall enhances the energy flux ratio for nearly perpendicular field and leaves it unaffected for grazing incidence of the field.

1. INTRODUCTION
Plasma flow along the scrape-off layer to the absorbing wall of a limiter or divertor is adjusted to ambipolarity by an electric field. This field is relatively weak in the so-called presheath region far upstream of the wall and becomes strong in the electrostatic sheath immediately ahead of the wall. While the presheath has large dimensions, is collision-dominated and includes particle sources, for instance by ionization, the electrostatic sheath is small of the order of a Debye- or ion gyro length, and is collision- and source-free. In the latter region the velocity distribution of the plasma is strongly affected by the wall and far from being Maxwellian.

The conditions of the plasma at the transition between presheath and sheath (indicated by the index \( P \) in the following), is determined by the sources in the presheath, and by the properties of the wall: The \( x \)-component (perpendicular to the wall) of particle flux \( F_x \) and the sum of ion and electron energy flux \( Q_x \) is given by the production of particles and energy in the presheath. They both are connected (assuming cold ions) by

\[
Q_{xP}^i + Q_{xP}^e = \left( \frac{m_i}{2} \right) V_p^2 + \left( \frac{T_{eP}}{2} \right) F_x
\]

(1)

where \( T_e \) is the electron temperature and \( \delta \) a numerical factor with depends on the reflectivity of the wall. For an ion-absorbing wall the flow velocity \( V_p \) at the end of the presheath is of the order of the sound speed, i.e.

\[
V_p^2 = \delta \frac{T_{eP}}{m_i}
\]

(2)

where \( \delta \) is a numerical factor. Thus, knowing \( \delta \) and \( \delta \), equs. (1) and (2) determine the electron temperature \( T_{eP} \) ahead of the sheath. Finally, the density \( n_p \) ahead of the sheath is given by

\[
n_p = F_x / ( V_p \cos \psi ).
\]

(3)
In the following section a numerical model is presented which describes the particle kinetics in the presheath and sheath region, and allows to determine the numerical factors $f^*$ and $f^\delta$.

2. MODEL

A 1d particle model /1/ is used which follows the collisionless particle orbits in their self-consistent electric field $E$ and externally prescribed magnetic field $B$ of strength such that $\omega_c \gg \omega_p$ and arbitrary direction $\psi$. (Fig. 1). Ions and electrons are born with the same rate in a localized source to the left, electrons with temperature $T_{eo}$, ions with $T_{io} = 0$. Electrons reflected by the electric field and passing the plane $x = 0$ outward are replaced by the same number entering with temperature $T_{eo}$.

3. FLOW VELOCITY

Fig. 2a shows the $x$-profile of the mean flow velocity $V$ of ions and electrons for a magnetic field angle $\psi = 70^\circ$. The source to the left (which extends over about 5 Debye lengths $\lambda_D$) gives rise to the presheath acceleration of the flow to a plateau value $V_p$. The acceleration extends over about an ion gyro radius, is quasineutral and aligned with the magnetic field direction. After a plateau, the flow again becomes accelerated in the sheath. At first the flow stays quasineutral over the ion gyro scale length. Ions begin to deviate from the magnetic field lines while electrons stay tied up. Only at the last few Debye lengths also the electrons become decoupled from field lines and are strongly accelerated towards the wall. The flow becomes non-neutral. Fig. 2b gives the plateau value of the flow velocity $V_p$ ahead of the sheath for different magnetic field angles $\psi$.

Fig. 2a,b: Flow velocity $V(x)$ of ions and electrons and plateau velocity $V_p$ ahead of the sheath.
4. ENERGY FLOW

In Fig. 3a the energy flux profile $Q(x)$ is plotted for ions and electrons. In the presheath as well as in the sheath electron thermal energy is transformed to ion kinetic energy. Again, the energy flux is aligned to the magnetic field except for the sheath where ion and electron energy flux deviate at the ion-gyro and Debye length respectively. The plateau value of the energy flux after the presheath and ahead of the sheath i.e. the factor $\delta$ of eq. (1) is given in Fig. 3b for different angles $\gamma$.

Fig. 3a,b: Energy Flux $Q(x)$ of ions and electrons and plateau values $|Q_p|$ ahead of the sheath.

5. SECONDARY ELECTRON EMISSION

The preceding results were obtained for a completely absorbing wall. If it is assumed that the wall reemits incoming electrons above a small threshold energy as cold ones with a reflection coefficient $R$ the flow velocity of Fig. 2 and the ion energy flow of Fig. 3 is unchanged while the electron energy flow goes up since for the same absorbed particle flux $F_X$ now more electron energy must be transported to the wall. Fig. 3b shows the plateau value $Q_{ep}$ for $R = 0.8$. Only for nearly perpendicular magnetic field the electron energy flux is enhanced according to the considerations of /2/. For oblique angles many electrons emitted from the wall reencounter the wall by their gyro motion and are absorbed. For nearly grazing angles $\gamma$ nearly no reemitted electrons can escape the wall, therefore $Q_e$ returns to the value for the completely absorbing wall.
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Surface Conditioning of the TEXTOR Liner and Limiters by Plasmachemical Carbon Deposition
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and
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Introduction

Several questions regarding the influence of carbon present on the tokamak walls and its role in plasma performance are still open today. Empirically, the results of experiments with additional heating are improved when the limiter material is graphite instead of a metal alloy: low Z carbon replaces then the medium Z metals in the plasma. Problems arise however from the need for a long conditioning of the graphite in the tokamak, from its chemical erosion, hydrogen retention and from the difficulty in designing actively cooled graphite limiters. An alternative way of introducing carbon onto selected areas of a fusion device appears highly desirable.

We have developed a plasmachemical process using the RG (radiofrequency assisted glow) discharge conditioning system /1/. It allows to deposit and to remove in situ thin surface films of carbide-like carbon on metal surfaces. Both processes can be controlled accurately and are rapid. By adjusting electrical potentials, a selective deposition on the liner, or the limiter, or on both can be achieved. As shown earlier /1/, the same technique is also useful for the oxygen removal from cold walls.

Experimental

The first wall of TEXTOR is a 1 mm thick liner made of Inconel 625, with a minor radius of 0.55 m and a major radius of 1.75 m. Its inner surface area is about 35 m². It can be heated by DC-current to 600 °C. The stainless steel vacuum vessel can be baked up to 300 °C. During the experiments reported here, the liner temperature was 150 °C. The conditioning method applied is the RG-discharge; the technique /1/ and the apparatus /2/ have been described in detail elsewhere.

A hot (150 °C) differentially pumped RGA-system (Balzers 112) was used to monitor the gas species during RG discharges (throttle ratio ~ 100) and immediately after tokamak shots (throttle ratio ~ 5). An Auger spectrometer attached to a sample transfer system /3/ provided data on the surface composition of a liner specimen which was exposed to the RG cleaning discharges. Two optical spectrometers recorded the OVI and CV line radiation during tokamak discharges.

The liner had been thoroughly precleaned by RG-discharges in pure hydrogen for several days. An RG-discharge in H₂ containing 0.85% CH₃ was then operated for 30 min at a total pressure of 2.5 x 10⁻³ mbar and at an effective pumping speed of 6.6 x 10³ l/s. The RG discharge was switched off and the vessel evacuated during the night. Tokamak operation started the next morning.
Results and Discussion

The evolution of the partial pressures of CH₄ and CO in the torus before, during and after the RG-discharge is shown in fig. 1. The right hand scale indicates the corresponding flow rates. The lower insert shows the DC-currents applied. The CH₄ pressure is initially 2.15 x 10⁻⁵ mbar, representative of its 0.85 % fraction in the hydrogen gas. At t=0 the RG-discharge is switched on with a current of 1.14 A. The CH₄ signal decreases immediately to 1.51 x 10⁻⁵ mbar. The CO partial pressure rises to 0.7 x 10⁻⁵ mbar from its background level. When the current is increased after 9.6 min to 2.48 A, CH₄ decreases to 1.2 x 10⁻⁵ mbar and CO increases to 0.70 x 10⁻⁵ mbar. When the discharge is switched off after 30 min, CH₄ returns to its initial value; the CO level is slightly lower than before.

The total number of CH₄ molecules which disappeared from the gas during the RG-discharge is obtained by the integration of the flow rate differences before and during the discharge. Their number is 3.2 x 10²¹. Some of the carbon atoms (7.3 x 10²⁰) reappear in the gas phase in the form of CO. 2.5 x 10²¹ atoms have been deposited onto the wall. This is equivalent to about 3.5 monolayers*. The enhanced CO production corresponds to the removal of about one monolayer oxygen from the surface.

Fig. 1 TEXTOR RG-discharge in a throughflow of H₂ to which 0.85 % CH₄ was admixed. The total pressure is 2.5 x 10⁻³ mbar. Decrease of the CH₄ partial pressure and increase of the CO partial pressure as a function of time and DC-current (lower insert). The right hand scale indicates the flow rates.
Table 1 shows the results of the in situ Auger analysis. The reference state (A) before the carbon deposition is characterized by 3 at % C and 13 at % O on the surface. This was a typical composition of the wall for TEXTOR at that time (leakage rate $\leq 5 \times 10^{-5}$ mbar l/s). It no longer changed significantly when prolonged RG-discharges in pure hydrogen were operated. After the carbon deposition (B), the concentration of C increased to 22 at %, that of oxygen decreased to 8 at %. It is important to note, that the carbon is present on the surface in carbide form. The fraction of graphitic carbon is too small to be resolved from the Auger signal. Assuming that there was no diffusion of C into the bulk of the sample during the deposition process, one deduces a coverage of about 1 monolayer. Assuming further that the specimen is truly representative of the whole liner, the total number of C atoms on the first wall of TEXTOR is about $8 \times 10^{20}$. Since the surface roughness of the liner, the diffusion profile of C and the homogeneity of the deposition are not known, the agreement of the Auger data and that of the RGA particle balance appears reasonable.

On the same basis one evaluates that a total number of about $1.75 \times 10^{20}$ oxygen atoms were removed from the surface. This is roughly 1/4 of the value from the RGA measurements.

No darkening of windows or other deleterious effects were observed as a consequence of the carbon deposition.

The first tokamak discharges after the carbonization liberated some carbon from the wall. The maximum intensity of the CV radiation increased from 1 unit (arbitrary scale) for the reference state, to 5 units; the OVI intensity decreased from 5 to 2.8 units. These ratios correspond well with those of the Auger analysis. A significant CO release was observed in the RGA after each tokamak shot. It was larger than that of CH, and had not been observed to such an extent before. It may well be that H$_2$O outgassing from hidden surfaces in the machine becomes dissociated, ionized and confined in the plasma. Oxygen ions splash on the first wall at the termination of the tokamak pulse where they meet carbon and form volatile CO. The reoxidation of the surface is thus reduced.

The overall performances of the tokamak discharges were essentially unchanged. The stability of the pulses and their duration (up to 2.5 s) in particular were not affected except for the first five tokamak pulses following the carbon deposition. An increase of Te and of the electron energy confinement time have been indicated but remain to be rechecked in forthcoming experiments. The influence of carbon on the metal impurity release during tokamak shots could not be studied during this first experiment.

After about 54 tokamak discharges and 16 h RG-cleaning in pure hydrogen the surface composition was checked again by Auger spectroscopy. The oxygen level had returned to its value before the carbon deposition, C decreased to 14 % (row C in table 1). This indicates that only little carbon is lost during the tokamak discharges but that it is mainly redistributed around the torus. The increase of oxygen may be due to the diffusion of C into the bulk in the meanwhile such that it no longer competes with O for surface sites.

RG-discharges in pure hydrogen were run uninterruptedly during the following weekend. They brought the wall back to the initial reference surface composition.

One monolayer is taken to be $2 \times 10^{15}$ atoms cm$^{-2}$. 

...
Table 1:

Surface composition of a liner specimen in at % as measured by in situ Auger spectroscopy

A reference state of the liner, precleaned by RG discharges in hydrogen
B after 30 min RG discharge in \( \text{H}_2 + \text{CH}_4 \) (0.85 %)
C after 54 tokamak discharges and 16 h RG cleaning in hydrogen.

<table>
<thead>
<tr>
<th></th>
<th>Cr</th>
<th>Fe</th>
<th>Ni</th>
<th>Mo</th>
<th>C</th>
<th>O</th>
<th>S</th>
<th>N</th>
<th>K</th>
<th>Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>18</td>
<td>5</td>
<td>49</td>
<td>2</td>
<td>3</td>
<td>13</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>16</td>
<td>3</td>
<td>41</td>
<td>1</td>
<td>22</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>18</td>
<td>4</td>
<td>39</td>
<td>-</td>
<td>14</td>
<td>14</td>
<td>5</td>
<td>4</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

Conclusion

The information obtained in the first experiment on the reversible plasmachemical deposition of thin carbon films in TEXTOR is still incomplete. Especially a more detailed analysis of the metal impurity concentration before and after the carbonization is required. Nevertheless several conclusions can be drawn:
- the technological feasibility of an in situ deposition of carbon films has been demonstrated;
- only RGA is required for the process control, an attractive feature for large machines with engineering orientation;
- the response of tokamak discharges on the formation of a carbidic wall surface, which results from our method, appears to be favourable;
- no frequent redeposition of C appears to be necessary. If it were the case, the puffing of a little \( \text{CH}_4 \) at the end of a regular tokamak discharge may suffice /4/.

The time required for the balanced formation of carbide layers on the wall and on limiters may explain the long tokamak conditioning of graphite limiters.
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Experiments in T0-2-tokamak with toroidal divertor


I.V.Kurchatov Institute of Atomic Energy, Moscow, USSR

Studies in the divertor operation at the plasma density $1.2 \times 10^{13} \text{cm}^{-3}$ have been carried out. The divertor efficiency for the fluxes of particles ($\eta_p \approx 85\%$) and for energy ($\eta \approx 80\%$) have been measured. The divertor layer structure and the plasma parameters in it have been studied. The energy anomaly factor is found to be equal: $\eta_p = 3$. The absolute concentrations of the main impurities in the tokamak plasma are found by the optical methods. The calculated $Z_{\text{eff}}$ on the basis of these measurements exceeds unity by 1%. The burn-out of neutral hydrogen near the walls of the toroidal chamber at a cross-section located far away from the gas feed valve is found by the luminosity of $H_\beta$. The power-supply of 1 MW for ICRH has been prepared. The study of wave propagation at a low power level in plasma has been done. It has been shown that a fast magnetosonic wave propagates within a raystrack tokamak, at a field drop by 35% in the divertor zone, in the same manner as in the circular tokamak.

Preliminary Abstract (4-page paper not received in time).
DEUTERIUM AND IMPURITY FLUXES IN THE LIMITER SHADOW OF T-10:
INDICATION FOR TIME DEPENDENT LOCAL SOURCES
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INTRODUCTION

Using the surface analysis station WASA /1/ time resolved measurements of deuterium and impurity fluxes for both toroidal directions at different radial positions in the near wall region of the limiter shadow of T-10 were carried out.

EXPERIMENTAL

Rotating a deposition probe behind fixed windows particle fluxes to the ion drift side and to the electron drift side were simultaneously detected with a time resolution of about 90 ms. Iron fluxes are routinely collected during single pulses on an Ag evaporation layer and are subsequently in-situ determined by SIMS /2/. The results of about one hundred pulses for three different radial positions are summarized here. Furthermore five shots were superimposed with PAPYEX as the collector material to get quantitative values for the particle densities and to extend the method to light impurities and working gas. The carbon samples were transferred in air and analyzed by RBS and ERD making it also possible to estimate the impact energy of deuterium. The toroidal and poloidal location of the WASA probe and main internal structures (active sector limiter facing the ion drift side of the probe and aperture limiter facing the electron drift side) are shown in Fig. 1.

Fig. 1
RESULTS

The presentation of the in-situ iron flux measurements is restricted to the quiet and reproducible plateau phase of normal discharges (without major disruptions). The following statements can be made:

- Time averaged fluxes decay exponentially with the probe position radius $r_p$. The characteristic lengths are different for both toroidal directions (on the electron side 6 mm and on the ion side 13 mm). Furthermore, the ratio between the electron side and ion side signals reverses in the near wall region (near the liner the flux from the ion side is larger but in the middle of the scrape off the electron side flux becomes dominant; Fig. 2).

- Besides obvious similarities, the time dependence of the different directed fluxes shows systematic differences (Fig. 3 shows typical examples for the distinct evolution during the plateau phase). The flux difference at 365 mm is caused by a faster rise of the $e^-$-side signal whereas the dominance of the $I^+$-flux at 385 mm is approximately independent on time.

- There are remarkable fluctuations from shot to shot and a large influence of the plasma column position (see also /3/).

In the experiment with the carbon collector three of the five pulses terminated with a major disruption at 320 ms. The following results are obtained:

![Fig. 2: Radial dependence of the time averaged Fe-fluxes](image1)

![Fig. 3: Time evolution of the flux difference during the plateau phase](image2)
The impurity level near the wall is very high in all phases of the discharge. In the plateau phase the concentration ratio $n_{\text{imp}}/n_{\text{deut}}$ is about 0.4 for O, 0.05 for Fe-Cr-Ni and $2 \times 10^{-3}$ for W.

- The estimated implantation energies of deuterium are about 25 - 40 eV in the plateau phase and larger than 100 eV in the disruptive phases.

- All fluxes show different time evolution for the different flux directions (Fig. 4).

DISCUSSION

The simple model of plasma particle diffusion across the magnetic field lines into flux tubes with free streaming along these tubes /4, 5/ does not explain the different time behaviour of the measured fluxes parallel and antiparallel to the toroidal field. Also the different decay lengths of the fluxes in both toroidal directions are indications against the applicability of the model. There may be two main reasons for these difficulties. Firstly limiter and wall are acting as sources of deuterium and impurities and secondly during the plateau phase a special plasma is built up near the limiter that is much colder and denser than that at other toroidal positions.
in the limiter shadow region /6/. Therefore time dependent local sources have to be included especially if the probe is located near the liner and the limiter. In the PAPYEX experiment the active sector limiter on the ion side of the WASA probe could be a source of deuterium. Where- as the evolution of the electron side flux is similar to that of the line averaged density an additional flux to the ion side at the end of the plateau phase was observed (Fig. 4). A possible explanation could be that due to a plasma limiter contact deuterium was released from the surface and contribut ed asymmetrically to the toroidal fluxes. If thi contact be- tween limiter and main plasma is also a source of neutral iron impurities the characteristic radial length for the ion side fluxes should be approximately equal to the ionisation length and therefore larger than the diffusion length observ ed on the electron side (Fig. 2).

CONCLUSIONS

From time dependent measurements of deuterium and impurity fluxes in the limiter shadow of T-10 it is concluded that the consideration of time dependent local sources and plasma pro­ perties is necessary to explain the particle transport in the near wall region.
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PLASMA EDGE MEASUREMENTS DURING ADDITIONAL HEATING IN THE TFR TOKAMAK
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I. Introduction

During last two years, a large part of the experimental work on TFR has been devoted to ion cyclotron resonance heating (ICRH), in view of reducing the large increase of metallic impurities which has been observed in the plasma during the RF pulse /1/. A simple computation of the nickel source (as far as sputtering on the inconel limiter was concerned) gave evidence that we could improve the situation by replacing the inconel limiters by graphite ones (5890-PT of Carbone Lorraine). For the last experiments, the limiter configuration has been as follows: one complete set of poloidal limiters at port P5 (r = 195 mm) the external part of it being a low-field side limiter antenna. An external movable limiter was located at P4 (where a high-field-side antenna was installed) and an internal one at P7.

Using graphite limiters allowed a reduction of the metallic impurities in the discharge by an order of magnitude /2/.

Nevertheless, ICRH is still affected by more metallic impurities than neutral beam injection (H^+ + D^+) for which a 600 kW power level has to be reached to yield metallic impurities /3/. In the case of ICRH, metallic impurities radiance grows linearly with the power level, the l.f.s.a yielding 3 times more impurities than the h.f.s.a /4/.

To try to understand these differences, an extended investigation of the scrape-off layer has been undertaken. To that purpose, two Langmuir double probes were used, one in a port next to the l.f.s.a (P6) and one two ports away (P8).

An EXB analyzer /5/ could also be used in the last experiments to measure the ion parallel velocity. The typical discharge parameters are:

\[ I_p \approx 150-200 \text{ kA} \quad V_T \text{(loop voltage)} \approx 1.5 + 2.5 \text{ V} \quad n_e \approx 3-7 \times 10^{13} \text{ cm}^{-3} \]

\[ T_e(0) = 1-2 \text{ keV} \]

In section 2 we summarize the results of the Langmuir probes. Section 3 is devoted to preliminary results of the EXB analyzer and at last we draw the first conclusions and the prospects of these studies.

II. Plasma edge studies with Langmuir double probes

The main advantage of the double probe is that the interpretation of the results is simple in a "maxwellian" plasma. The probe characteristic is then:

\[ I(V) = I_{Sat}^{+} t \cosh \left( \frac{eV}{2kT_e} \right) \quad (1) \]

where the ionic saturation current is:

\[ I_{Sat}^{+} = n A q_i \left( \frac{kT_e}{2\pi m_i} \right)^{1/2} \]

(A being the effective collection area, \( q_i \) and \( m_i \) the ion charge and mass).
A sweep polarization ($\pm 60 \, \text{V}, 80 \, \text{Hz}$) provides a characteristic every 6 ms. But it should be reminded that a large uncertainty will remain. It is mainly due to the density fluctuations. The typical error on electron temperature is estimated as 10% but it may reach 50% on the density.

A second point to be clarified is the effect of the RF electric field on the probe characteristic, which becomes

$$I(v) = I^+_{\text{Sat}} \times \frac{I_0(\alpha) \times \exp\left(\frac{eV}{kT_e}\right) - 1}{I_0(\alpha) \times \exp\left(\frac{eV}{kT_e}\right) + 1}$$

(2)

where $X = \frac{2eV}{kT} \sin \frac{\phi}{2}$, $I_0$ being the modified Bessel function, $\tilde{V}$ the amplitude of the RF perturbation and $\phi$ the phase between the 2 probes. In fact, its main effect is to shift the characteristic towards the negative potential: $T_e$ may still be deduced from the first derivative at the inflexion point.

a) Results obtained during neutral beam injection

Experiments made with NBI heating ($H^0 + D^+$, 40 keV) were investigated. Even with 300 kW effective power into the plasma, no temperature increase neither density increase could be noticed. The first significant increase of $T_e$ required 600 kW effective power to appear (Additional inflow of metallic impurities occurred at the same power level).

b) Results obtained during the RF pulse

The main results may be summed up as follows (see fig.1 and fig.2).

- The whole scrape-off layer - i.e. the region between the limiter and the wall - shows an increase of the electron temperature. This effect is likely to be very important in the region $r = 22 \, \text{cm}$ to $26 \, \text{cm}$, where the electron temperature reaches and often exceeds 10 eV, which is enough, through the potential drop ($\sim 3 \, kT_e^\circ$) of an electrostatic sheath, to accele-
rate the impinging ions above the sputtering threshold.
- Both double probes gave similar results, which indicates that this effect is not restricted to the vicinity of the antenna.
- This phenomenon is qualitatively independent of the type of antenna used to launch the wave (high-field-side or low-field-side) but also of the heating regime (mode conversion or minority proton heating).
- A very short time (< 200 µs) elapses between the beginning of the RF pulse and the increase of the ion saturation current.

Usually the electron temperature stayed at the same level during the RF pulse and decreases to the preceding level at the end of it.
- As spectroscopic measurements showed that the metallic impurity radiance is a linear function of the RF power level with a given antenna and that the l.f.s.a. yielded more impurities that a h.f.s.a at the same power level, measurements were made with the Langmuir probe in these cases. Although $T_e$ seems to vary similarly (fig.1), the differences are hardly greater than the physical uncertainties.

More convincing results were obtained by increasing the RF power during the pulse. An impressive correlation appears a fig.3 between the evolutions of $T_e$, B Ni XVIII and $P_{RF}$ during the RF pulse.
- The plasma density shows also a large increase and the effect is stronger in the most peripheral layers where $n_e$ is increased by more than an order of magnitude (at $r = 260$, i.e. in front of the liner, the density jumps from less than $10^{10}$ cm$^{-3}$ to more than $10^{11}$ cm$^{-3}$). The e-folding length $\lambda$ of the density profile is also slightly greater. $\lambda$ which is usually equal to 0.7-0.95 cm may reach 1.1 to 1.7 cm. If we assume the radial diffusion coefficient in the scrape-off layer to be approximated by half the Bohm diffusion coefficient, then as $D_N = \frac{\lambda^2}{\tau_n}$ ($\tau_{ni} = \frac{4 \pi R}{v_{ni}}$ where $R$ is the major radius and $v_{ni}$ the parallel velocity component parallel to the magnetic field) Consequently

$$\lambda^2 = \frac{4 \pi R}{v_{ni}}$$

If $T_e = 5$ eV, $\lambda \approx 0.75$, which is in good agreement. The variations of $\lambda$ corresponded, for a little part to a $T_e$ increase and certainly to a large extent to the large increase ($\sim 300\%$) in wall desorption of hydrogen which led to increased recycling /7/.
III. Preliminary results of the EXB analyzer

The EXB analyzer is described in ref. 5. Let us recall that through the electromagnetic drift velocity imposed on the D+ particles, we are able to analyze the parallel velocity distribution of the D+ ions.

During ohmic discharges, there was a good agreement between the results of the Langmuir probes and the EXB analyzer as far as the electrostatic field E did not go beyond 400 V cm⁻¹.

During the RF pulse, we had to get rid of the impinging electrons, which was not always possible. Nevertheless, the results corroborate Langmuir probes' ones.

The parallel velocity distribution function was assumed to be

\[ f(u) = n \left( \frac{m_i}{2\pi kT} \right)^{3/2} \exp \left( -\frac{m_i u^2}{2 kT} \right) \]

So \( I^+ = q_i A \int f(u) du \), and \( f(u) \) is approximated by \( \frac{\mathcal{I}^+}{q_i A n_i \Delta u} \)

In fig. 4, we show that for different velocity bands, the \( f(u) \) approximation seems to induce \( T_i \approx 15-20 \) eV at \( r = 215 \) mm during ICRH (l.f.s.a P \( \approx 200 \) kW).

IV. Conclusions and prospects

The measurements made in the scrape-off layer of TFR during ICRH prove that an as yet unknown mechanism increases the energy content of the boundary layer. This effect is not local. Furthermore, we gave evidence that both electrons and ions gain energy during ICRH, whereas no increase of \( T_e, T_i \) and \( n_e \) is noticed with NBI at the same power level.

As it appears to be the main reason of the metallic impurity release and of hydrogen desorption, it has to be investigated some more.

At the experimental level, studies will be undertaken on the density and current fluctuations in the scrape-off layer at the \( \omega_{ci} \) frequency.

Furthermore, special emphasis will be put on the study of the high energy tail of the distribution function of the D+ ions, thanks to the EXB analyzer.
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Scaling of plasma scrape-off layers in tokamaks
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1. Theoretical estimates concerning the scrape-off layer in tokamaks are often based on models which lead to spatially exponential distributions of the relevant plasma parameters. Due to non-linearities in the governing equations evoked through parametric dependences in particular of the diffusion coefficients, the structure of the scrape-off layer must in general be described by solutions of different type. For an assessment of external control measures proposed to improve transport in the scrape-off layer of tokamaks, especially with regard to pump limiter action, the problem of the structure of the boundary layer is reconsidered analytically.

2. The radial distribution of the plasma density $n$ in the scrape-off layer is assumed to be determined by a diffusion equation of the form

$$ \frac{\partial n}{\partial t} = \frac{\partial}{\partial x} D \frac{\partial n}{\partial x} - \nu n \tag{1} $$

Here the loss term is taken to be proportional to the hydrogen component of the plasma density. The magnitude of the inverse particle escape time $\nu$ depends in general on several processes: streaming along magnetic field lines, recombination and charge-exchange, and also on ionization, recycling, and additional gas supply. For the purposes intended here, especially with regard to the effect of a pump limiter, the particle streaming term is considered to be the dominant contribution to the losses, i.e. $\nu = v_{\parallel}/L$ where $v_{\parallel}$ is the flow velocity and $L$ a characteristic length denoting the distance to the limiter. The diffusion coefficient $D$ is taken to be of the form

$$ D = D_s n_s/n \tag{2} $$

where $D_s$ and $n_s$ are the values of $D$ and $n$ at the inner boundary of the scrape-off layer; $x=0$ denotes the position of
the inner boundary adjacent to the plasma of the core. This particular form of \( D \) models a space-dependent diffusion coefficient increasing outward which is in accordance with experimental results. In contrast to diffusion coefficients assumed to depend explicitly on the position \( x \), the implicit dependence allows to find solutions analytically resp. to study their behaviour as function of the governing parameters. A variety of particular or approximate solutions of diffusion equations has been discussed recently; the application should be of interest also to the stability problem of the steady state solutions which are discussed in the following.

3. The integral of equ.(1) for the steady state, obtained upon introduction of the variable \( \phi \) through the relation
\[
\eta = n_s \exp(-\phi)
\] (3)
is the equation
\[
\phi'^2 = \frac{2\nu}{D_s} \exp(-\phi) - \frac{2\nu}{D_s} + \left( \frac{r_s}{n_s D_s} \right)^2
\] (4)
where \( r_s \) is the flux density of particles entering the scrape-off layer at \( x=0 \). The scaling length corresponding to the one introduced in the case of a constant diffusion coefficient is
\[
\Lambda = \left( D_s/2\nu \right)^{1/2},
\]
as is seen from equ.(4) by introducing the normalized coordinate \( \xi = x\left(2\nu/D_s\right)^{1/2} \). Due to the nonlinearity of the equation, a second dimensionless parameter \( A \) determines the width and the structure of the scrape-off layer:
\[
A = \frac{r_s^2}{2\nu n_s^2 D_s}
\] (5)

4. Depending on the sign of \( A \), two qualitatively different types of solutions occur. The limiting case \( A=0 \) corresponds to a particular value of the particle flux at the boundary of the scrape-off layer which leads to a density profile of the form
\[
n = \frac{n_s}{\left(1 + x/2\Lambda\right)^2}
\] (6)
i.e. an algebraic dependence on \( x \).
For $A > 0$, the solution becomes with $r = A^{1/2}/2\Delta$.

$$n = \frac{An_s}{(A^{1/2}\cosh rx + (1+A)^{1/2}\sinh rx)^2} \quad (7)$$

Since in this case

$$\frac{I_s^2}{2\nu n_s^2D_s} = \frac{I_{sL}^2}{2\nu n_s^2D_s} > 1$$

profiles given by expression (7) occur when the particle flux $r_s$ at the separatrix is large and/or the flow velocity $v_s$ is low, i.e. for small pumping rates. Compared to the situation with $D = \text{const}$, the width of the scrape-off layer depends also on $A$, e.g. for large $rx$

$$n \to n_s \exp(-A^{1/2}x/\Delta)$$

For $A \to 0$ and small $x$, the solution (6) is recovered.

5. If $A < 0$, another solution is found. Rewriting equ. (4)

$$\phi^{'2} = \exp(-\phi) - a \quad (4a)$$

where

$$a = |A| = 1 - \frac{I_s^2}{2\nu n_s^2D_s}$$

it is seen by inspection that an upper limit $\phi_c$ on $\phi$ exists, for which $\phi'$ becomes zero. It follows that the solution exists only in a finite range $0 \leq \xi \leq \xi_c$, and that the density has a limit value

$$n_c = n_s \exp(-\phi_c) = an_s \neq 0$$

This solution corresponds to high pumping speeds i.e. when the pumping rate is strong compared to the diffusion rate. The density profile is given by the expression

$$n = \frac{an_s}{(a^{1/2}\cos u + (1-a)^{1/2}\sin u)^2}, \quad u = a^{1/2}x/2\Delta \quad (8)$$
Here $\xi_c$ is obtained from the condition
\[ a^{1/2} \cos u + (1-a)^{1/2} \sin u = 1 \]
or
\[ \cos(\xi_c^{1/2}/a) = a^{1/2} \]  \hspace{1cm} (9)

because $n = a n_s$ at $\xi = \xi_c$.

For large $n$ or $a \approx 1$, $\xi_c$ becomes
\[ \xi_c = \left(\frac{2}{a}\right)^{1/2}(1 - a^{1/2}) \]  \hspace{1cm} (10)

The difference of the two cases $A > 0$ and $A < 0$ is indicated by the behaviour of the solution in the $(\varphi, \varphi')$ - plane. Since $n/n_s = \exp(-\varphi) < 1$, it is sufficient to consider the half-plane $\varphi > 0$. The line $\varphi' = \exp(-\varphi/2)$ for $A=0$ separates the region for which solutions exist which extend to infinity ($n \to 0$) from the ones which are represented by closed curves ($n \to n_c$).

6. The properties of the model equation discussed above should give some insight of the behaviour of more realistic systems used in the numerical simulation of the processes which determine the structure of the boundary layer. The results also indicate options to adjust the width and the structure of the scrape-off layer to variable conditions e.g. when during discharges changes occur in the parameters at the separatrix or inner boundary.

Fig.1 Solutions of equation (4) in the $(\varphi, \varphi')$ - plane
Introduction

The motion of fast ions in the magnetic field of a tokamak with a bundle divertor has been discussed in paper /1/. However, the changes in the velocity space boundaries which arise in the presence of a bundle divertor have not been studied, nor have there been any detailed simulations of neutral beam injection into DITE with the MkII bundle divertor. In this paper we will determine the major fast-ion loss mechanism in DITE with a bundle divertor, investigate the velocity space loss region boundaries in the presence of a bundle divertor, and simulate the neutral beam injection (NBI) power deposition of DITE with the MkII bundle divertor.

Loss Region Boundaries

Velocity space loss region boundaries in a tokamak with a bundle divertor are determined by following guiding-centre orbits in a magnetic configuration consisting of an axisymmetric tokamak field plus a set of current-carrying coils representing the bundle divertor. The bundle

![Diagram](image)

Fig. 1 Velocity space loss region boundaries for particles injected on the flux surface \( r = 0.105 \text{m} \). --- contours at 10, 20, 30, 40keV.
divertor ripple is localised about the toroidal position of the bundle divertor, and is composed of a central minimum flanked on each side by local magnetic field maxima. In DITE the peak-to-peak ripple magnitude on the magnetic axis is ~ 5% and rises to 100% at the separatrix radius.

The presence of such a large ripple leads to particle trapping between the 1/R variation of the toroidal magnetic field and the local maxima of the bundle divertor ripple. Once fast ions become trapped in this well they are lost from the plasma by VB-drift, on timescales of the order of the vertical drift time. In a tokamak with a DITE-type bundle divertor this loss mechanism is the dominant loss process, and greatly exceeds both ripple-trapped loss and banana-drift diffusion.

A typical set of velocity space boundaries which arise in a tokamak with a bundle divertor are shown in fig. 1. The loss region covers a large fraction of the banana-trapped region of velocity space. Figure 1 also shows that counter-injection should lead to greater losses than co-injection. These loss region boundaries are in contrast to those found in a tokamak with toroidal field coil ripple /2/, where the banana-trapped region splits into loss bands due to ripple-trapping and banana-drift diffusion.

**NBI Power Deposition**

NBI heating of diverted discharges on DITE are modelled by using the Monte Carlo fast-ion transport simulation code FREYA /3/. This code models both the neutral beam deposition and the subsequent thermalisation of the fast ions. The majority of the simulation runs have modelled nearly-tangential pencil beam co-injection into plasmas with $T_e = T_i = 800$ eV on axis, and $n_e = n_i = 5 \times 10^{19}$ m$^{-3}$ on axis. Charge-exchange has been neglected, and the effects of the 1/2 and 1/3 energy components of the beam have also been neglected.

For simulations of nearly-tangential 24 keV neutral beam co-injection into DITE it has been found that the fast-ion energy loss from undiverted discharges is negligible. Simulations of diverted discharges have been carried out for a range of injection energies from 5 keV to 100 keV and for a range of plasma currents from 150 kA to 300 kA.

In none of these simulations was the fast-ion energy loss, which includes first orbit losses, greater than 7% of the total injected energy. The variation of fast-ion energy loss with plasma current and injection energy are shown in fig. 2. The turning point in fig. 2(b) is due to the fact that below about 15 keV the time taken to pitch-angle scatter out of the loss region becomes shorter than the vertical drift time to the wall. Although no more than 7% of the injected energy was lost in any simulation run, the proportion of fast ions which were lost was in the range 20%-25%. 

NB!
The energy and spatial distributions of lost fast ions are determined for each simulation run. Some typical distributions are shown in fig. 3. For 24 keV neutral injection into DITE with a bundle divertor the average energy of the lost ions is about 6.9 keV, which could lead to relatively high sputtering yields. The fraction of ions which are lost is about .22. These ions are lost from the plasma volume in the range of poloidal angles \(30^\circ < \theta < 120^\circ\). There do not appear to be any preferential toroidal angles for which the fast ions are lost. The shape of the loss orbits could lead to a significant particle flux at the fixed limiters. This in turn could produce a very high thermal load, since the particle loss is localised in poloidal angle.

**Conclusion**

Monte Carlo simulations of nearly-tangential, co-injected NBI heating of DITE-type discharges with a bundle divertor have produced fast-ion energy losses of no greater than 7\% for a wide range of injection energies and plasma currents. This level of energy loss should be tolerable. The fast-ion loss is between 20\% and 25\% of the injected particles. This high level of particle loss poses potentially the most serious problem associated with NBI heating in the presence of a bundle divertor, as the energies of the lost ions are of the correct magnitude to produce relatively large sputtering yields. The energy flux of the lost ions may also be localised on the fixed limiters, and this could produce very high thermal loads.

**References**


Fig. 2 (a) Fast-ion energy loss versus plasma current; (b) fast-ion energy loss versus injection energy.

Fig. 3 Simulation runs with $I_p = 200\text{kA}$, $B_o = 2.8\text{T}$, $E_o = 24\text{keV}$; (a) $\theta$, $\phi$ distribution of lost ions; (b) energy spectrum of lost ions.
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ABSTRACT

The preconceptual design is presented of a Tokamak reactor with an hybrid toroidal magnet, which can fulfil INTOR-NET objectives with smaller size \( R_o = 4.5 \) m, \( a = 1 \) m and cost, operating at \( B = 6.1 \) T. Useful ignition margins can be gained by increasing \( B_o \) up to \( 8 \) T with still an acceptable power consumption in copper toroidal coils.

1. INTRODUCTION

The scope of the paper is to investigate the feasibility of an experimental Tokamak reactor with medium-high toroidal field, viewed as an INTOR-like intermediate step between the present generation of large Tokamaks and the generation of DEMOs [1]. The use of such fields permits achieving ignition with useful margins and demonstrating engineering feasibility of a fusion reactor with reduced size and cost of the facility. Because of present limits on superconducting magnet technology, an attractive solution to obtain medium-high fields is the use of an hybrid superconducting-copper magnet.

In this paper, we present the main features of an hybrid toroidal magnet Tokamak reactor (HTMR) designed for \( B_o \) operation up to \( 8 \) T. In HTMR (see Table I and Fig. 1), D-T ignition can be achieved for \( B = 6.1 \) T with a power consumption in copper coils of 30 MW and \( V_{*}^{(HTMR)} = 0.6 V_{*}^{(INTOR)} \) (\( V_{*} \sim R^2a_k \) is an approximate estimate of the engineered volume, an important cost parameter).

2. PHYSICS BASIS

As in INTOR design study [1], the INTOR-ALCATOR scaling for \( \tau_E \) has been used as a guideline for HTMR and the scaling \( \beta_{DT}^{(H)} = 0.2 a(1+K^2)^{1/2} R q_{I}^{(H)} \) for useful beta, together with a safety factor \( q_{I}^{(H)} = 2.1 \), has been assumed.

By increasing \( B_o \), ignition margins can be gained providing safety against uncertainties in \( \tau_E \) and \( \beta_o \) limit. For instance, degradation of confinement has been observed in a number of auxiliary heating experiments. Moreover, the above scaling for \( \beta_{DT} \) should be considered as a \( \beta_{DT_{max}} \) and, consequently, a margin should be allowed to compensate for pressure of \( \alpha \)-particles and impurities.

3. MACHINE DESIGN GUIDELINES

The main feature of HTMR is the possibility of operating at high toroidal field with a moderate power consumption in the toroidal magnet.
### Table I - HTMR Parameters

#### GEOMETRY
- Plasma major radius, $R_o$ 4.5 m
- Plasma minor radius, $a$ 1 m
- Elongation, $K$ 1.6

#### PLASMA
- Field on plasma axis, $B_0$ 6.1 T
- Safety factor, $q_I$ 2.1
- Plasma current, $I_p$ 5.7 MA
- Useful beta, $\beta^\text{有用}_p$ 3.8%
- Density-average plasma temperature, $<T>$ 10 keV
- Average plasma density, $<n>$ $1.75 \times 10^{20} \text{ m}^{-3}$
- Thermonuclear power, $P_{\text{th}}$ 570 MW
- Neutron wall load, $P_{n}$ 1.7 MW/m²
- RF heating power, $P_{RF}$ 45 MW

#### OPERATION
- Burn time 100 s
- Number of pulses $10^5$

#### SUPERCONDUCTOR SHIELDING
- Inboard - Outboard 0.5 m - 0.9 m

#### BREEDING BLANKET
- Material $\text{Li}_2\text{O}, \text{SS-316}, \text{Pb-Bi}$
- Breeder temperature 400-800 °C
- Thickness (inboard) - (outboard) 0.4 m - 0.55 m
- Breeding ratio ~ 1
- Tritium recovery continuous He purge

#### SUPERCONDUCTING TF COILS
- Contribution to $B_0$ 5 T
- Number of coils 12
- Clear bore $5.1 \text{ m} \times 6.7 \text{ m}$
- Conductor $\text{NbTi} + \text{Nb}_3\text{Sn}$
- Maximum field 11 T
- Ampère turns 121 MAT
- Refrigeration power 5 MW

#### COPPER INSERT TF COILS
- Number of coils 24
- Clear bore $3.4 \text{ m} \times 5.2 \text{ m}$
- Ampère turns 25 MAT
- Current density 850 A/cm²
- Resistive power, $P_\Omega$ 30 MW

#### PF COILS
- Total flux, $\Phi$ 78 V·s
- Location external to TF coils
- Conductor $\text{NbTi}$
- Maximum field 8.5 T
made-up by water cooled copper coils inserted in the interior of an INTOR-like superconducting magnet. These coils, besides increasing the toroidal field in the plasma, provide a partial shield for the superconducting magnet against gamma rays, allowing for a reduction of the shield thickness.

The copper coils are included, together with breeding blanket segments, in 24 modules which can be removed for maintenance through the space between adjacent superconducting coils. The power dissipated in the resistive coils for the reference case \((B_o = 6.1 \text{ T})\) is about 30 MW with a mean copper temperature of 90°C and even for \(B_o = 8 \text{ T}\) this power will be not higher than 220 MW.

In the toroidal superconducting magnet, a maximum field of 11 T has been considered, being compatible with windings of NbTi and Nb₃Sn, thus minimizing the contribution to \(B_o\) of the resistive coils. The presence of copper coils between two adjacent superconducting ones allows a reduction, compared to INTOR, of the HTTR superconducting magnet bore to 6.7 m × 5.1 m without increasing the field ripple (< 1% at the plasma edge).

The total flux swing required for operation at \(B_o = 6.1 \text{ T}\) is about 78 V·s, that can be obtained by a poloidal system with NbTi superconducting coils [1]. Extended performance of the machine, for \(q_1 = 2.1\) and \(B_o\) up to 8 T, should require either a different design of the transformer or the coupling with a RF current drive system supplementing the transformer flux.

As far as impurity control and ash exhaust are concerned, a preliminary evaluation, based on current models of the plasma edge and scrape-off layer, suggests the use of a removable pumping limiter.

For the first wall we are investigating a closed loop system with an eutectic Pb-Bi alloy as a cooler, which, acting also as a neutron multiplier, increases the breeding ratio. The activated coolant circulates inside the shielding system and exchanges heat with water behind the blanket. Calculations show that, for a suitable design, the MHD pressure drop in the cooling circuit is lower than 2.2 bar/m for \(B_o \leq 8 \text{ T}\), allowing the use of an electromagnetic pump.

\(\text{Li}_2\text{O}\) has been chosen as the reference breeder material, either in slabs cooled by water at high pressure (60 bar) or in cylindrical rods cooled by helium. Tritium recovery is achieved by a low pressure helium stream flowing in voids located inside the \(\text{Li}_2\text{O}\). In order to facilitate tritium release, the temperature of \(\text{Li}_2\text{O}\) elements should not be lower than 400°C. To obtain a breeding ratio of about one, even the inboard part of the modules is filled with breeder material. Calculations for blanket and shielding optimization are performed by means of an ANISN code with a 100 groups library. The modular structure of the reactor permits, in principle, simultaneous testing of different breeders.

The extraction of each of the 24 modules in the radial direction is achieved by rotating the whole support structure of the superconducting coils and cryogenic system [2] on high-pressure oil hydrostatic bearings. The angular rotation does not exceed 5°. In this way, the gap between superconducting toroidal coils and vacuum chamber is minimized.
Fig. 1 - Elevation view of HTMR
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ABSTRACT

A quantitative comparison of the technology requirements, safety and cost of a d-d compact reversed field pinch reactor (CRFPR) relative to a d-t/CRFPR has been performed. The first wall/blanket and energy recovery cycle for the d-d reactor is simpler and has a higher efficiency than the d-t reactor. Tritium technology for processing the plasma exhaust is required for d-d reactors, but no tritium containment around the blanket or heat transport system is needed. Safety analysis shows similar consequences of the release of activated corrosion products or activated first wall/blanket structure. Consequences of all postulated d-d accidents for tritium releases are significantly smaller than those from the d-t reactor. Cost studies show that the cost of electricity from a d-d reactor is about 40% higher than that of a d-t reactor.

INTRODUCTION

The advantage of using d-d instead of d-t to fuel fusion reactors is that deuterium is available in nature whereas tritium must be bred in the reactor blanket via neutron-tritium reactions that may require the use of liquid metals and the associated safety hazards. The disadvantages of using d-d instead of d-t are the higher plasma temperature, higher plasma energy confinement requirements, and lower d-d reaction rate that leads to lower power density and, thus, larger reactors for the same net electric power output. However, despite these qualitative differences a quantitative assessment is required if meaningful conclusions are to be reached.

The RFP assessment focuses on a compact reactor because the annual generating cost of electricity for a compact reactor is projected to be lower than that of an equal capacity conventional fusion reactor /1/. Parameter summary for a point design 1000 MWe for compact d-t and d-d reactors is shown in Table 1 /2/.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>d-t</th>
<th>d-d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major radius (m)</td>
<td>4.3</td>
<td>14.9</td>
</tr>
<tr>
<td>Minor radius (m)</td>
<td>0.72</td>
<td>0.59</td>
</tr>
<tr>
<td>Maximum B-field (T)</td>
<td>3.3</td>
<td>6.0</td>
</tr>
<tr>
<td>β</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>Plasma current (MA)</td>
<td>18.5</td>
<td>27.4</td>
</tr>
<tr>
<td>Average electron density (10^20/m^3)</td>
<td>6.7</td>
<td>7.9</td>
</tr>
<tr>
<td>Electron temperature (keV)</td>
<td>10.0</td>
<td>28.0</td>
</tr>
<tr>
<td>Neutron wall load (MW/m^2)</td>
<td>19.5</td>
<td>3.0</td>
</tr>
<tr>
<td>Surface heat load (MW/m^2)</td>
<td>4.87</td>
<td>4.87</td>
</tr>
</tbody>
</table>
TECHNOLOGY ASSESSMENT

The key technology issues are: (1) first wall and blanket; (2) heat transport and energy recovery; (3) tritium containment and recovery, magnet technology; and (5) vacuum technology.

First Wall/Blanket

The requirements on the blanket of a d-d reactor are qualitatively different than for a d-t reactor because no tritium breeding is required. Instead other requirements on the design are high temperature operation for high thermal conversion efficiency, high neutron energy multiplication, longer lifetime and lower cost.

The d-d/CRFPR first wall and blanket design is a water/steam cooled structure that functions as an integrated feedwater heater, boiler, and steam superheater that drives a steam turbine directly. The first wall is a 1.5 mm corrugated high strength copper alloy plate brazed to a flat plate structure that can tolerate a high surface heat load. It is similar to the STARFIRE and WILDCAT limiter designs. The blanket consists of four banks of austenitic steel tubes, 2-2.8 cm o.d., that are separated in the radial direction by layers of graphite. Each bank consists of two rows of tubes which can be connected in series or parallel /3/.

Our assessment shows that a d-d blanket can achieve an efficiency of 37.5% compared with 35% reported for d-t/CRFPR without using advanced technology or incurring high costs /3/. Note that the 35% efficiency has achieved with the use of liquid lithium metal which requires liquid metal technology and the associated safety hazards. The high temperature d-d blanket achieves a neutron energy multiplication of 1.7 compared to 1.1 in the d-t reactor, partially compensating for the lower power density of the d-d fuel.

The blanket lifetime is controlled by total neutron wall load. Based on 10-15 MNY/m² neutron wall load limit, the blanket/first wall lifetime is expected to be about 3-5 full power years, compared with less than one full power year in the d-t reactor. This reduces the frequency of first wall/blan­kett replacement requirements which is a difficult task for the reactor maintenance. Remote repair will still be required in case of a failure, but these systems could be less complex and costly than those required for annual disassembly.

Heat Transport and Energy Recovery

The energy conversion system uses a steam driven turbine generator and is based on a conventional superheat cycle. The cycle requires 1515 kg/sec of superheated steam at 538°C and 6.9 MPa. The turbine is a six flow cross compound unit producing 1370 MWe. Steam is condensed and flows through a series of six feedwater heaters and returns to the reactor at 250°C. Overall efficiency is 37.5%. Pressure lower than the conventional system (16.7 MPa) was used to reduce first wall stress problems. Some of the 6.9 MPa steam is used to reheat the steam exhaust from the intermediate pressure turbine before it flows to the low pressure turbine.
Tritium Containment and Recovery

Tritium is produced and burned by fusion in the plasma at a rate of approximately 50 gr/day for a 1000 MWe d-d reactor and approximately 3 gr/day of tritium is exhausted, purified, separated, and recycled for refueling the reactor. This compares to a refueling flow of approximately 3.1 kg/day of tritium in the d-t reactor and a blanket breeding rate of approximately 370 gr/day. The tritium flows differ by nearly three orders of magnitude. The systems for recovery and containment of tritium in the blanket and heat transport systems are not required in the d-d reactor. We estimate approximately .2 Ci/day of tritium permeates from the plasma into the water coolant through the first wall, and another .8 Ci/day is bred in the water due to the presence of the LiOH corrosion agent. This 1 Ci/day is well within release guidelines of 10 Ci/day and is therefore released across the steam turbines. The "vulnerable" tritium inventory in the d-d reactor is in the cryopumps and refueling system. The pump inventory can be from 0.08 to 1 g depending on the pump cycle time, and the refueling inventory is approximately 3 g. These compare with vulnerable inventories of 80-1000 gr in the d-t reactor cryopumps, depending on the pump cycle time, and approximately 300 g in the refueling system.

Magnet and Vacuum Technologies

Conventional fusion reactor designs are required to use superconducting coils to eliminate unacceptable ohmic losses in the magnet coils. Plasma is contained in the RFP reactors by low magnetic fields. Thus, stored energy and ohmic losses can be made a small fraction of the gross electric power. Based on these facts normal magnets have been proposed for both d-t and d-d reactors /2/. The magnet technology requirements are the same for both reactors. Due to higher magnetic field requirements in the d-d reactor, the total stored energy in the magnets is approximately 18 GJ which is about ten times larger than the d-t magnets /2/.

The d-d reactor vacuum system requirements are more stringent because of the larger volume, higher gas pressure and lower burnup than in a d-t reactor of similar power output. Based on the same gas removal design (equal effective conductances), the gas load on the vacuum system of the d-d reactor is approximately three times as high as on the d-t reactor. The high gas load can be handled by limiter/diverter and vacuum duct designs of higher conductance and the same pumping technology proposed for d-t reactors.

SAFETY AND COST SUMMARIES

Safety of a d-d was compared with safety of a d-t using four types of attributes: (1) source of stored energy, (2) sources of radioactivity, (3) accident scenarios leading to release, and (4) consequences of the most credible accident scenarios. The major sources of radioactivity reside in the activated first wall/blanket structure, activated coolant corrosion products, and tritium inventories of the reactor and the tritium processing facility.

The major sources of energy considered were plasma kinetic energy, decay heat, stored magnet energy and chemical energy of liquid metal reactions for liquid metal d-t blankets. The plasma kinetic energy of the d-d reactor is 10
times as much as the d-t reactor, but it would not cause any damage to the first wall due to possible energy release. There is also about 10 times as much stored energy in the d-d magnets as in d-t magnets. However, credible scenarios for releasing this energy to cause radioactivity dispersal were not identified. The decay heat in the d-d reactor is nearly three times lower than in the d-t reactor, and it would take 15 min before the first wall would begin to melt following a loss of coolant accident compared to 6 min for the d-t reactors. Blanket melting would take much longer.

The accident scenarios identified for the d-d reactor are the same as those that have been identified for the d-t reactor. The liquid metal/oxygen reaction accident that could occur in a liquid lithium breeder d-t reactor don't exist in the d-d reactor.

The consequences of the release of activated coolant corrosion products appear to be similar for d-d and d-t reactors. The most severe accident identified for potential release of the activated first wall/blanket structure through oxidation was a loss of coolant or loss-of-flow accidents. The consequences are sensitive to alloy composition, but appear to be comparable for d-d and d-t reactors, for a given structural material. The consequences of a major tritium release from a d-d reactor is about three orders of magnitude lower than a d-t reactor. A major tritium release in a d-d reactor results in a 50-year population dose commitment of between 0.001-0.01 rem, depending on the vacuum pump regeneration time. A similar release in the d-t reactor would lead to a 50-year dose commitment between 1-10 rem. The NRC guideline is 20 rem total body dose in two hours following an accidental release.

Recommended economic guidelines were used as the basis for the costing framework used in this study /2/. The cost analysis resulted in COE of 52 mills/kWeh for d-d reactor as compared with 37 mills/kWeh for a d-t reactor which the difference is mainly due to the cost of magnets.
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Empirical Determination of the Parameters of Ignition and Reactor Tokamaks

R D Gill
The JET Joint Undertaking, Abingdon, Oxon, UK

ABSTRACT

Recently derived ion and electron energy containment time scaling laws are used to investigate the constraints placed on the design of tokamks intended to demonstrate ignition and on the parameters of ignited tokamak reactors.

INTRODUCTION

Recent consideration of ohmically and injection heated tokamak experiments /1,2/ has produced empirical scaling laws for the ion energy containment valid in both the plateau and collisionless regimes, and for the electron containment time including its dependence on temperature. The ion containment time is /2/ (in MKS units with the ion temperature $T_i$ in eV)

$$\tau_{EI} = 3.5 \times 10^3 \frac{R a^2 B_t^2}{\phi T_i} q_L \sqrt{A_i} f(V_i^*)$$

where $R$ and $a$ are the tokamak major and minor radii, $B_t$ the toroidal field strength, $q_L$ the safety factor and $A_i$ the ion mass. $f(V_i^*) = 1$ for $V_i^* > 3.3$ and otherwise $f(V_i^*) = 0.46 V_i^* 0.65$ with the mean collisionality parameter

$$V_i^* = \frac{3.49 \times 10^{-16}}{(R/a)} (\tilde{n}_e R/T_i^2) Z_{ION}$$

with $\tilde{n}_e$ the line averaged plasma density and $Z_{ION} \approx (1.25 \cdot 0.41)$. The ion losses exceed neoclassical losses by up to a factor of five over the range $0.02 > V_i^* > 2$. The electron containment time was determined /2/ by regression analysis of a data bank and from injection heating data.

$$\tau_{ee} = 2 \times 10^{-28} R^{1.54} a 0.75 \frac{n_e 1.33 Z_{eff}}{R^2} 0.35 \left( \frac{T_e}{T_e^*} \right)^{0.75}$$

where $T_e$ is the electron temperature and the peak temperature for ohmically heated discharges is

$$T_e^* = 6.47 \times 10^{-3} R^{0.96} a 0.81 Z_{eff} 0.37 1.24$$

with $I$ the plasma current. These scaling laws have been used to construct a $\omega$-D plasma transport model /2/. They are based on both ohmic and injection heated discharges but do not contain data from the recent experiments which show a saturation of $\beta$ at high injection power levels. (e.g. Ref. /4/).
For a tokamak to achieve ignition both the product $\bar{n}T_e$ and $T_i$ must exceed certain values which are taken as $1.8 \times 10^{20} \text{ m}^{-3} \text{ s}$ and $3 \times 10^8 \text{ eV}$, and where $\tau_E$ is the total energy confinement time. The solutions of the model are investigated in a D-T plasma in which the electrons and ions are closely coupled with $T_e \approx T_i$. This condition is fulfilled except at low density in low field machines. The mean plasma density is equated to the maximum value determined from (see Ref. /3/).

![Fig. 1. Minimum toroidal field strength required for ignition as a function of major radius for various values of $\varepsilon$. The curves are for $\zeta = 1, 0.7, 0.5$.](image)

![Fig. 2. $T_e - \bar{n}$ plot showing values of $P_A$ and the ignited and ohmic regimes. ($\varepsilon = 0.25$).](image)

$\bar{n}_e = 2.3 \times 10^{20} \frac{\zeta B_\phi}{qR}$ with $\zeta \leq 1$ for existing experiments. For a given inverse aspect ratio ($\varepsilon$) and $q_L = 3.0$ the $\theta$-D model can be solved for $B_\phi$ for a particular $R$, leading to a $B_\phi - R$ plot (Fig. 1) which shows the minimum sized machine in which ignition can be achieved for a particular value of toroidal field. The curves on Fig. 1 are for various values of...
\( \zeta \) and become broken when \( \beta_0 > R/a \) as these values are generally considered inaccessible on MHD grounds. The rapid rise of \( B_\phi \) at small \( R \) makes the construction of ignition machines with very small \( R \) unattractive. A conservatively chosen machine intended to demonstrate ignition might have \( R = 4m, B_\phi = 6T \).

According to Fig. 1 the INTOR machine would ignite, TFTR might just ignite, but JET would not ignite, at least with the circular plasmas to which these calculations pertain.

\[ R (\ldots) \]

Fig. 3. Effect of changing parameters on \( B_\phi \) and \( R \) for an ignited tokamak reactor.

\[ R (\ldots) \]

Fig. 4. Variation of (a) \( B_\phi \) and (b) \( \frac{\tau_E}{\tau_0} \) for varied \( \zeta \).

The additional power requirements needed to achieve ignition from an initial ohmic plasma are investigated with the 9-D model. Before ignition is achieved, a given set of plasma parameters require additional heating \( P_A \) satisfying

\[ P_A + P_\Omega + P_N = P_L \]

where the \( P_\Omega \) is the ohmic power, \( P_N \) the nuclear power generated as charged particles and \( P_L \) is the plasma power loss. Fig. 2 shows a chart of \( P_A \) (in MW) as a function of \( n \) and \( T \) for a machine with \( R = 1.0 \) m and \( B_\phi = 14T \). It is clear that to pass from the ohmic to ignited regimes that an additional heating power is required of about 2 MW. If the ohmic heating power is increased to include the effects of trapped electrons /5/
then this machine still does not ignite. However, a 5% increase of $B_\phi$ would give ohmic ignition. For larger machines with $R = 5$ m and $B_\phi = 5$ T an additional heating requirement of up to 7 MW is calculated.

3 IGNITED TOKAMAK REACTORS

A successful commercial tokamak reactor must operate with a mean plasma $\beta_T \sim 0.05$ and with a reactor wall power loading $P_w$ of the order of a few MW.m$^{-2}$ ($P_w = 3.6$ is assumed). These conditions, together with the lower limit on $n_e T_e$, the temperature at ignition and the values $\varepsilon = 0.25$, $q = 3$ and $\zeta = 1$ then uniquely determine, within the framework of the $\alpha$-D model, values of $B_\phi = 6.9$ T, $R = 2.9$ m and $T_e^n = 0.615$ s. This gives a tokamak of rather small dimensions and the effect on $B$, $R$ of changing the various assumed parameters is investigated in Fig. 3 from which it is seen that a relatively small increase in the value of $\zeta$ (up to $\zeta = 2$) leads to possible values of $R$ over the range $R = 2.9 - 7.3$ with $B_\phi = 7 - 5.5$ T. The effect of changing the other parameters (with the exception of the $P_w$ value) is to increase the value of $B_\phi$ required.

In Fig. 4 the value of $B_\phi$ as a function of $R$ is shown for various $\zeta$. Also shown is the calculated value $\tau_E$ compared with the containment time calculated from the empirical scaling laws. It is seen that, except for very small major radii, the value of $\tau_E$ required by the reactor consideration is smaller than $\tau_E$ determined by the empirical scaling law by a considerable factor.

4 SUMMARY

(i) The minimum $B_\phi$ of an ignited tokamak has been determined as a function of major radius.

(ii) It has been shown that the empirical scaling law for $\tau_E$ leads to containment times longer than required for an ignited tokamak reactor by a considerable factor.
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THE MIRRORON - A COMPACT DISPOSABLE TANDEM MIRROR FUSION REACTOR

A. Sternlieb
Soreq Nuclear Research Centre
Yavne 70600, Israel

ABSTRACT

A preliminary feasibility study of a compact disposable tandem mirror fusion reactor is undertaken. It is suggested that a near term, D-T burning, compact, disposable fusion reactor, based on the thermal barrier axisymmetric Tandem Mirror approach, is scientifically, technically and economically feasible, using current technologies.

1. INTRODUCTION: THE TANDEM MIRROR APPROACH

The tandem mirror confinement scheme has several favorable features as compared to a tokamak /1/:

(a) It can obtain high-β values, enhancing achievable pressures.

(b) It has continuous operation, unlike tokamaks which are operated inductively. These first two points contribute to a greater economical feasibility. RF current drive for steady state tokamaks is still in its infancy.

(c) It is possible to achieve breakeven without going through ignition, by continuously refuelling and heating the plasma. On the other hand, for a ohmically heated tokamak, ignition is absolutely necessary in order to achieve breakeven. Even if ignition is achieved in a tokamak, β-values have to be high enough to make a reactor economical, which is not easy to achieve.

(d) Tandem Mirror devices have simpler, more accessible geometry. The confinement is separated from the refuelling and heating. High temperatures are achieved by neutral beam injection or RF heating (ICRH, ECRH). In addition to the relatively simpler physics involved, the straight geometry is also more suitable to a hybrid fusion-fission reactor, in which a specially designed blanket surrounds the central cell /2/. Calculations have shown that high energy, 1 MeV/amu, Z≥3 ion beams may be preferable to the difficult to obtain neutral hydrogen beams. Concerning the required RF power, it is hoped that the thermal barrier concept will bring about a significant reduction in the required ECRH power necessary to provide the end plug potentials.

2. CONVENTIONAL TANDEM MIRROR FUSION REACTORS

It has been estimated that a driven tandem mirror reactor of a size not much larger than that of the TMX-U experiment, combined with a breeding and/or power generating blanket, can become economical (Q = 20-30). The TDF /3/
and TASKA 1/4/ planned designs are of such a size. Because of complexity of shielding and superconducting magnets, even such relatively small fusion devices tend to become very expensive and cumbersome. Therefore, high reliability and relatively long life span are necessary. High power densities, heat and radiation fluxes are not allowed. For these reasons, conventional reactors tend to be oversized, expensive, long term and having high output powers of several gigawatts.

In a conventional fusion reactor the plasma at the center is surrounded by a vacuum region which in turn is surrounded by the blanket. Next comes the shielding which protects the superconducting magnets. The blanket is cooled continuously. It is clear that the design optimization of the blanket serves several purposes: it breeds tritium (from lithium) and fissile material (from fertile material), it generates fission power, it collects neutron energy and transports the heat fluxes outwards. Fission suppressed breeding may be used for maximum fissile fuel production.

There are still scientific and technological problems which require careful solutions. Such issues are: tritium handling and radioactivity of the blanket in a hybrid reactor, optimization of the end plug design, achieving of required neutral beam and RF heating sources. Fusion reactors can be combined with a direct-energy converter from end-less ion flux, for better efficiency. The required RF heating power can be reduced in several ways. Among them are: use of thermal barriers, use of axisymmetric configuration, negative potential operation. It is an accepted view that a combination of a hybrid fusion-fission reactor has a better chance to succeed, than a pure fusion device. However, the complexity and high radioactivity of the blanket are serious disadvantages. Breeding hybrids can operate in conjunction with LWR's. It has been estimated that one hybrid breeder can provide fuel for up to 20 LWR's. There have been various estimates of the necessary Q which will make a driven hybrid device with a fertile blanket, economical. This depends on the price of $\text{U}_3\text{O}_8$ / / . However, a Q of 2-5 may be necessary, under the best circumstances. Also they are inferior in environmental safety and simplicity as compared to pure fusion devices; hybrids have the big advantage of combining neutron rich but power poor fusion with power rich but neutron poor fission / / .

3. THE PROBLEMATICS OF COMPACT FUSION REACTORS

A compact fusion reactor can be defined as one which has high power density and, for same total power, is significantly smaller than a conventional magnetic fusion reactor. The difference can be of an order of magnitude (e.g. 0.5 MWe/m$^3$ for a conventional reactor, vs. 5 MWe/m$^3$ in a compact reactor), according to existing designs. A common purpose of any compact concept is to reduce the total mass (volume) of the power generating core. This includes the mass of the first wall, blanket, shield, coils and all mechanical support. In the case of a tandem mirror, it does not include the end plugs. This reduction in mass, is also about an order of magnitude. It is reasonable to assume that the cost of the power core is related to the mass involved. On the overall, it has been estimated (considering the other plant components) that the normalized plant cost (per kWe) is approximately halved for a compact reactor as compared to a conventional reactor. The system power densities, and mass efficiency factors of the compact fusion concepts are comparable to today's LWR's. A major goal of compact designs is to reduce the fraction
of total plant costs taken by the fusion power core (from 0.5-0.8, to 0.3). The compact reactor designs use in general copper coils for magnets, instead of superconducting coils which are used in the conventional concepts. This has as an effect the reduction of shielding required to isolate the magnets from the fusion heat and neutron source, and allows placing the coils closer to the fusion plasma. This has the double advantage of permitting higher magnetic field strength at the plasma and smaller, less costly coils. It has the disadvantage of requiring the recirculation of more electricity from the plant to provide current to the coils. It is expected that materials lifetime in the compact designs will be considerably shorter than in conventional concepts because of higher neutron flux which should result in somewhat increased maintenance and replacement costs. An advantage of compact concepts is that, because the fusion power cores would be smaller than for the conventional fusion concepts, the development steps, test reactors, experiments, etc. might also be smaller, and hence both more affordable and quicker to complete. The compact reactors would come naturally in smaller unit sizes, i.e. power capacity, which might make them easier to market. Also, because the fusion power core is a smaller percentage of total plant costs, shortfalls in the physics and engineering performance of the core have less impact on the cost of the plant.

Although compact concepts have many attractive features, it is generally recognized that uncertainties in the performance and development paths are larger than in the case of the conventional reactor. Extrapolations in physical scale laws are larger and there may be new specific physics issues. The main technological problem for compact concepts is expected to be first wall radiation damage and sputter erosion, leading to more frequent wall replacement. The primary issues for fusion reactor economics are size, power density, wall loading, beta, field strength, choice of first wall material, overall efficiency and maintenance. The primary physics-related issues for compact concepts are the assumption made on what plasma beta and confinement times are needed or assumed. The primary technology issues are the performance of first wall materials at high wall loading and the development of maintenance approaches compatible with high availability and short first wall lifetimes. An important motivating factor among compact concept advocates is to produce small unit plant size (e.g. <500 MWe). Smaller unit sizes, if economically competitive, result in more rapid deployment. Modular construction is necessary to keep costs low.

4. THE MIRROTRON – A COMPACT, DISPOSABLE TANDEM MIRROR FUSION REACTOR

In this paper, we propose a new tandem mirror fusion reactor design, which we call the Mirrotron. In this design, the central cell coil magnets are conventional and placed close to the reacting plasma. The special shielding for the superconducting magnets is thus eliminated. The coils can be powered by a motor generator device. This compact tandem mirror design will have a disposable central cell, which will have to be replaced frequently, because of heavy neutron radiation damage. On the other hand, the limited lifetime of the central cell eliminates the need for remote maintenance. The expected power of a driven, disposable compact hybrid tandem mirror reactor will be under 1 GW.

It should be noted that the Mirrotron is similar in its philosophy to the Riggatron TM concept /5/ of INESCO, Inc. The Riggatron is basically an
ohmically heated tokamak, compact and disposable, with or without auxiliary heating (RF, depending on design and scaling law). However, the success of the Riggatron concept depends entirely on achieving ignition during each pulse, which is highly uncertain; because of unknown scaling of resistivity at fusion regime temperatures and possible disruption instability. There are also many technological uncertainties. Moreover, even if ignition is attained, \( \beta \) values high enough for the Riggatron to become economical will be difficult to achieve.

Therefore, the Mirrotron, whose operation is not dependent on achieving ignition and which can easily attain high \( \beta \) values, has both the advantages of the compact, disposable philosophy and the advantages of the mirror approach. Because of the high power and radiation densities, the central cell will have to be replaced at short intervals. It is probable that technology will be taken to its limits (magnetic stress resistance, heat flux removal, power supply, neutron radiation damage). The central cell can be made modular, with minimum replacement time on site. It is possible to prevent damage of the plug regions, which therefore can be made superconducting. Therefore, replacing central cell modules will be the only major maintenance procedure. It would be desirable to have relatively more RF heating (ECRH, ICRH), and less neutral beams, which tend to be expensive. The conventional proposed tandem mirrors closest to the Mirrotron are the TDF design at Livermore and the TASKA-M concept of Karlsruhe-Wisconsin. However, these two designs are not disposable reactors, but only testing devices, intended for long life-spans. Their Q's are around 20-40% and they use superconducting magnets from the central cell. We expect that the Mirrotron will be a TDF-size device with the proper modifications necessary to make it an economical reactor.

5. SUMMARY

It appears that only steady-state tokamaks and tandem mirror reactor concepts will be at similar stages of development with respect to their potential as conventional reactor candidates, by 1986-1987. At present, the tokamak program has a larger data base, but its continuous operation at high \( \beta \)-values is still uncertain. The opposite is true for the tandem mirror approach. This situation will probably be corrected during the next few years.

In parallel with the conventional approach, it has been instructive during the last few years to consider compact reactor designs. Such a detailed design, called the Riggatron, TM is based on the ohmically heated tokamak. It is suggested in this paper that a similar feasibility study should be undertaken for a compact, disposable design, based on the tandem mirror approach.
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NUCLEAR SPIN DEPOLARIZATION BY CLASSICAL MIXING IN FUSION REACTOR PLASMAS

J.J. Lodder
Association Euratom-FOM, FOM-Instituut voor Plasmafysica "Rijnhuizen", Nieuwegein, The Netherlands

It has been proposed /1,2/ to polarize the nuclear spins of the neutral particles injected in a fusion reactor, which will have various useful effects if the polarization survives on the fusion reaction time-scale. Even if it is true that individual nuclei remain fully polarized, the plasma as a whole does not have to remain polarized sufficiently long since the directions of the individual spins can be mixed classically by the precession of the spin in the complicated fields which are necessary for confinement.

For the present purpose the quantum description of the spin can be replaced by an equivalent classical treatment /3/. The state of the quantum-mechanical spin-half particle can be represented by a state vector in a two-dimensional Hilbert space

$$|\psi\rangle = c_1|\uparrow\rangle + c_2|\downarrow\rangle; \quad c_1^* c_1 + c_2^* c_2 = 1,$$

(1)
or by the equivalent density operator

$$\rho = |\psi\rangle \langle \psi|; \quad \text{Tr} \rho = 1.$$  

(2)

Any density operator for a spin-half particle can be expanded in Pauli matrices

$$\hat{\sigma} = \sigma_x + \sigma_y + \sigma_z,$$

as

$$\rho = \frac{1}{2}(1 + \hat{P} \cdot \hat{\sigma}).$$  

(3)

Conversely, for a pure state the state vector can be found, up to an irrelevant phase vector, from the polarization vector $\hat{P}$. The polarization vector $\hat{P}$ can be interpreted as the direction in which the spin points since

$$<\hat{\sigma}> = \text{Tr}(\hat{\sigma} \rho) = \hat{P},$$  

(4)
as one sees from the properties of the Pauli matrices. For an ensemble of spins in states $|\psi\rangle$ with probabilities $p_n$, the ensemble density operator is

$$\rho_e = \sum_n p_n |\psi_n\rangle \langle \psi_n|.$$  
The polarization vector $\hat{P}_e$ of the ensemble can be found by vectorial averaging of the individual polarization vectors

$$\hat{P}_e = \text{Tr}(\hat{\sigma} \rho_e) = \sum_n p_n \hat{P}_n.$$  

(5)

In a magnetic field the equation of motion for the density operator

$$i \hbar \frac{\text{d}\rho}{\text{d}t} = [H, \rho] = -\frac{1}{2} \gamma [\hat{B} \cdot \hat{\sigma}, \rho]$$

(6)

translates, by using the properties of the Pauli matrices, into the equation

$$\frac{\text{d}\hat{P}}{\text{d}t} = \gamma \hat{P} \times \hat{B} = \hat{P} \times \omega_L,$$

(7)

for the polarization vector, which shows that $\hat{P}$ precesses just as a classical magnetic dipole with the same gyromagnetic ratio.

Neglecting spin-orbit coupling the non-relativistic equations of motion for a particle with spin are
\[
\frac{d\vec{v}}{dt} = \vec{v}, \quad \frac{d\vec{B}}{dt} = \frac{e}{m} (\vec{E}(r,t) + \vec{v} \times \vec{B}(r,t)) ,
\]
\[
\frac{d\vec{P}}{dt} = \gamma \vec{v} \times \vec{B}(r,t).
\]

The polarization vector of an ensemble of spins is found by mixing the solutions of (8,9) in accordance with (5). The complicated system of Eqs. (8,9) will have conserved quantities only under special circumstances. It is known however from the classical theory of the top that the average component of \(\vec{P}\) parallel to \(\vec{B}\) is an adiabatic invariant of the motion. The || component of \(\vec{P}\) can be changed only by a rapidly varying perpendicular magnetic field. In a plasma confinement device this is provided by the change in the magnetic field direction over the gyro-orbit of the particle.

For deuterium ions in a tokamak reactor (\(R = 5\, m\), \(a = 1\, m\), \(B = 5\, T\), \(T = 10\, \text{keV}\) one has
\[
\omega_c = 2.5 \times 10^8 \, \text{s}^{-1}, \quad r_C = 3 \times 10^{-3} \, m, \quad \omega_L = 0.86 \omega_c = 2.2 \times 10^8 \, \text{s}^{-1}. (10)
\]

The variation in the magnetic field \(B_1\), perpendicular to the average field over a cyclotron orbit, is of the order
\[
B_1 \approx \frac{r_C}{a} B \approx \frac{r_C}{R} B_T \approx 10^{-3} B_T ,
\]
which corresponds to a frequency
\[
\omega_1 = 10^{-3} \omega_L \approx 2 \times 10^5 \, \text{s}^{-1}. (12)
\]

This variation in field direction is seen by the spin as an oscillating field at the gyrofrequency. The solution of (7) in the presence of a rotating perpendicular field is found by transforming to coordinates rotating with angular velocity \(\omega_c\) around the average field \(\vec{B}_o\), which gives
\[
\left( \frac{d\vec{P}}{dt} \right)_{\text{rot}} = \left( \frac{d\vec{P}}{dt} + \omega_c \times \vec{P} = (\vec{\omega}_c - \vec{\omega}_L + \vec{\omega}_1) \times \vec{P} = \vec{\omega}_T \times \vec{P} ,
\]

The vector \(\vec{\omega}_T\) does not depend on time in the rotating coordinates, so the solution of (13) is a precession of \(\vec{P}\) around \(\vec{\omega}_T\). The angle \(\Delta \phi\) between \(\vec{\omega}_T\) and \(\vec{B}\) is of the order
\[
\Delta \phi = \arctg(\omega_1/(\omega_c - \omega_L)) \approx 10^{-2} \, \text{rad} . (14)
\]

The direction of \(\vec{\omega}_T\) in the rotating coordinates, depends on the relative phase of the perturbing field and the precession motion in the non-rotating coordinates. This phase will be influenced by various processes on different time-scales, for instance by the

- **Poloidal motion**: time-scale \(R/\nu_{th} \approx 10^{-5} \, \text{s}\),
- **Drift motions**: time-scale \(a/v_d \approx 10^{-4} \, \text{s}\),
- **Field perturbations and waves**: time-scale unknown,
- **Collisions**: time-scale (collision time) \(\tau_C \approx 10^{-2} \, \text{s}\).

To make an estimate of the combined effect of these perturbations, it is assumed that \(\vec{\omega}_T\) is a vector of constant length having a randomly varying direction, with an exponentially decaying autocorrelation function on the scale of the fastest relevant process, which is the poloidal motion. Its power spectrum is then Lorentzian, yielding an estimate.
for the time needed to turn the spin through a significant angle. This time-scale $\tau_{\text{mix},r}$ corresponds to a reversible mixing of the spins.

For collisions it is possible to derive that the power spectrum has a Lorentzian line shape, the width being determined by the collision time $\tau_C$. This implies the appearance of an irreversible mixing over a time

$$\tau_{\text{mix},ir} = \frac{\tau_C \omega_L^2}{(\omega_C - \omega_L)^2} \approx 100 \, \text{s},$$

which is of the order of the fusion reaction time.

A more qualitative description of the spin motion is also possible. In co-rotating coordinates the spin motion is a precession around a vector which wanders on a narrow cone (aperture $10^{-2} \, \text{rad}$) around the average field direction. Taking this motion to be random leads to a diffusion of the spin direction. The time needed to change the spin direction by this diffusion is of the order

$$t = \left( \frac{1}{\Delta \phi} \right)^2 \Delta t = 10^4 \, \Delta t,$$

where $\Delta t$ is the time for a stochastic step of the precession centre. The estimates (19,20) are recovered by substituting the appropriate time-scales.

The existence of a perturbing field at the gyrofrequency also invalidates the estimates in Refs. 1 and 2 of the effects of waves, field ripple, etc., which are based on the assumption that perturbations have to act with the precession frequency $\omega_L$ in order to be effective, while it is sufficient to have the difference frequency $\omega_C - \omega_L$, which is smaller by a factor seven.

It must be appreciated that the precession of the spins in an inhomogeneous magnetic field does not depolarize single spins, but it depolarizes the ensemble of spins, since particles follow different trajectories, so that they experience different fields with correspondingly different rotations. Collisionless mixing is in principle reversible. The mixing becomes irreversible on the time-scale (20) related to collisions. The combined Eqs. (8,9), in principle, give the possibility of calculating (numerically) the actual behaviour of the spin, even in very complicated fields.

For tritium with $\omega_L = 8.94 \, \omega_C$ the situation is more complicated than for deuterium. There is a close match between the eighth harmonic of the gyrofrequency and the effective precession frequency $\omega_L - \omega_C = 7.94 \, \omega_C$, but the strength of this harmonic will depend on the perturbation of the orbit from a circle, so it does not seem possible to give a simple estimate.

For other confinement schemes, different from a tokamak, the situation can be expected to be similar since inhomogeneous fields with varying direction are necessary for confinement in all cases.

In conclusion it seems unlikely that the requirements to be fulfilled for keeping an ensemble of nuclei polarized for times relevant for fusion applications are compatible with those of plasma confinement. Even if individual nuclei remain polarized for long times, the directions of the individual spins will be randomized by classical mixing of their directions.
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A possible spin motion in rotating coordinates.

The same motion in stationary coordinates.
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INTRODUCTION

The recent attention to engineering problems related to DT fueled fusion reactors has lead to a revival of the interest in advanced fuels (AFs). However, comparative assessments tend to conclude that AF fueled reactors (AFRs) are unattractive if not unfeasible /1/. The following study will first investigate the engineering constraints on AFRs and then some physical aspects concerning the power amplification (ignition) and the resulting operational requirements.

For the study of engineering constraints on AFRs we will follow the considerations by J.R.Roth /1/ except that we assume neither the same temperature for electrons and ions nor the same density for both fuel ion species. The relaxation of these two assumptions will turn out to have an important impact on fusion power densities in an AFR. As a consequence, Roth's assertion that proton based AFs be inconsistent with engineering constraints is shown to be not conclusive.

PLASMA POWER DENSITY IMPOSITIONS

There is general agreement in the literature that the power density in the plasma of a DT burning reactor with magnetic confinement will be not larger than $10 \, \text{MW/m}^3$ due to first wall and minimum size considerations, and must not be smaller than $1 \, \text{MW/m}^3$ if there should by any chance at all for economic competitiveness. This power bracket will be designated as "desirable power density regime" and taken as target for AFRs. The associated temperature and fuel mix dependent ion density regime can be derived, for each fuel, from 

$$P_{fu} = 1.6 \cdot 10^{-7} n^2 \varepsilon (\varepsilon+1)^{-2} <\sigma v> U \Rightarrow n = n(\varepsilon, kT; P_{fu})$$

Here we consider fuels consisting of i and j type ions, mixed according to the density ratio $\varepsilon = n_j/n_i$ at the same temperature $T_j = T_i = T$. The unit convention employed is $P(\text{MW/m}^3)$, $<\sigma v>(\text{m}^2\text{s}^{-1})$, $U(\text{MeV})$, $n(\text{cm}^{-3})$, $kT(\text{keV})$, $B(\text{T})$. Furthermore we assume $Z_j > Z_i$ yielding $0 < \varepsilon \leq 1$ as the range of interest.
ENGINEERING CONSTRAINTS: DENSITY LIMITATIONS

Clearly, if the fuel mix ratio is optimized, for fixed total ion density \( n = n_i + n_j \), to yield maximum fusion power density, one finds \( \varepsilon_{\text{opt}}^n = 1 \), as used by /1/. However, in a magnetically confined plasma the achievable total ion density is

\[
n(\beta, B) = 2.5 \times 10^{15} \beta B^2 (kT)^{-1} H^{-1}
\]

with

\[
H = (Z_i + Z_j \varepsilon) \alpha (\varepsilon + 1)^{-1} + 1; \quad \alpha = T_e / T
\]

The associated fusion power density is given by

\[
P_{\text{fu}} (\beta, B) = 10^{24} \beta^2 \varepsilon^4 U(kT)^{-2} F
\]

with

\[
F = \varepsilon((1+Z_i \alpha) + (1+Z_j \alpha) \varepsilon)^{-2}
\]

The ion density ratio can be optimized, for constant \( \beta \) and \( B \), with respect to maximum fusion power density, yielding

\[
\varepsilon_{\text{opt}}^{\beta B} = (1+Z_i / \alpha) / (1+Z_j / \alpha)
\]

In Fig. 1 we show the high extent to which the fusion power density can be improved if the fuel mixture is optimized according to Eq. (6), in particular for p based fuels. Note the strong increase of \( P_{\text{fu}} \) with decreasing electron to ion temperature ratio. The actual \( \alpha \) value, to be obtained by self consistent calculations, will be low for these fuels since bremsstrahlung losses increase dramatically with increasing \( Z \). For deuterium based fuels the improvement margin is clearly smaller.
ENGINEERING FEASIBILITY OF ADVANCED FUELS

Equations (1) to (6) identify, in an ion density vs. ion temperature plot, the desirable fusion power density regime. For fuel mix ratio values between 1 and those obtained from Eq. (6) (e.g. $\varepsilon_{BB \text{opt}} = 0.52$ for p-$\text{llB}$ at $\alpha = 0.3$) the desirable power density regime turns out to be insensitive to the actual mix ratio. Therefore the domain displayed in Fig. 2a applies both for the non-optimized case, Ref. /1/, and the optimized one. Fig. 2a also shows the density domain which is actually accessible for given $BB$, limited by straight lines according to Eq. (2). The position of that limit depends strongly on the ratios $\varepsilon$ and $\alpha$. Using the $\varepsilon = a = 1$ line, according to /1/, the desirable regime appears almost inaccessible, whereas for the optimized case, the entire desirable power density regime is accessible over a broad range of temperatures. In each case we have assumed $\beta = 1$ and $B = 8$ (T) as in /1/. Under the same conditions a p-$\text{LiL}$ fueled reactor reaches a maximum fusion power density of 2.5 MW/m$^3$ at 90 keV; if one includes p-chaining /2,3/, results comparable to those for p-$\text{llB}$ are obtained.

Clearly, the claim cannot be maintained that p-based fuels cannot even meet engineering constraints. However, the accessibility of high fusion power densities is not the only criterion for the reactor feasibility of a fuel. In the following we address the issue of power amplification in the plasma.

Fig. 2a
Ion number density vs. ion temperature for the desirable power density regime 1 to 10 MW/m$^3$, Eq. (1), and for the $BB$ confined density, Eq. (2), for $B = 8$ (T), $\beta = 1$ and p-$\text{llB}$ reactions. Fig. 2a relates to $\alpha = \varepsilon = 1$, Ref. /1/, and to $\alpha = 0.3$, $\varepsilon = 0.52$ (optimum $P_{fu}$ at given $n$ and $BB$, resp.). Fig. 2b relates to $\alpha = 0.5$, 0.2 and $\varepsilon = 0.1$ (optimum $P_{fu}/P_{b}$ ratio). Values for $<\sigma v>$ from Ref. /4/.
PHYSICAL CONSTRAINTS: BREMSSTRAHLUNG LIMIT TO Q

Since bremsstrahlung will be important for most AFs we will compare the fusion to bremsstrahlung power densities /5/:

\[ \frac{P_{fu}}{P_b} = 3.4 \times 10^{23} U <\sigma v> (a\kappa T)^{-0.5} (1+2a\kappa T/511)^{-1} \text{s}^{-1} \]  

(7)

where

\[ S = \{(Z_1+\epsilon Z_j)^2 (Z_1+\epsilon Z_j)^2 + 2(Z_1+\epsilon Z_j)^2 \} / \epsilon \]  

(8)

Optimization of the mix ratio \( \epsilon \) with respect to \( \frac{P_{fu}}{P_b} \) yields

\[ \epsilon_{\text{opt}}^b = (Z_1/Z_j) \sqrt{(Z_1+2\Lambda)/(Z_j+2\Lambda)}; \quad \Lambda = 1 - (1+a\kappa T/511)^{-2} \]  

(9)

For this optimum mix ratio values as low as 0.1 to 0.2 are found. For such low concentrations of the high-Z fuel ion species the n-T-plot changes appreciable, Fig.2b. It is apparent that low \( \alpha \) ratios are imperative if the engineering constraint is to be met. According to a self consistent solution of the electron energy flux equation, with bremsstrahlung losses only, values for \( \alpha \) slightly below 0.5 can be expected. Including other losses and accounting for relativistic effects /6/ \( \alpha \) may be as low as 0.2. The pertinent confinement limits are plotted in Fig.2b, showing again the satisfactory performance of p-11B as a reactor fuel.

Investigation of the fusion to bremsstrahlung power ratio for optimum fuel mix indicates that, for \( \alpha = 0.2 \), values above unity are attained in the ion temperature range of 200 to 550 keV. This defines the ion and electron temperature domain for which ignition against bremsstrahlung can be achieved.

CONCLUSION

Contrary to the conclusions by Roth /1/, neutron lean reactions are shown to be consistent with engineering constraints. The desired power density can be confined in high \( \beta \) devices even if the fuel mix is optimized with respect to energy amplification rather than to fusion power. The pertinent parameter ranges have been identified. The issue of ignition against bremsstrahlung is more delicate since fusion to bremsstrahlung power ratios are found to be at best close to unity, thus suggesting a more careful investigation of the compound influence of chaining, friction of ions on relativistic electrons, nuclear elastic scattering and non-Maxwellian ion distribution functions.

/5/ Dawson, J.M., EPRI ER-536-SR (1977) 403-434, Palo Alto, USA
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1.- Equations and numerical model

The burn control by feedback compression and decompression of the plasma has been investigated by means of a zero-dimen-
sional code which includes the evolution of electrons, deuterons, tritons and thermalized alpha particles, treated as fluid po-

culations, and of the energetic alpha particles, described by their energy distribution.

At any time t, the plasma major radius R(t) is given by the equilibrium (Grad-Shafranov) equation, which is coupled to the transport equations for the plasma components.

We consider the following equations for the different plasma populations, /1/,:

-continuity for the ion components:

\[ \frac{d n_i}{dt} + \frac{2}{R} \frac{R}{\tau_p,i} n_i + \frac{n_i}{\tau_p,i} = - n_i n_j S_{\alpha} \]

where i=D, T; S_{\alpha} is the \( \alpha \)-production rate coefficient; \( \tau_p,i \) is the particle confinement time.

-Continuity for the thermal \( \alpha \)-particles:

\[ \frac{d n_\alpha}{dt} + \frac{2}{R} \frac{R}{\tau_p,\alpha} n_\alpha + \frac{n_\alpha}{\tau_p,\alpha} = S_{\alpha} t \]

where the source term \( S_{\alpha} \) is computed by taking into account the evolution of the suprathermal \( \alpha \)-population, as described below.

-Energy balance for the ion components:

\[ \frac{d}{dt} \frac{v_i}{T_i} = -10 \frac{R}{3} \frac{R}{\tau_{E,i}} \frac{v_i}{T_i} + n_i \sum_{q} \nu_{E} \frac{v_i}{q} (T_q - T_i) - n_i \frac{v_i}{T_i} n_j S_{\alpha} + Q_{\alpha,i} \]

where \( \tau_{E,i} \) is the energy confinement time, \( \nu_{E} v_i/q \) is the energy exchange collision frequency with the fluid population \( q \), \( Q_{\alpha,i} \) is the power density exchange term with suprathermal alpha particles.

-Energy balance for electrons and thermal \( \alpha \)-particles:

\[ \frac{d}{dt} \frac{v_e}{T_e} = -10 \frac{R}{3} \frac{R}{\tau_{E,e}} \frac{v_e}{T_e} + n_e \sum_{q} \nu_{E} \frac{v_e}{q} (T_q - T_e) - Q_{br} + Q_{\alpha,e} e + \frac{2}{3} \frac{v_i}{T_i} \frac{J^2}{R} \]
\[
\frac{d}{dt} \rho_\alpha = - \frac{10}{3} \frac{R}{R} \rho_\alpha - \frac{\rho_\alpha}{\tau_{\text{neoclassical}}} + \frac{\rho_\alpha}{Q} \sum_{\nu} \frac{\nu}{Q} (T_\nu - T_\nu) + Q_{\text{br}}^{\alpha} + S_{\alpha, \nu}^{\alpha}
\]

where \( \rho_\alpha \) is the ohmic input, \( Q_{\text{br}} \) the Bremsstrahlung loss, and the source term \( S_{\alpha, \nu}^{\alpha} \) takes into account the power input due to the thermalization of suprathermal \( \alpha \)-particles. The energetic \( \alpha \)-particle population is treated as a discrete ensemble of packets, characterized by their density and energy values, \( n_{\alpha, \nu} \) and \( E_{\nu} \) respectively. Their evolution is given by :

\[
\frac{d}{dt} n_{\alpha, \nu} = - \frac{2}{3} \frac{R}{R} n_{\alpha, \nu} \frac{E_{\nu}}{\tau_{\text{neoclassical}}} + S_{\nu}
\]

\[
\frac{d}{dt} E_{\nu} = - \frac{4}{3} \frac{R}{R} E_{\nu} - \frac{E_{\nu}}{\tau_{\text{neoclassical}}}
\]

where \( S_{\nu} \) is the source term for the \( \nu \)-th packet, \( \tau_{\text{neoclassical}} \) the neoclassical confinement time and \( \tau_{\text{neoclassical}} \) the total time of energy exchange of the \( \alpha \)-particles with the plasma populations. In our model, when the energy of the packet becomes lower than the thermal ion energy, the packet is considered thermalized and its energy spread into a Maxwellian distribution. In the simulation we assume a modified Alcator scaling, \( /2/ \), for \( \tau_{\text{neoclassical}} \), and neoclassical scaling for \( \tau_{\text{neoclassical}} \). We put \( \tau_{\text{neoclassical}} = \tau_{\text{neoclassical}} \) for all fluid populations.

The equilibrium condition giving the value of \( R \), under the assumption of constancy for the poloidal and toroidal fluxes, writes:

\[
\nabla \cdot (R, \langle p \rangle, B_v) = B_v (R, t) - B_e (R, \langle p \rangle) = 0
\]

where \( B_v \) is the external field, \( \langle p \rangle \) is the mean pressure, \( B_e \) is the equilibrium field; \( B_v \) is assumed of the form:

\[
B_v (R, t) = (\frac{R_0}{R}) n_v \cdot B_0 (t)
\]

where \( n_v \) is the field index.

The equilibrium equation is solved consistently with the above-mentioned set of equations.

The feedback mechanism is simulated by giving the following relation between the vertical field and the total plasma pressure \( \langle p \rangle \) :

\[
B_0 (t) = B^* (1 + K \frac{\langle p \rangle - \langle p \rangle^*}{\langle p \rangle})
\]

where \( B^*, \langle p^* \rangle \) refer to an equilibrium plasma state, and the parameter \( K \) determines the strength of the feedback. It should be observed that even when the profile effects are
taken into account, the controllability of the burn with a vertical field depends on the validity of the zero-dimensional theory. The conditions for this validity were discussed recently, /3/.

The present paper differs from the recent zero-dimensional treatments of the burn control, /4/, mainly in the consistent treatment of the $\alpha$-particle dynamics and of the equilibrium equation, avoiding assumptions about the adiabatic behaviour of the plasma.

In addition, this study allows also the investigation of conditions not so close to the ignition, where linear analysis is not applicable.

As a first result, it seems that the energy reservoir of suprathermal $\alpha$-particles, which is poured continuously into the plasma (we note that the total slowing-down times of $\alpha$-particles for an INTOR-like plasma are about $0.3 \div 0.4$ s) acts as an increasing factor in the inertia of the plasma to heating and cooling by compression and decompression.

2.- Preliminary results.

The code has been applied to an INTOR-like ignited plasma, /4/, with the following characteristics: $\langle T \rangle = 10$ keV, $\langle n \rangle = 1.4 \times 10^{14}$ cm$^{-3}$, $\beta_0 = 2.9$, profile index $\delta = 2$.

In absence of the feedback term (i. e. for $K=0$) the time behaviours of the radius $R$ and of the total pressure are shown in Fig. 1, for field index $n_v = 1$ and $-1$.

![Fig. 1: time evolution of the plasma major radius $R$, (A), and of the total plasma pressure $\langle p \rangle$, (B), for values of the field index $n_v = 1$ (solid line) and $n_v = -1$ (dashed line). In this case $K = 0$. $R_0$ and $\langle p_0 \rangle$ are the starting values of $R$ and $\langle p \rangle$, respectively.](image-url)

The results agree qualitatively with those foreseen by linear treatment: the $n_v = 1$ case is closer to stability than the
physical case \( n_y = -1 \), even if the chosen starting condition is not close to ignition.

The effect of the feedback is shown in Fig. 2.

In our case, for \( K = K^* \approx 0.5 \), the radius \( R \) is kept fixed by the increasing vertical field and the pressure growth is maximum. Lower \( K \)-values make the pressure growth lower, increasing the excursion of \( R \).

---

Fig. 2 : the same as in Fig. 1 for \( n_y = -1 \) and different values of \( K \) which are shown on the plots.

---
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Abstract: The W VII-AS configuration /1/ is scaled up to reactor dimensions. Available space for a blanket, forces and stresses in the twisted coils are discussed leading to the result that a W VII-AS reactor coil set seems to be feasible. Ignition conditions are studied using a neoclassical transport model. Stable burning points are found with temperatures below 10 keV.

I. Introduction: The basic properties of the W VII-AS configuration /1/ are the reduced neoclassical transport losses, reduced secondary currents as compared with classical stellarators and a modular coil set consisting of 45 twisted coils. This paper concentrates on the problem whether this coil set is feasible under reactor conditions, whether there is enough space for a blanket and discusses the ignition conditions. Questions of MHD-stability and B-limits are not discussed in this paper.

II. Configuration: Scaling up the W VII-AS configuration to reactor dimensions under the condition of leaving 1.8 m space for a blanket yields a device of 25.5 m major radius and 1.65 m minor plasma radius.

Table I: Average system parameters

<table>
<thead>
<tr>
<th></th>
<th>W VII-AS</th>
<th>Ref. /2/</th>
<th>AS-reactor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major radius /m/</td>
<td>2.06</td>
<td>20.6</td>
<td>25.5</td>
</tr>
<tr>
<td>Plasma radius /m/</td>
<td>0.2</td>
<td>1.30</td>
<td>1.65</td>
</tr>
<tr>
<td>Magnetic field /T/</td>
<td>3.5</td>
<td>5.3</td>
<td>5.3</td>
</tr>
<tr>
<td>Rotational transform</td>
<td>0.4</td>
<td>0.48</td>
<td>0.58</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>10</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Coil aspect ratio</td>
<td>4.3</td>
<td>4.3</td>
<td>4.9</td>
</tr>
<tr>
<td>Coil current density /MA/m²</td>
<td>27</td>
<td>13.3</td>
<td>9.8</td>
</tr>
<tr>
<td>Maximum field on the coils /T/</td>
<td>9-10</td>
<td>8-9</td>
<td></td>
</tr>
</tbody>
</table>

The coil set of the AS-reactor consists of 50 coils arranged in 5 periods. In reactor dimensions no special coils for neutral beam injection are necessary. One period of the coil set is shown in fig. 1, the contours visualize the current carrying volume. The coils have elliptic poloidal cross sections, see fig.2. There the vacuum magnetic surfaces are also shown for different toroidal angles. The minimum distance between coils and the last magnetic surface is 1.8 m. Thus sufficient space for blanket and shield is provided. The maximum magnetic field on the coils is 8-9 T, depending on the specific coil.

Forces and stresses of this coil set have been calculated using a simple support sheme /2/. Replacing the inner support ring, as described in ref./3/, by an outer ring and employing elastic paddings between the coil and its lateral structure reduces the peak value of the von-Mises stress of the coil compound to an uncritical value of about 70 MPa. Less than 10 coils per period would give better access for maintenance but also would increase...
the magnetic field ripple and the ratio $B_{\text{max}}/B_0$ ($B_0$ = magnetic field in the plasma).

III. Ignition conditions: A simple transport code is used to calculate temperature and density profiles with $\alpha$-particle heating as a heating mechanism and neoclassical transport as loss mechanism. In electron heat conduction and particle transport the $1/\nu$ scaling due to trapped particles is taken into account whereas ion heat conduction follows the plateau scaling. This choice is justified in /4/. The refuelling mechanism is modelled by a given particle deposition profile. Particle influx and deposition profile are the external parameters in order to control the burning plasma.

It is found that neoclassical transport is compatible with an ignited plasma with an average temperature of 6 keV. Increasing the particle input flux $\phi_0$ leads to higher densities, higher temperatures and higher fusion power output. Fig. 3 summarizes the plasma parameters as a function of the input flux $\phi_0$. In this figure particle refuelling peaks in the center of the plasma ($\lambda = 0$). With refuelling in the outer regions ignition is only possible above $T \approx 8$ keV. Fig. (4) shows plasma parameters under this condition: thermal fusion power is 3.6 GW, $\beta = 5.3\%$, $T_i = 12$ keV, $T_e = 10$ keV which is the range of optimum burn temperature. The thermal stability of the ignited plasma is provided by the temperature dependence of the trapped electron losses. If the ion thermal conductivity also follows the $1/\nu$-scaling, ignition is still possible but the required $\beta$-values are above 10%. These values are above the equilibrium limit of the AS-reactor.

IV. Discussion: Scaling up the W VII-AS configuration to reactor dimensions under the condition of leaving 1.8 m space for a blanket yields a device of 25 m major radius and 1.65 m averaged plasma radius. The maximum magnetic field at the coils is 8-9 T. Stress analysis and a proper choice of the support structure demonstrate that a coil set of the AS-type show gross feasibility, for details further engineering studies are required. Ignition in an AS-reactor is possible if the ion thermal losses follow the neoclassical plateau scaling. Stronger trapped ion losses are not tolerable. These calculations do not take into account selfconsistent radial electrical fields. It has to be expected that a radial electrical field contributes to a better confinement of the trapped particles and thus reduces the ion thermal conductivity. The $\beta$-values are only determined by plasma transport, MHD-stability is not considered in this paper. Neoclassical transport allows an ignited plasma at $\beta = 1.5\%$, which could be a stable equilibrium. But the fusion power in this case is too low for a reasonable reactor. The present analysis indicates that the key problems to be addressed of a modular AS-reactor are $\beta$-limits and neoclassical transport rather than the technical feasibility of the modular coil set.

References
Fig. 1 Modular coil arrangement of the AS-reactor, one field period.

Fig. 2 Cross section of magnetic surfaces with adjacent twisted coil, at 0, 1/4, 1/2 field period.
Fig. 3  Plasma parameters as a function of refuelling rate $\Phi_0$. Refuelling in the center. ($\lambda = 0$)

Fig. 4  Plasma parameters with refuelling in the boundary region. ($\lambda = 20$)

Fig. 5  Density profiles and particle deposition profiles. Comparison of central refuelling with boundary refuelling.
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S. Bobbio, V. Coccorese, G. Fabricatore, R. Martone, G. Rubinacci

* Istituto di Elettrotecnica, University of Naples, Italy
† Dipartimento Elettrico, University of Calabria, Rende, Italy

1. INTRODUCTION

Due to its elongated shape, INTOR plasma is intrinsically unstable with respect to axisymmetric vertical displacements; without any stabilization system, the negative decay index of the vertical field would produce an axisymmetric vertical instability with a characteristic time of the order of few µs. A passive stabilization is then necessary to slow down this instability up to time of the order of few tens of ms, which are required to the active feedback on the external shaping currents to become effective (due to the delay times of the feedback chain and the power limits of the amplifiers involved). In INTOR the problem is solved by means of suitably located saddle coils to be embedded in the blanket structure (being the structure, in itself, not sufficient to provide the required stabilization level).

This paper aims to present some numerical results achieved in studying the efficiency of such system with respect to the main parameters involved, i.e. the plasma equilibrium configuration, the plasma displacement models and the configuration of the Stabilizing Passive Conductors (SPC). These parameters are described in detail in Sect. 2, while in Sect. 3 we discuss the approach used for the analysis; in Sect. 4, the relevant numerical results are presented; finally, Sect. 5 is dedicated to the main conclusions.

2. PARAMETERS AFFECTING THE STABILITY PROPERTIES

To show the effect of the plasma equilibrium on the vertical stability two plasma equilibria have been considered and compared each other. The first is the INTOR "reference" equilibrium configuration /1/, where a single null poloidal divertor is foreseen. The second one is a symmetric equilibrium with no divertor; approximately the same plasma shape and destabilizing energy have been assumed to highlight the difference between a solution with divertor and one with limiter.

To tackle the uncertainties concerning the physics of the plasma displacements on the time scale required for passive control, four different models have been considered. The first one (called Model A in the following) assumes that the plasma ring shifts vertically keeping its shape and volume (rigid displacement); it is based on ideal MHD theory and therefore skin currents appear on the plasma surface during its displacement. The second model (Model B) is based also on ideal MHD theory, but any vertical and incompressible displacements are allowed. The third model (Model C) allows rigid displacements only as Model A, but the skin current is suppressed; this model has been introduced to take into account experimental results /2/ showing a negligible effect of the skin current on the time scale required for passive control.
Finally, the fourth model (Model D) allows non rigid plasma displacements like Model B but in addition, no modifications of the plasma current profile are allowed (as Model C). It will be shown that the stabilization efficiency decreases passing from Model A to D.

The stability properties are strongly affected by the configuration of the SPC; in particular, the following parameters should be considered, namely the distance of the conductors from the plasma, the number of toroidal segments, and the number, cross section, shape and resistivity of the SPC. An extensive sensitivity analysis in this respect has been presented elsewhere /3/. Here we shall consider the case of 3 passive toroidal conductors only, placed on the first wall and splitted in 24 saddle coils.

3. STABILITY ANALYSIS

In the framework of MHD ideal theory the stability has been approached by means of the Energy Principle, which in a circuital form gives the terms /3/: 

$$\Delta L = \Delta L_d + \Delta L_e + \Delta L_s + \Delta L_i$$

(1)

Here $\Delta L_d$ is the work due to the interaction between the external field and the equilibrium plasma current (represented by a set of ideally conducting, flux conserving and mechanically independent toroidal rings), and is related to the decay index of the external field; $\Delta L_e$ is the work due to the interaction between the external field and the perturbed plasma current, not present in the C and D plasma models, where no modifications of the plasma current profile are allowed. $\Delta L_s$ is the work due to the field of the SPC, while $\Delta L_i$ gives the work due to relative displacements between the plasma elementary currents. The details of this approach have been reported elsewhere /3/. Here we recall that, after linearization, the work of eq. (1) can be rewritten in a suitable quadratic form $\xi^T W \xi$, where $\xi$ is a vector representing the vertical displacement.

The "worst" displacement is represented by the vector $\xi_{0}$, maximizing $\Delta L$ in eq. (1), and hence corresponding to the eigenvector of the self-adjoint energy operator $W$ associated with its largest eigenvalue. The sign of $\Delta L$, i.e. of the largest eigenvalue, allows to see whether the worst displacement leads to a stable ($\Delta L < 0$), or to an unstable ($\Delta L > 0$) situation. If $\Delta L < 0$, $|\Delta L|$ is a measure of the "inductive SPC efficiency", proportional to the square of the frequency of the oscillatory plasma motion. Finally, the optimal position for given number of SPC has been found by minimizing the largest eigenvalue of $W$ with respect to the vector $\xi_{0}$, representative of the position of the N SPC.

When resistive SPC are assumed the system is intrinsically unstable. In particular, a slow mode growth (on the time scale of the $L/R$ time of SPC, usually of the order of few tens of ms) appears in the configurations found stable with ideally conducting SPC. This mode is evaluated by means of a procedure based on a mathematical model, where the dynamics of the axisymmetric plasma ring is coupled with a circuital equation of the SPC, for which the actual loop structure is taken into account. The dynamic matrix of the system is then considered, whose positive eigenvalue represents the searched growth rate.
4. RESULTS

First of all, the reference equilibrium with divertor has been compared with a symmetric one. The latter has been evaluated by means of a fixed boundary code [4], whose main feature is to find a plasma equilibrium current profile as "near" as possible to an assigned one; the plasma shape has been chosen to fit the upper shape of the reference equilibrium while the current profile is of the following type:

\[ J(\rho) = J_0 \left[1 - \left(\frac{\rho}{\rho_o}\right)^2\right]^\alpha \]

where \( J_0 \) is the maximum value of the current density, which arises at \( R = R_o \) on the equatorial plane, \( \rho \) is a polar coordinate centered in \( R_o \) and \( \rho_o \) is the value of \( \rho \) in correspondence of the plasma boundary; finally \( \alpha \) has been chosen in such a way as to give approximately the same \( \Delta L_d \) as the reference configuration (\( \alpha = 2.5 \), whereas \( \alpha = 1.4 \) in the reference case). For sake of simplicity we have considered the case of 3 SPC only placed on the first wall in an optimized position with respect to the Model B of the reference case. The results are summarized in Table I. One can see, as expected, that the destabilizing terms \( \Delta L \) are approximately the same, together with the stabilizing terms \( \Delta L \) due to SPC. The main differences are in the terms \( \Delta L \) (interaction with the skin currents); in this respect we remind that the skin currents arise to shield field variations due to the vertical displacements. Therefore this skin current is the sum of two opposite contributions; the first one (stabilizing) is the shielding of the external field variation, and the second one (destabilizing) is the shielding of the field due to the currents induced in SPC. For the single null configuration, the derivative \( \partial B / \partial z \), where \( B \) is the radial component of the external field, is larger in the lower part of the non-symmetric plasma, due to the presence of the divertor, so that the effect of the shielding current is locally more pronounced, justifying the behaviour reported in Table I.

In order to investigate the influence of the non symmetry on the vertical stability properties of the INTOR plasma, work is in progress; preliminarily we have studied the stability of symmetric configurations with respect to different current profiles and triangularities. We have found a stabilizing effect of flatter current profiles and larger triangularities, leading to an improvement of the stability properties of 20%, for current profiles similar to the reference one and with reference to the C and D plasma models.

Finally, in order to illustrate the effect of the configuration of the SPC on the slow mode growth, we refer to Fig.1, where growth rate for the reference case is shown as a function of the SPC cross section, for different plasma models and cross sections of poloidal connections. There 3 SPC located on the first wall and divided in 24 toroidal segments (as in Table I) were chosen.

5. CONCLUSIONS

The results reported show that the choice of the plasma displacement model is a critical issue in evaluating the efficiency of the SPC also with respect to the plasma equilibrium configuration; in particular, we have found that symmetric equilibria are more stable in the models without skin currents,
which appear to be the more realistic ones in the time scale of the slow mode.
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Table I. Comparison between symmetric (S) and non symmetric (NS) equilibria in terms of work AL for different plasma models. AL in [MJ].

<table>
<thead>
<tr>
<th></th>
<th>MODEL A</th>
<th></th>
<th>MODEL B</th>
<th></th>
<th>MODEL C</th>
<th></th>
<th>MODEL D</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NS</td>
<td>S</td>
<td>NS</td>
<td>S</td>
<td>NS</td>
<td>S</td>
<td>NS</td>
<td>S</td>
</tr>
<tr>
<td>AL_d</td>
<td>15.6</td>
<td>15.4</td>
<td>10.5</td>
<td>10.9</td>
<td>15.6</td>
<td>15.4</td>
<td>10.0</td>
<td>7.7</td>
</tr>
<tr>
<td>AL_e</td>
<td>-4.8</td>
<td>-1.7</td>
<td>-8.1</td>
<td>-1.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>AL_s</td>
<td>-22.8</td>
<td>-22.1</td>
<td>-8.6</td>
<td>-11.6</td>
<td>-18.3</td>
<td>-18.4</td>
<td>-7.3</td>
<td>-7.0</td>
</tr>
<tr>
<td>AL_i</td>
<td>0.0</td>
<td>0.0</td>
<td>0.95</td>
<td>-0.9</td>
<td>0.0</td>
<td>0.0</td>
<td>2.6</td>
<td>-1.8</td>
</tr>
<tr>
<td>AL</td>
<td>-12.0</td>
<td>-8.4</td>
<td>-5.3</td>
<td>-3.0</td>
<td>-2.7</td>
<td>-3.0</td>
<td>0.1</td>
<td>-1.1</td>
</tr>
</tbody>
</table>

Fig. 1. Slow mode growth rate versus cross section SB of SPC for different cross sections SC of vertical connections. 3 SPC on first wall.
DEPRESSION OF THE NUCLEAR PROPERTIES OF FUSION REACTOR BREEDING BLANKETS BY NONHOMOGENEITIES

J.S. Brozosko, L. Ingrosso, and B.V. Robouch
Associazione EURATOM-ENEA sulla Fusione, Centro di Frascati,
C.P. 65, 00044 Frascati, Rome, Italy

In recent years numerous designs of fusion reactor blankets (tritium breeders) have been reported. The compilation [1] of the nuclear parameters, mainly obtained through the use of one-dimensional (1-D) transport codes looks very promising: they offer tritium breeding ratios (TBR of up to 1.6, and energy depositions (ED) due to neutrons of up to 22 MeV. A comparison of results obtained using 1-D and three-dimensional (3-D) transport codes has been carried out by the STARFIRE Argonne Group [2] and revealed a decrease of 20% in TBR and ED. More recently, a 3-D investigation of a blanket for a spherical chamber for effects related to neutrons leaking through beam injection ducts, vacuum pump channels, etc...[3] lead to a dramatic decrease in the TBR and ED parameters for a 17Li83Pb breeder and a substantial one for a Li-metal breeder. Also reported [4] that the neutron flux leaking through ports in a toroidal chamber drastically increase the nuclear heating in magnetic coils. All these conflicting predictions as to the design, lead Frascati to start a systematic study of the consequences of blanket nonhomogeneities on the nuclear properties of the blanket.

The calculations are carried out using the VINIA 3DAMTC subroutine complex especially developed for the treatment of fusion reactors on large computers; the first results have recently been presented [5]. The VINIA 3DAMTC is a 3-D analogical Monte Carlo treatment, with a continuous energy and space representation, using different data files (in ENDF/B format) in the point by point representation without group treatment and no truncation introduced on the data of the files! The above subroutine complex in fact follows the history of the neutrons in the blanket, randomly selecting the place and direction of the neutron emission, its consecutive interactions with the constituting nuclei, and accounting for the angular and energy distributions of the reaction products. The one approximation used is the neutron history extinction as the energy falls below a cut-off energy; a sensitivity analysis showed that an energy cut-off of 0.1 eV introduces negligible errors. To study nonhomogeneity effects, the geometrical model of ref.[5] was further extended to include 7 tori zones, 12 toroidal cooling tubes, 24 disks and 24 sectors, typical elements of present day designs.

The aim of the present study is to identify tendencies in the evolution of nuclear parameters as nonhomogeneities are introduced into the blanket. We assumed the main geometrical characteristics of the tori (as size, etc...) from the Argonne Demo design (see Fig. 1), with breeders Li$_2$O (30% $^6$Li enriched, 0.6 TD) or 17Li83Pb (90% $^6$Li enriched, 1 TD). A first wall (thickness 1.3 cm AISI-316 SS 55 water cooled, 2/1 by volume) is surrounded by a blanket 66 cm thick. All previously referred to variations (tubes, sectors, etc....) conserved a fixed over all volumetric ratio:

1) Breeder Li$_2$O 75%, Multiplier Pb or Be 11.5%, AISI-316 SS 9%, water 4.5%.
2) Breeder 17Li83Pb 85%, AISI - 316 SS 10%, water 5%.

The radial gradient of the water density, when considered, was roughly taken to reproduce that of ref.[6]. The analysis considered the 12 Demo ports, with a port opening corresponding to 10% the inner plasma vessel surface. The ENDF/B-4 file with the $^7$Li(n,t) data updated [7] was used.

The results of the study are schematically reported in fig. 2 and 3, in which the deposited energy excess, EX, (ED - 14.1 MeV of the original neutron) and neutron leak, NL, (through ports and blanket) normalised to one fusion neutron are given with the TBR as the abscissa. The shaded areas represent the field covered by the results of our calculations for different designs.

Observing these figures reveals a number of trends:

1) Our calculations for fully homogeneous toroidal blankets indicate, in agreement with ref. [2], a decrease of 10-20% in TBR and 50-70% for EX as compared to adequate 1-D transport results.

2) The introduction of ports (see the pairs of similar points in fig. 2) reduces the TBR in a manner similar to that of the spherical case [3], while EX is less drastically reduced.

3) The neutron leak seems to be most dramatic in the case of 17Li83Pb; in Li$_2$O it is due to ports only. The kinetic energy losses due to leaking is of the order of 1 MeV/fusion neutron. We generally confirm the conclusions of ref.[4] concerning the nuclear heat deposition in the coils.

The general tendency is that the best nuclear properties correspond to Li$_2$O blankets with Be-multipliers (Pb-multipliers being but slightly worse); the use of 17Li83Pb as a breeder should be taken into consideration with great care.

It is to be noted that the present results correspond to a fixed design orientation. As the influence of ports and other nonhomogeneities are geometry dependent, detailed calculations must naturally be carried out for every specific reactor design case by case. Yet we feel that a tendency may be inferred from this particular case.
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<td>FT Team</td>
</tr>
<tr>
<td>Pogutse O.P.</td>
<td>B48 / B49 / C48 / D45</td>
</tr>
<tr>
<td>Polevov A.R.</td>
<td>A03 / E49</td>
</tr>
<tr>
<td>Politzer P.A.</td>
<td>O02</td>
</tr>
<tr>
<td>Poplaev A.N.</td>
<td>D39</td>
</tr>
<tr>
<td>Popov A.M.</td>
<td>B52 / O22</td>
</tr>
<tr>
<td>Popov S.N.</td>
<td>O20</td>
</tr>
<tr>
<td>Popradzukhin A.P.</td>
<td>C32</td>
</tr>
<tr>
<td>Porkoli M.</td>
<td>O02 / O32</td>
</tr>
<tr>
<td>Porrot E.</td>
<td>B28</td>
</tr>
<tr>
<td>Possenrieder W.</td>
<td>ASDEX Team</td>
</tr>
<tr>
<td>Poshektonov Yu.Yu.</td>
<td>O11</td>
</tr>
<tr>
<td>Pospieszczyn A.</td>
<td>A41</td>
</tr>
<tr>
<td>Post D.</td>
<td>O10</td>
</tr>
<tr>
<td>Post R.S.</td>
<td>O22</td>
</tr>
<tr>
<td>Potok R.</td>
<td>O22</td>
</tr>
<tr>
<td>Powell C.</td>
<td>O28</td>
</tr>
<tr>
<td>Pozzoli R.</td>
<td>D07</td>
</tr>
<tr>
<td>Pribyl P.</td>
<td>O02 / O32</td>
</tr>
<tr>
<td>Prior W.</td>
<td>O26</td>
</tr>
<tr>
<td>Proshletsoy A.P.</td>
<td>A47</td>
</tr>
<tr>
<td>Pros G.</td>
<td>D37</td>
</tr>
<tr>
<td>Psimopoulos M.</td>
<td>E08</td>
</tr>
<tr>
<td>Puiatti M.E.</td>
<td>O30</td>
</tr>
<tr>
<td>PWW Team</td>
<td>A 33 / C 27</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Pyatov V.N.</td>
<td>A 17</td>
</tr>
<tr>
<td>Rabbett H.</td>
<td>B 03 / D 26</td>
</tr>
<tr>
<td>Rabinski M.</td>
<td>D 35</td>
</tr>
<tr>
<td>Raeder J.</td>
<td>D 08</td>
</tr>
<tr>
<td>Rager J.P.</td>
<td>O 26</td>
</tr>
<tr>
<td>Raia G.</td>
<td>D 01</td>
</tr>
<tr>
<td>Ramos J.</td>
<td>D 47</td>
</tr>
<tr>
<td>Ramponi G.</td>
<td>D 24 / D 25 / E 18</td>
</tr>
<tr>
<td>Rapp H.</td>
<td>ASDDEX Team</td>
</tr>
<tr>
<td>Rasmussen D.A.</td>
<td>O 17</td>
</tr>
<tr>
<td>Rau F.</td>
<td>D 05 / A 12 / W VII A Team</td>
</tr>
<tr>
<td>Rauh K.G.</td>
<td>A 34</td>
</tr>
<tr>
<td>Rawls J.</td>
<td>B 09</td>
</tr>
<tr>
<td>Razdobarin G.T.</td>
<td>B 11</td>
</tr>
<tr>
<td>Rebhan E.</td>
<td>C 40 / C 41</td>
</tr>
<tr>
<td>Reiner H. D.</td>
<td>C 33</td>
</tr>
<tr>
<td>Reiter D.</td>
<td>A 13</td>
</tr>
<tr>
<td>Rej D.J.</td>
<td>O 29</td>
</tr>
<tr>
<td>Rem J.</td>
<td>B 46</td>
</tr>
<tr>
<td>Renner H.</td>
<td>W VII A Team</td>
</tr>
<tr>
<td>Reusch M.</td>
<td>O 10 / O 12</td>
</tr>
<tr>
<td>Rivenchuk S.M.</td>
<td>C 18</td>
</tr>
<tr>
<td>Rewoldt G.</td>
<td>C 42 / C 44</td>
</tr>
<tr>
<td>Rey G.</td>
<td>B 28</td>
</tr>
<tr>
<td>Rice J.E.</td>
<td>O 02 / O 32</td>
</tr>
<tr>
<td>Richards B.</td>
<td>B 02</td>
</tr>
<tr>
<td>Richards R.K.</td>
<td>O 17</td>
</tr>
<tr>
<td>Richter B.</td>
<td>A 05 / O 06</td>
</tr>
<tr>
<td>Rickard G.</td>
<td>B 20</td>
</tr>
<tr>
<td>Riedler J.M.</td>
<td>E 53</td>
</tr>
<tr>
<td>Righetti G.B.</td>
<td>FT Team</td>
</tr>
<tr>
<td>Ring R.</td>
<td>C 39</td>
</tr>
<tr>
<td>Ringer H.</td>
<td>C 17 / W VII A Team</td>
</tr>
<tr>
<td>Riviere A.C.</td>
<td>E 28</td>
</tr>
<tr>
<td>Robinson D.C.</td>
<td>B 03 / D 28 / E 26</td>
</tr>
<tr>
<td>Robouch B.V.</td>
<td>D 10 / O 26</td>
</tr>
<tr>
<td>Rockett P.D.</td>
<td>O 09</td>
</tr>
<tr>
<td>Rodchikin V.A.</td>
<td>D 39</td>
</tr>
<tr>
<td>Rodiger K.</td>
<td>A 32</td>
</tr>
<tr>
<td>Roger pharmacist A.</td>
<td>D 48 / O 14</td>
</tr>
<tr>
<td>Rohatgi R.</td>
<td>O 15</td>
</tr>
<tr>
<td>Romanelli F.</td>
<td>FT Team</td>
</tr>
<tr>
<td>Romero H.</td>
<td>C 09</td>
</tr>
<tr>
<td>Rosatteli F.</td>
<td>D 01</td>
</tr>
<tr>
<td>Rosely L.</td>
<td>E 43</td>
</tr>
<tr>
<td>Rosenau Ph.</td>
<td>B 50</td>
</tr>
<tr>
<td>Rosenbluth M.N.</td>
<td>O 13</td>
</tr>
<tr>
<td>Rolla E.</td>
<td>A 35 / C 31</td>
</tr>
<tr>
<td>Rottler L.</td>
<td>B 13</td>
</tr>
<tr>
<td>Rowan W.</td>
<td>B 02</td>
</tr>
<tr>
<td>Rozdestvenskij V.V.</td>
<td>D 09</td>
</tr>
<tr>
<td>Rubinacci G.</td>
<td>D 17</td>
</tr>
<tr>
<td>Rublivo K.S.</td>
<td>D 17</td>
</tr>
<tr>
<td>Ruffina U.</td>
<td>D 23</td>
</tr>
<tr>
<td>Rutherford P.B.</td>
<td>O 12</td>
</tr>
<tr>
<td>Rybach J.</td>
<td>D 37</td>
</tr>
<tr>
<td>Rydygier E.</td>
<td>E 05</td>
</tr>
<tr>
<td>Rytlea T.V.</td>
<td>D 42</td>
</tr>
<tr>
<td>Ryzhkov V.N.</td>
<td>E 09</td>
</tr>
<tr>
<td>Sadowski M.</td>
<td>D 41 / E 05 / O 27</td>
</tr>
<tr>
<td>Safronov V.M.</td>
<td>D 20</td>
</tr>
<tr>
<td>Sakai T.</td>
<td>D 16</td>
</tr>
<tr>
<td>Sakabe S.</td>
<td>E 39</td>
</tr>
<tr>
<td>Sakamoto I.</td>
<td>D 13</td>
</tr>
<tr>
<td>Sakaraka P.H.</td>
<td>B 46</td>
</tr>
<tr>
<td>Sakharov N.V.</td>
<td>B 11 / B 12</td>
</tr>
<tr>
<td>Salomaia R.R.E.</td>
<td>E 38</td>
</tr>
<tr>
<td>Salukvadze R.G.</td>
<td>D 38 / E 09</td>
</tr>
<tr>
<td>Samain A.</td>
<td>B 53 / C 11</td>
</tr>
<tr>
<td>Samec T.</td>
<td>C 08</td>
</tr>
<tr>
<td>Samm U.</td>
<td>A 40 / A 41</td>
</tr>
<tr>
<td>Sano F.</td>
<td>B 15 / O 19</td>
</tr>
<tr>
<td>Sanmartin J.R.</td>
<td>E 42</td>
</tr>
<tr>
<td>Sannikov V.V.</td>
<td>A 03</td>
</tr>
<tr>
<td>Santicchi S.</td>
<td>E 23</td>
</tr>
<tr>
<td>Santini F.</td>
<td>FT Team / A 25</td>
</tr>
<tr>
<td>Santolaya J.M.</td>
<td>B 16</td>
</tr>
<tr>
<td>Sanz J.</td>
<td>E 43</td>
</tr>
<tr>
<td>Sapochnikov A.V.</td>
<td>O 20</td>
</tr>
<tr>
<td>Saramito B.</td>
<td>B 51</td>
</tr>
<tr>
<td>Sardel F.</td>
<td>W VII A Team</td>
</tr>
<tr>
<td>Sarhad I.Ibn</td>
<td>D 33</td>
</tr>
<tr>
<td>Sarkysyan K.A.</td>
<td>O 20</td>
</tr>
<tr>
<td>Sasaki A.</td>
<td>B 15 / O 19</td>
</tr>
<tr>
<td>Sasaki N.</td>
<td>D 12</td>
</tr>
<tr>
<td>Sato M.</td>
<td>B 15 / E 06 / O 19</td>
</tr>
<tr>
<td>Savage R.</td>
<td>B 02</td>
</tr>
<tr>
<td>Savic P.</td>
<td>E 10</td>
</tr>
<tr>
<td>Sayed N.</td>
<td>E 44</td>
</tr>
<tr>
<td>Sbitnikova I.S.</td>
<td>C 14 / C 23 / O 20</td>
</tr>
<tr>
<td>Scanin P.</td>
<td>O 30</td>
</tr>
<tr>
<td>Scherer J.E.</td>
<td>C 09 / D 26</td>
</tr>
<tr>
<td>Schep T.J.</td>
<td>D 45 / D 46</td>
</tr>
<tr>
<td>Scherer B.</td>
<td>C 27 / O 05</td>
</tr>
<tr>
<td>Schmalz R.</td>
<td>O 07</td>
</tr>
<tr>
<td>Schmidt G.</td>
<td>O 10</td>
</tr>
<tr>
<td>Schmidt H.</td>
<td>O 25</td>
</tr>
<tr>
<td>Schmidt R.</td>
<td>O 25</td>
</tr>
<tr>
<td>Schneider F.</td>
<td>ASDEX Team</td>
</tr>
<tr>
<td>Schneidler W.</td>
<td>A 34 / C 29</td>
</tr>
<tr>
<td>Schroeder R.J.</td>
<td>O 09</td>
</tr>
<tr>
<td>Schüller F.</td>
<td>A 10</td>
</tr>
<tr>
<td>Schulz V.</td>
<td>A 32</td>
</tr>
<tr>
<td>Schurek D.</td>
<td>O 02</td>
</tr>
<tr>
<td>Schuss J.J.</td>
<td>O 02 / O 32</td>
</tr>
<tr>
<td>Schuurman W.</td>
<td>D 31</td>
</tr>
<tr>
<td>Schwarzmeier J.L.</td>
<td>O 29</td>
</tr>
<tr>
<td>Schwindt N.N.</td>
<td>C 32</td>
</tr>
<tr>
<td>Scott S.D.</td>
<td>O 01</td>
</tr>
<tr>
<td>Segre S.E.</td>
<td>FT Team</td>
</tr>
<tr>
<td>Semenov V.N.</td>
<td>A 48</td>
</tr>
<tr>
<td>Seng U.</td>
<td>A 45</td>
</tr>
<tr>
<td>Sengoku S.</td>
<td>A 08 / C 25</td>
</tr>
<tr>
<td>Sereydan. R.</td>
<td>B 13</td>
</tr>
<tr>
<td>Serebreny G.A.</td>
<td>E 34 / E 35</td>
</tr>
<tr>
<td>Serrano J.F.</td>
<td>B 16</td>
</tr>
<tr>
<td>Sesnic S.</td>
<td>O 10</td>
</tr>
<tr>
<td>Seyler C.E.</td>
<td>O 29</td>
</tr>
<tr>
<td>Sgro A.G.</td>
<td>O 29</td>
</tr>
<tr>
<td>Shafranov V.D.</td>
<td>C 38 / O 11</td>
</tr>
<tr>
<td>Shagirov E.A.</td>
<td>B 52</td>
</tr>
<tr>
<td>Shang K.C.</td>
<td>O 18</td>
</tr>
<tr>
<td>Shakhmatre M.</td>
<td>O 25</td>
</tr>
<tr>
<td>Shakhovitz K.G.</td>
<td>B 11 / B 12</td>
</tr>
<tr>
<td>Shanskyy V.T.</td>
<td>D 39</td>
</tr>
<tr>
<td>Sharma A.S.</td>
<td>B 26</td>
</tr>
<tr>
<td>Sharp L.E.</td>
<td>B 04</td>
</tr>
<tr>
<td>Shashkov A.Yu.</td>
<td>E 13</td>
</tr>
<tr>
<td>Sheverbak A.F.</td>
<td>O 05</td>
</tr>
</tbody>
</table>
Yoshida K E 39 / O 08
Yousef N. D 30
Yu C.X. B 02
Yurchenko E.I. B 48
Yushmanov E.E. D 21
Yushmanov P.N. E 50 / E 51
Yusupov K.H. C 32

Zadrozny M. E 04
Zampaglione V. D 01
Zanza V. FT Team
Zdanowski K. D 41
Zebrowski J. E 05
Zehrfeld H.P. B 43
Zhang Z.X. A 22
Zhilukhin A.M. D 20
Zhukov A.P. D 39
Zippe M. W VII A Team
Zolotnikov D.M. E 13
Zolelnik S. B 14
ZT 40 M Team O 31
Zukakishvili G.G. E 09
Zushi H. B 15 / O 19
Zykova N.M. A 38