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PREFACE

The 12. European Conference of Controlled Fusion and Plasma Physics, was organized by the Roland Eotvos Physical Society and the Central Research Institute for Physics, Budapest, Hungary for the Plasma Physics Division of the European Physical Society (EPS).

The programme of the Conference was arranged by the Programme Committee which was elected by the Board of the Plasma Physics Division of the EPS during the Aachen conference, September 1983. This volumes contain all the accepted and by the Scientific Secretary in due time received contributed papers. Some papers received after the deadline but before the final proof, were added in a separate chapter as "late papers". The abstracts were reproduced photographically using the camera ready manuscripts submitted by the authors.

This Conference is a topical conference of the EPS. Therefore, the contributed papers are published as Europhysics Conference Abstracts. This fact determined the size and form of the books. The invited papers of the Conference will be published in a special issue of the journal "Plasma Physics and Nuclear Fusion", early 1986.

We wish to express our acknowledgements to all those people, first of all to Ms. Orsolya Pongracz and the Publishing Department of the Central Research Institute for Physics, who helped the printing of these books.

22. July, 1985

The Editors
PROGRAMME COMMITTEE

G. Grieger, MIPPP, Garching, FRG (Chairman)
L. Pocs, KFKI, Budapest, Hungary (Vice Chairman)
A. Fabre, Ecole Politechnique, Palaiseau, France
A. Gibson, JET
E. Hintz, KFA, Juelich, FRG
J. Jacquinot, JET
V.D. Shafranov, Kurchatov Institute, Moscow, USSR
D.R. Sweetman, Culham Laboratory, Abingdon, UK
H. Wolff, ZIE, Berlin, GDR
contents
In order to facilitate the orientation, each paper of the Conference a unique code was given. This code is to be found

- in the volumes of the contributed papers, in the table of contents and on the upper right corner of the first page of each abstract;
- on the top of the poster tables during poster sessions;
- in the conference programme booklet.

The code has the following structure:

- first character: the topic of the contribution, i.e.
  A - tokamaks
  B - stellarators
  C - mirrors
  D - compact tori and pinches
  E - inertial confinement
  F - plasma heating and current drive
  G - basic theory
  H - plasma edge physics
  I - other related topics
  J - late papers

- second character: the type of the contribution, i.e.
  L - invited lecture
  O - oral contribution
  P - poster

- two letters: the day of event (Mo, Tu, We, Th or Fr)
  - the next number is
    = in the case of invited and oral lectures, the time of beginning
      (e.g. 1530 is 15 hours 30 min, i.e. PM 3.30)
    = in the case of posters, the number of poster stand.
- volume and page number in the contributed papers volumes
- in the case of oral events (L and O) a letter (M or S) shows the lecture room.

Redundant information may be left out, for example the volume and page numbers in the codes used at the beginning of the papers.

Examples:

A 0 Mo 1640 1 379 M

is an oral contribution about tokamaks, which will be given on Monday in room M at 16 h 40 min. The paper is to be found in the first volume on page 379.

A P Fr 29 1 323

is a poster, which will be exposed on Friday on poster stand No 29. The paper is to be found in the first volume of the Proceedings on page 323.
A - TOKAMAKS

DeBoo, J C; Groebner, R J; Doublet III Group
Energy confinement experiment on DOUBLET III with high power neutral beam heating

A P M 11 2

2

Abe, M; Hirayama, T; Kitsunezaki, A; Kameari, A; Konoshima, S;
Ion energy confinement properties in high power beam heated plasmas in DOUBLET III

A P M 21 6

6

Zurro, E; Pardo, C; Cabrera, J A; Cepero, J R; TJ-1 Group
Radiated power loss behaviour in the TJ-1 tokamak

A P M 31 10

10

Joye, B; Lister, J B; Marmillod, Ph; Moret, J-M; Nowak, S
The radiated power profile under wide-ranging Ohmic conditions in the TCA tokamak

A P M 41 14

14

Gruber, O; Jilge, W; Bernhardi, K; Eberhagen, A; Fussmann, G;
Radial energy balance analysis of ASDEX H-mode discharges

A P M 51 18

18

Taroni, A; Abels van-Haaren, A E; Core, W; Duechs, D F;
Transport calculations for JET discharges with ICRH

A P M 61 22

22

Cordey, J G; Bartlett, D V; Bickerton, R J; Brusati, M;
Global energy confinement studies in Ohmically heated JET plasmas

A P M 1430 1 26 M

26

Gottardi, N; Krause, H; Mast, F
Limits in evaluating energy loss profiles from bolometric measurements at JET

A P M 71 30

30

Brusati, M; Cordey, J G
Transport analysis of JET discharges

A P M 81 34

34

T-10 Group
Study of electron heat conductivity on T-10 by propagation of a heat pulse from ECRH

A P M 91 38

38

T-10 Group
Energy confinement dependence on plasma current in T-10 under ECRH

A P M 101 42

42

Kalmykov, S G; Lashkul, S I; Petrov, Yu V; Shprits, I D
Temperature dependence of electron heat conductivity in TUMAN-2A-the tokamak with magnetic compression

A P M 111 46

46

Hofmann, F; Marcus, F B; Turnbull, A D
Positional stability of highly elongated tokamak plasma in a conducting shell

A P M 121 50

50

Goedbloed, J P; Hogeweij, G M D; Kleiber, R; Rem, J;
High-beta tokamak stability of toroidal plasmas with elliptical and D-shaped cross-sections

A P M 131 54

54

Takahashi, H; Bol, K; Buchenauer, D; Couture, P; Fonck, R;
High beta-t studies in the PBX tokamak

A P M 1450 1 58 M

58

Shoji, T; Hoshiba, K; Kasai, S; Kawakami, T; Kawashima, H;
High beta and confinement studies in the JFT-2M tokamak

A P M 141 62

62
<table>
<thead>
<tr>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gruber, O; Lackner, K; Lappus, G; Preis, H; Seidel, U;...</td>
<td>66</td>
</tr>
<tr>
<td>Configuration control for ASDEX Upgrade</td>
<td></td>
</tr>
<tr>
<td>Tanga, A; Campbell, D J; Denne, B; Gibson, A; Gottardi, N;...</td>
<td>70</td>
</tr>
<tr>
<td>The formation of a magnetic separatrix in JET</td>
<td></td>
</tr>
<tr>
<td>Ming Lun, Xue; Xiao, Li</td>
<td>74</td>
</tr>
<tr>
<td>Vaporization model of pellet under fusion plasma conditions</td>
<td></td>
</tr>
<tr>
<td>Vlasses, G; Kaufmann, M; Gruber, O; Haas, G; Lang, R S;...</td>
<td>78</td>
</tr>
<tr>
<td>Quasi stationary D-2 pellet injection into ASDEX divertor discharges</td>
<td></td>
</tr>
<tr>
<td>Lengyel, L; Neuhausyer, J</td>
<td>82</td>
</tr>
<tr>
<td>Ignition and fuelling scenarios based on the injection of pellets in thermonuclear plasmas</td>
<td></td>
</tr>
<tr>
<td>Stringer, T E</td>
<td>86</td>
</tr>
<tr>
<td>A theory of marfs</td>
<td></td>
</tr>
<tr>
<td>Goloborod'ko, V Ya; Kolesnichenko, Ya I; Yavorskij, V A</td>
<td>90</td>
</tr>
<tr>
<td>Stochastic motion and diffusion of alpha particles in tokamaks due to toroidal ripple</td>
<td></td>
</tr>
<tr>
<td>Gott, Yu, V; Yurchenko, E I</td>
<td>94</td>
</tr>
<tr>
<td>To the theory of ion heat conduction in tokamak</td>
<td></td>
</tr>
<tr>
<td>Parail, V V; Yushmanov, P N</td>
<td>98</td>
</tr>
<tr>
<td>Stochastic motion of particles and anomalous heat conduction in tokamak</td>
<td></td>
</tr>
<tr>
<td>Dnestrovskij, Yu N; Kostomarov, D P; Podorenko, A V; Popov, A M</td>
<td>102</td>
</tr>
<tr>
<td>Non-linear development of helical modes and helical equilibrium in tokamak</td>
<td></td>
</tr>
<tr>
<td>Degtyarev, L M; Drozdov, V V; Martynov, A A; Medvedev, S Yu</td>
<td>106</td>
</tr>
<tr>
<td>On scaling for the limiting beta values in tokamaks</td>
<td></td>
</tr>
<tr>
<td>De Menna, L; Miano, G; Rubinacci, G</td>
<td>110</td>
</tr>
<tr>
<td>Free boundary plasma equilibria in a non circular shell</td>
<td></td>
</tr>
<tr>
<td>Olivares, A G; Soler, Mario</td>
<td>114</td>
</tr>
<tr>
<td>Prediction of sawtooth oscillation parameters in tokamak discharges</td>
<td></td>
</tr>
<tr>
<td>Waidmann, G; Hrehuss, G</td>
<td>118</td>
</tr>
<tr>
<td>ECE-measurements on TEXTOR tokamak during Ohmic and ion cyclotron resonance heating experiments</td>
<td></td>
</tr>
<tr>
<td>Goedheer, W J; Westerhof, E</td>
<td>122</td>
</tr>
<tr>
<td>Simulation of tokamak discharges with sawteeth</td>
<td></td>
</tr>
<tr>
<td>Duperrex, P A; Keller, R; Malacarne, N; Pochelon, A</td>
<td>126</td>
</tr>
<tr>
<td>Magnetic activity during internal disruptions in JET discharges</td>
<td></td>
</tr>
<tr>
<td>Campbell, D J; Bartlett, D V; Best, C; Brusati, M; Christiansen, J P;...</td>
<td>130</td>
</tr>
<tr>
<td>Analysis of sawtooth instabilities in JET</td>
<td></td>
</tr>
</tbody>
</table>
McGuire, K; Callen, J D; Colchin, R J; Efthimion, P C;... Compound sawteeth and heat pulse propagation in TFTR A P Tu 19 1 134 134

Alladio, F; Mazzitelli, G; Tuccillo, A A; Vlad, G Analysis of sawtooth relaxations in Ohmic and RF heated discharges of the FT tokamak A P Tu 16 1 138 138

Bobrovskii, G A; Esipchuk, Yu V; Notkin, G E; Portnov, D V;... Internal disruption study in T-10 plasmas A P Tu 15 1 142 142

Montvai, A; Zoletnik, S Topological invariant of the tokamak configuration, and its role in processes leading to fast redistribution of the plasma current A P Tu 16 1 146 146

Wesson, J; Gowers, C; Han, W; Mast, F; Nave, F;... Density limit disruptions in JET A P Tu 17 1 147 147

Schueller, F C; Alladio, F; Campbell, D; Crisanti, F; de Kock, L;... Experimental observations of disruptions in JET A P Tu 18 1 151 151

O’Rourke, J; Campbell, D; Denne, B; Gondhalekar, A; Gottardi, N;... Poloidally asymmetric edge phenomena in JET A P Tu 19 1 155 155

Niedermeyer, H; Bartiromo, R; Becker, G; Bosch, H S; Brocken, H;... Investigations into the density limit of the tokamak with Ohmic and neutral beam heating A O Tu 1639 1 159 S 159

Braams, B J; Jilge, W; Martin, P Fast determination of plasma parameters through function parametrization A P Tu 20 1 163 163

Braams, B J MHD equilibrium determination A P Tu 21 1 167 167

Alladio, F; Crisanti, F; Marinucci, M Analysis of axisymmetric MHD equilibria by toroidal multipolar expansion A P Tu 22 1 171 171

Spineanu, F; Vlad, M Comparative studies for the numerical simulations of impurity transport in tokamak plasmas A P Tu 23 1 175 175

Shimizu, K; Shirai, H; Hirayama, T; Azumi, H; Takizuka, T;... Numerical simulation of MHD effects of tokamak plasma confinement A P Tu 24 1 179 179

Heifetz, D B; Langer, W D; Ehrhardt, A B Three-dimensional calculations of the transport of neutral hydrogen and molecular impurities in TFTR A P Tu 25 1 183 183

Boerner, P; Kaleck, A CATI - a code for axisymmetric motions of plasma in tokamaks with iron-core transformer A P Tu 85 1 187 187

Saoutic, B; TFIR Group Laser-injected impurity transport in Ohmic and ICRF-heated TFR plasmas A T Th 11 1 191 191

Fussmann, G; Bartiromo, R; Janeschitz, G; Katze, P B; Mueller, B R;... Impurity behaviour for various auxiliary heating methods in ASDEX A P Th 2 1 195 195
McCormick, K; Bartromo, R; Bosch, H S; Brambilla, M; Derfle, H;...
Measurement of the current distribution in ASDEX during lower hybrid current drive using the Li-beam/Zeeman-effect technique
A P Th 3 I 199

Duva!, B; Fielding, S J; Hawkes, N C; Hugill, J; Peacock, N J
Charge exchange spectroscopy on DITE
A P Th 4 I 203

Bagdasarova, A A; Bugary, V I; Vas'kin, N LA; Vershkov, V A;...
Injected impurity transport study in the T-10 plasma by X-ray and UUV-spectroscopy
A 0 Th 1210 I 207 N

Bittori, E; Fubini, A; Haegi, M; Pedretti, E; Pillon, M;...
Preliminary measurement of the burn up of the fusion-produced tritons in FT
A P Fr 1 I 221

Tubbing, B J D; Barbian, E; Campbell, D J; Hugenhoitz, C A J;...
A twelve-channel grating polychromator for measurement of electron temperature in JET
A P Fr 2 I 215

Corti, S; Bracco, G; Brusati, M; Gondhalekar, A; Grosso, G;...
Analysis of neutral particles in JET
A P Fr 3 I 219

Jarvis, O N; Gorini, G; Hone, M; Kaelne, J; Maerlo, V;...
Ion temperature and density measurements in JET using neutron diagnostics
A P Fr 4 I 223

Costley, A B; Baker, E A M; Brusati, M; Bartlett, D V; Campbell, D J;...
Electron temperature measurement on JET
A P Fr 5 I 227

Huebner, K; Baetzner, R; Hinsch, H; Rapp, H; Wurz, H;...
Neutron production during deuterium injection in deuterium plasmas in ASDEX
A P Fr 6 I 231

Bereozovskiy, E L; Dnestrovsky, Yu N; Efremov, S L; Zaveryayev, V S;...
Ion temperature measurements by charge exchange in the presence of convective ion transfer in tokamak
A P Fr 7 I 235

Barbotko, V H; Bychkov, S S; Ivanov, R S; Stotsky, G J
Method of local effective ion charge determination in tokamak by means of resonance fluorescence
A P Fr 8 I 239

Irishov, G S; Yushmanov, P N
Distortion of the Maxwellian distribution in inhomogeneous magnetized plasma
A P Fr 9 I 243

Bondarenko, S P; Kaminski, A O; Kuznetsov, Yu K; Pyatov, V N;...
Investigation of current profiles in the TUMAN-3 tokamak
A P Fr 10 I 247

Bertschinger, G; Reiter, D; Koenen, L
Determination of the flux of thermal neutral particles from the wall to a tokamak by pulsed gas injection
A P Fr 11 I 251

Hickok, R L; Saadatmand, K; Jennings, W C
Fluctuation measurements on the RENTOR tokamak
A P Fr 12 I 255

De Simone, P; Frigione, D; Orsitto, F
Density fluctuations measurement on FT tokamak by small angle CO-2 scattering
A P Fr 13 I 259
Carolan, P G; Forrest, M J; Hawkes, N C; Peacock, N J
Studies of edge phenomena in JET with visible spectroscopy
AP Fr 14 1 263 243

Carolan, P G; Duval, B P; Field, A R; Fielding, S J; Hawkes, N C;
Charge exchange recombination spectroscopy of ASDEX
AP Fr 15 1 267 267

Bakos, J S; Sorlei, Zs
Optically pumped FIR lasers and tokamak interferometry
AP Fr 16 1 271 271

Valovic, M; Badalec, J; Jakubka, K; Kopecky, V; Stoeckel, J;
A start-up discharge phase in a CASTOR tokamak
AP Fr 17 1 275 275

Gruber, O; Lackner, K; Wunderlich, R
Transport analysis for current build-up in ASDEX and JET
AP Fr 18 1 279 279

Thomas, P R; Christiansen, J P; Ejima, S
Volt-seconds consumption of JET discharges
AP Fr 19 1 283 283

Schueller, F C; Thomas, P R; Kellman, A; Lazzaro, E; Lomas, P;
Plasma evolution and skin-effects in JET
AP Fr 20 1 287 287

Sawley, M L; Pochelon, A; Keller, R
Studies of broadband magnetic fluctuations int the TCA tokamak
AP Fr 21 1 291 291

TFR Group; Truc, A
Connection between low frequency turbulence and electron energy
confinement in TFR
AP Fr 22 1 295 295

Feneberg, W; Kornherr, M; Smeulders, P; Bartromo, R; Becker, G;
Poloidal asymmetric impurity radiation in ASDEX in the presence of
neutral injection
AP Fr 23 1 299 299

Budaev, V P; Ivanov, R S
Turbulence-induced plasma transport in tokamak TV-1
AP Fr 24 1 303 303

Borshchevskij, A A; Popov, I A; Stepanenko, M N
MHD-mode m=2 suppression by ECRH heating in the tokamak T-10
AP Fr 25 1 307 307

Howling, A; Cote, A; Doyle, B J; Evans, D E; Robinson, D C
Fluctuations and losses in the TOSCA tokamak
AP Fr 26 1 311 311

Haynes, P S; Morris, A W; Robinson, D C
Observation of multiple helicity modes on JET
AP Fr 27 1 315 315

Alladio, F; Crisanti, F; Lazzaro, E
Identification of magnetic helical perturbation in a tokamak
AP Fr 28 1 319 319

Harbour, P J; Johnson, P C
Extrapolation of bundle divertor results to a reactor of INTOR/NET
size
AP Fr 29 1 323 323

Christiansen, J P; Campbell, D J; Cordey, J G; Ejima, S; Lazzaro, E
Resistivity and field diffusion in JET
AP Fr 30 1 327 327
The transient behaviour of the beta limit in ASDEX

Confinement studies on ASDEX in the intermediate region from Ohmic to neutral injection scaling

Formation of detached plasmas in TFTR

Confinement studies on ASDEX in the intermediate region from Ohmic to neutral injection scaling

Formation of detached plasmas in TFTR

Electron density profile dependence on plasma parameters on T-10

Plasma current density shaping at the initial stage of discharge on T-10

Local particle balance in a tokamak with magnetic compression - TUMAN-2A

Electron density profile dependence on plasma parameters on T-10

Difficulties with the establishing of "gas blankets" at the border of magnetically confined plasmas

Effect of the non-axisymmetric field of the DITE bundle divertor on magnetic topology, mhd instabilities and rotation

MHD characteristics of JT-60 plasmas

Spectroscopic measurements of the impurity content of JET plasmas with Ohmic and RF heating

B - STELLARATORS

Ambipolar electric fields and transport

70 GHz ECRH experiments on the W VII-A stellarator

Influence of the magnetic configuration on plasma behaviour in the WENDELSTEIN VII-A stellarator
Computation of fast ion confinement by electric fields in the W VII A stellarator

Uo, K; Iiyoshi, A; Obiki, T; Motojima, O; Morimoto, S;...
NBI and ECR heating experiments of the HELIOTRON E device

Motojima, O; Zushi, H; Sudo, S; Kaneko, K; Sano, F;...
Study of the transport and energy balance of HELIOTRON E plasmas

Herrnegger, F; Johnson, J L
Effect of wall stabilization on free boundary \( m=2 \) modes in toroidal \( l=2 \) stellarators with small shear

Akulina, D K; Lasarev, V B; Lapshin, V I; Leonov, V N;...
Measurements of electron cyclotron radiation spectrum (ECR) in the L-2 stellarator by fast-scanning Fourier spectrometer

Fraiman, A A; Smolyakova, O B; Suvorov, E V
A numerical simulation of experiments on EC preionization and plasma heating at L-2 stellarator

Andryukhina, E D; Batanov, G M; Berezetskii, M S; Blokh, M A;...
Comparison of experimental results and numerical simulations on ECR production and heating in currentless plasma in the L-2 stellarator

Blokh, M A; Voronov, G S; Donskaya, N P; Kladov, S V; Larionova, N F;...
Spectroscopic studies of impurities during ECR plasma heating in the L-2 stellarator

Hamberger, S H; Sharp, L E; Shi, S X; Blackwell, B D
Plasma production and confinement in a toroidal heliac

Perea, A; Alvarez Rivas, J L; Botija, J; Cepero, J R; Fabregas, J A;...
Physics issues in the design of TJ-11

Guasp, J; Fabregas, J A
HELICON, a new helical axis stellarator

Guasp, J; Alvarez Rivas, J L; Fabregas, J A; Lopez Fraguas, J A;...
Physics studies for the TJ-II device

Nuehrenberg, J; Zille, R
Balloning modes in 3D finite-beta stellarators

Harmeyer, E; Kisslinger, J; Rau, F; Wobig, H
On conventional and modular heliacs

Wobig, H; Kisslinger, J
Stellarator equilibrium by low-beta-expansion

Nagao, S; Miyajima, S; Fujii, M; Saito, T; Katsumori, H
Improvement of magnetic surfaces of helical axis torsatron
<table>
<thead>
<tr>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ripple transport at low collisionality in stellarators</td>
<td>461</td>
</tr>
<tr>
<td>Magnetic field structure and ECR plasmas in IMS</td>
<td>445</td>
</tr>
<tr>
<td>Collective phenomena in ECR wave-plasma interaction in SATURN stellarator</td>
<td>469</td>
</tr>
<tr>
<td>Features of lower hybrid heating in stellarators</td>
<td>473</td>
</tr>
<tr>
<td>Structure of ICRF waves in a plasma with helical symmetry</td>
<td>477</td>
</tr>
<tr>
<td>Determination the plasma-pressure anisotropy in stellarators</td>
<td>481</td>
</tr>
<tr>
<td>Stability of high beta plasmas with helical magnetic axis</td>
<td>485</td>
</tr>
<tr>
<td>Ideal magnetohydrodynamic equilibrium and stability studies of a toroidal system with arbitrary helical fields</td>
<td>487</td>
</tr>
<tr>
<td>Effect of ECH and ICH on ambipolar potential formation in Nagoya BUMPY TORUS</td>
<td>491</td>
</tr>
<tr>
<td>Streaming instabilities in tandem mirror thermal barriers</td>
<td>496</td>
</tr>
<tr>
<td>ICRF field solutions in axisymmetric mirror plasmas</td>
<td>500</td>
</tr>
<tr>
<td>Sloshing ion distribution produced by ICRF in an axisymmetric mirror-cusp device, RFC-XX-M</td>
<td>504</td>
</tr>
<tr>
<td>Magnetic focusing of 80 kJ microsecond electron beam for plasma heating in solenoids</td>
<td>508</td>
</tr>
<tr>
<td>Stability of a steady state in open traps with neutral injection</td>
<td>512</td>
</tr>
<tr>
<td>MHD stable confinement of rotating plasma in an axisymmetrical open trap</td>
<td>516</td>
</tr>
<tr>
<td>Investigation of low-frequency plasma fluctuation in the HER device</td>
<td>520</td>
</tr>
</tbody>
</table>
Goto, A; Fukuyama, A; Furutani, Y
Propagation of ICRF waves in an axisymmetric mirror plasma
CP Fr 49 1 524 524

Mase, A; Adachi, S; Cho, T; Ichimura, H; Inutake, H;...
Plasma confinement in the axisymmetrized tandem mirror GAMMA 1
C D Fr 1210 1 528 M 528

Kies, W; Van Calker, C; Decker, G; Haelzig, H; Ziethen, G
300 kV plasma focus SPEED 2: first results from 3 MA-discharges
C P Mo 31 1 566 566

D - COMPACT TORI AND PINCHES

Sinman, A; Sinman, S
A fast dense plasma focus system employing REB technology
D P Mo 43 1 534 534

Sadowski, H; Jakubowski, L; Rydygier, B; Zebrowski, J
Space- and time-resolved studies of X-ray and ion emission from the
PF-360 experiment
D P Mo 44 1 538 538

Jaeger, U; Biermayer, W; Herold, H; Kaeppler, H J; Schmidt, H;...
Fusion reaction mechanisms in the plasma focus SEPOSEIDON
D P Mo 45 1 542 542

Borowiecki, H; Czekaj, S; Denus, S; Koziarikiewicz, W;...
Influence of insulator on plasma-focus discharge
D P Mo 46 1 546 546

Czekaj, S; Denus, S; Kasperczuk, A; Hiklaszewski, R; Paduch, H;...
The study of plasma dynamics in the PF-300 device by means of laser
diagnostics
D P Mo 47 1 550 550

Yokoyama, M; Yamada, Y; Yamamoto, Y; Kitagawa, Y; Yamanaka, H
Experimental studies in dense plasma focus
D P Mo 48 1 554 554

Ursu, I; Ivascu, M; Cotruta, D; Dimitrescu-Zoita, C; Ludu, A;...
Experiments with a plasma focus device powered by magnetic
flux-compression generators
D P Mo 49 1 558 558

Salukvadze, R G; Khantiev, E Yu; Kraus, VI; Batenyuk, A A
Formation of electron and ion beams in a plasma focus
D P Mo 50 1 542 562

Weber, P G; Baker, D A; Buchenauer, C J; Burkhardt, L C; Cayton, T E;...
Results from the Los Alamos RFP experiments
D D Fr 1150 1 570 M 570

Wahlberg, C
Conditions for confinement and positional stability of a z-pinch in
high order multipole and cusp fields
D P Mo 32 1 574 574

Alper, A; Antoni, V; Bassan, N; Buffa, A; Costa, S;...
RFP confinement studies in ETA-BETA II
D P Mo 53 1 578 578

Antoni, V; Ortolani, S
Large amplitude oscillations and relaxation phenomena in reversed
field pinches
D P Mo 54 1 582 582

Gabellieri, L; Ortolani, S; Puiatti, M E; Scarin, P; Tondello, G
Space-resolved impurity measurements on ETA-BETA II
D P Mo 55 1 586 586
Siemon, R E; Armstrong, W T; Chrien, R E; Hugass, W N; McKenna, K F;...
Field-reversed configuration formation, translation, and confinement studies on the FRX-C/T experiment
D P No 56 1 590
Bobeldijk, C; Hoekzema, J A; Lok, J; van der Meer, A F G; Oepts, D;...
SPICA-II: A high-beta experiment with elongated plasma cross-section
D P No 57 1 594
Nalesso, G F
Non linear boundary equations at a thin anisotropically conducting wall (liner)
D P No 58 1 598
Toyama, H; Asakura, N; Hattori, K; Inoue, N; Ishida, S;...
Effects of bias toroidal field and filling pressure on the performance of the reversed field pinch device REPUTE-1
D P No 59 1 602
Panarella, E; Guty, V
Application of the scaling laws to the REXIMPLE spherical pinch machine: experimental results
D P No 60 1 606
Witalis, B A
Current and field self-reversals in toroidal pinches
D P No 61 1 610
Evans, D E; Storey, D P; Wilcock, P D
Density studies in HBTXIA reversed field pinch
D P No 62 1 614
Eriksson, G
Charged particle motion in a cylindrically symmetric z-pinch
D P No 63 1 618
Liberman, M A; Velikovich, A L
Self-similar motions in a Z pinch dynamics
D P No 64 1 622
Asakura, N; Inoue, N; Hiyamoto, K; Nagayama, Y; Shinohara, S;...
Equilibrium of reversed field pinch with iron core
D P No 65 1 626
Briguglio, S; Romanelli, F; Vlad, G
Current driven drift waves in reversed field pinches
D P No 66 1 630
Bunting, C C A; Carolan, P G; Field, A R
Ion behaviour in the HBTXIA reversed field pinch
D P No 67 1 634
Martini, S; Ortolani, S
Soft X-ray measurements on ETA-BETA II
D P No 68 1 638
Sinman, S; Sinman, A
A compact toroid formed by multi magnetized T-tubes
D P Tu 26 1 642
Hoida, H W; Barnes, C W; Henins, I; Jarboe, T R; Buchenauer, C J;...
Local drift parameter, j/ne and resistivity anomaly measurements in CTX spheromaks
D P Tu 27 1 643
Jones, I R; Knight, A
A field reversed configuration generated by means of a rotating magnetic field
D P Tu 28 1 647
E - INERTIAL CONFINEMENT

Denus, S; Arendzikowski, R; Fiederowicz, H; JeziaK, K;...
Experimental study of laser-driven implosion of spherical microtargets
E P Th 1450 2 2 S

Denus, S; Fiederowicz, H; Kostecki, J; Nagraba, S; Pawlowicz, W;...
Spectral analysis of 2-omega-null and 3/2-omega-null harmonic emission
from laser irradiated spherical microshells
EP Th 5 2 6

Fabbro, R; Faral, B; Virmont, J; Cottet, F; Romain, J P;...
Generation of very high pressures in planar geometry in 0.26 mikrom
wavelength laser experiments
EP Th 6 2 10

Meyer, J; McIntosh, G; Houtman, H
Experimental investigation of the two plasmon decay and stimulated
Raman scattering instabilities in a CO2 laser produced plasma
EP Th 7 2 14

Golota, V I; Karas, V I
On the high-current ion beam instability in the 2-pinch plasma channel
EP Th 0 2 10

Kawata, S; Niu, K
Target implosion in LIB ICF
EP Th 9 2 22

Balke, R B; Datsko, I H; Kovsharov, N F; LosKutov, V V;...
Study of the implosion of wire arrays at 1 MA current pulses
EP Th 10 2 26

Kamelander, G
Effects of fusion product transport on burn characteristics of
ICF-pellets
EP Th 11 2 30

F - PLASMA HEATING AND CURRENT DRIVE

Hansen, F R; Lykov, J P; Maroli, C; Petrillo, V
Full-waee calculation of the O-X mode conversion process
FP Fr 49 2 36

Ejima, S; Jahns, G L; Lin, S H; Moeller, C P; Prater, R;...
Heating and confinement in the DOUBLET III tokamak with electron
cyclotron heating
F 0 Fr 980 2 40 M

Zhang, Z X; Jiang, H Y
An ECRH ray-tracing study with multi-reflection and mode conversion
FP Fr 50 2 44
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faulconer, D W; Braj, L</td>
<td>Plasma-induced TM mode transparency of electrostatic shields used in RF heating</td>
<td>48</td>
</tr>
<tr>
<td>Bornatici, H; Ruffina, U; Westerhof, E</td>
<td>Electron cyclotron absorption and emission in the presence of a small population of drifting superthermals</td>
<td>52</td>
</tr>
<tr>
<td>Heikkinen, J A; Karttunen, S J</td>
<td>Scattering of the heating wave off ion wave in electron cyclotron resonance heating</td>
<td>56</td>
</tr>
<tr>
<td>FOM-ECRH Team; TFR Group</td>
<td>First results of the electron cyclotron experiment on TFP</td>
<td>60</td>
</tr>
<tr>
<td>Litwin, C; Hershkowitz, N; Callen, J D</td>
<td>Eigenmode structure, ICRF heating and stabilization of axially symmetric systems</td>
<td>64</td>
</tr>
<tr>
<td>Vasin, N L</td>
<td>Electron density profile behaviour under ECRH on T-10</td>
<td>68</td>
</tr>
<tr>
<td>Fukuyama, A; Goto, A; Itoh, K; Itoh, S-I</td>
<td>Two-dimensional kinetic analysis of ICRF waves in a tokamak</td>
<td>72</td>
</tr>
<tr>
<td>O'Brien, M R; Cox, N; Start, D F H</td>
<td>Numerical studies of high power ECRH in tokamaks</td>
<td>76</td>
</tr>
<tr>
<td>Edlington, T; Ainsworth, N R; Alper, B; Atkinson, D; Blewett, S G F...</td>
<td>Fundamental and 2nd harmonic heating at the electron cyclotron resonance on cleo tokamak</td>
<td>80</td>
</tr>
<tr>
<td>Airoldi, A; Cenacchi, G; Oreifico, A; Ramponi, G</td>
<td>Electron cyclotron heating simulation in tokamaks by combined codes</td>
<td>84</td>
</tr>
<tr>
<td>Pesic, S</td>
<td>Wave absorption near the second harmonic of the electron cyclotron frequency</td>
<td>88</td>
</tr>
<tr>
<td>Consoli, T</td>
<td>Current drive and plasma heating by longitudinal ECR waves</td>
<td>92</td>
</tr>
<tr>
<td>Giruzzi, G; Krivenski, V; Ziebell, L F</td>
<td>Electron cyclotron heating of a tokamak plasma at down shifted frequencies</td>
<td>96</td>
</tr>
<tr>
<td>Soell, W; Noterdaeme, J-M</td>
<td>Optimisation of ICRH antennas based on coupling and absorption</td>
<td>100</td>
</tr>
<tr>
<td>Itoh, S I; Itoh, K; Fukuyama, A; Nishikawa, K</td>
<td>Control of energy exchange rate by ICRF catalyst</td>
<td>104</td>
</tr>
<tr>
<td>Adam, J; Equipe TFR</td>
<td>Comparison of two Kii antenna configurations for ICRH experiments in TFR</td>
<td>108</td>
</tr>
<tr>
<td>Title</td>
<td>Authors</td>
<td>Conference/Journal</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>----------------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Influence of laser blow-off injected vanadium ions on the deuteron heating during ICRF in TFR</td>
<td>Sautic, B; TFR Group</td>
<td>FP T 36 2 112</td>
</tr>
<tr>
<td>Effect of current drive in ICRF heating</td>
<td>Milovich, J L; Morales, G J; Fried, Burton</td>
<td>FP T 37 2 116</td>
</tr>
<tr>
<td>Heating, confinement, and stability during high power ICRF experiments on PLT</td>
<td>Hosea, J C; Bell, R; Bitter, H; Cavallo, A; Cohen, S; ...</td>
<td>F 0 Tu 1458 2 120 M</td>
</tr>
<tr>
<td>Effect of particle trapping in ICRF-Beam heated tokamak plasmas</td>
<td>Hellsten, T; Core, W; Hammen, H; Appert, K; Succi, S</td>
<td>FP T 38 2 124</td>
</tr>
<tr>
<td>Simulation of plasma potential induction and particle transport during ICRF heating</td>
<td>Grigor'eva, L I; Pashchenko, A V; Smerdov, B I; Chekin, V V</td>
<td>FP T 39 2 128</td>
</tr>
<tr>
<td>The use of heavy admixture ions for enhancing the ICRF plasma heating efficiency</td>
<td>Longinov, A V; Pavlov, S S; Stepanov, K N</td>
<td>F P Tu 40 2 132</td>
</tr>
<tr>
<td>Ion heat transfer under cyclotron heating in tokamak</td>
<td>Shurygin, R V; Yushmanov, P N</td>
<td>F P Tu 41 2 136</td>
</tr>
<tr>
<td>Fokker Planck calculations of ICRF current drive on JET</td>
<td>Cox, H; Dendy, R; Hammen, H; Jacquinit, J; Lallia, P; ...</td>
<td>FP T 42 2 140</td>
</tr>
<tr>
<td>Fokker-Planck calculations for JET ICRF heating scenarios</td>
<td>Scharer, J; Jacquinit, J; Lallia, P; Sand, F</td>
<td>FP T 43 2 144</td>
</tr>
<tr>
<td>Plasma-antenna coupling and the related scrape-off layer studies on JET</td>
<td>Bures, M; Evrard, H P; Jacquinit, J; Lallia, P P; Sand, F</td>
<td>FP T 44 2 148</td>
</tr>
<tr>
<td>Electron power deposition profile during ICRF heating on JET</td>
<td>Gambier, D J; Bartlett, D V; Bures, M; Campbell, D J; Cottrell, G A; ...</td>
<td>FP T 45 2 152</td>
</tr>
<tr>
<td>ICRH experiments in T-10 tokamak</td>
<td>Alikaev, V V; Berezovskii, E L; Vasin, N A; Vdovin, V L; ...</td>
<td>F 0 Tu 1430 2 156 M</td>
</tr>
<tr>
<td>ICRF heating experiments on T-10 tokamak at the ion-ion hybrid resonance conditions</td>
<td>Alikaev, V V; Bagdasarov, A A; Berezovsky, E L; Buzankin, V V; ...</td>
<td>FP T 46 2 160</td>
</tr>
<tr>
<td>Bulk plasma heating with lower hybrid waves in the PETULA-B tokamak</td>
<td>Hoang, G T; Bottollier, H; Briand, P; Briffod, G; Chabert, P; ...</td>
<td>F P Th 12 2 164</td>
</tr>
<tr>
<td>Hot electron studies in PETULA-B discharges during LH wave application</td>
<td>Girard, A; Helin, G; Agarici, G; Blanc, P; Bottollier, H; ...</td>
<td>F P Th 13 2 168</td>
</tr>
<tr>
<td>Lower hybrid ion heating and current drive with one and two grills in PETULA B</td>
<td>Parlane, F; Agarici, G; Blanc, P; Bottollier-Curtet, H; Briand, P; ...</td>
<td>F 0 Th 1430 2 172 M</td>
</tr>
<tr>
<td>On the RF current and the RF power absorption at finite levels of injected power in lower-hybrid current drive</td>
<td>Wegrowe, J-G</td>
<td>F P Th 14 2 176</td>
</tr>
</tbody>
</table>
Comparison between theory and experiments on lower hybrid current drive

Hoshino, K; Yamamoto, T; Suzuki, N; Uesugi, Y; Kawashima, H;
RF current drive (LHH+ECH) and electron heating experiments on JFT-2M tokamak

Pavlo, P; Klima, R
Computer simulation of lower hybrid current drive in T-7 tokamak

Stevens, J E; Bell, R; Bernabei, S; Cavallo, A; Chu, T K;
Lower hybrid experiments at 2.45 GHz on PLT

Barbato, E; Bracco, G; Podd, S; Zanza, V
Simulation of neutral emission in the ion interaction regime during LH experiment in FT

Dnestrovski, Yu N; Parail, V V; Kostomarov, D P; Luk'yanitsa, A A;
Toroidal and electrical field effects on current drive in tokamak by LH-waves and by ECR-waves

Stepanov, K N; Yegorenkov, V D
Current drive by nonuniform external forces

Belikov, V S; Kolesnichenko, Ya I; Plotnik, I S
Effect of the toroidal magnetic field on the current drive in tokamaks with travelling waves

Neudachin, S V; Parail, V V; Pereverzev, G V; Shurygin, R V
Influence of toroidal effects on the propagation of lower hybrid waves in plasma

Krasheninnikov, S I; Soboleva, T K
Current drive in tokamak-reactor due to RF-heating of alpha-particles

Cesario, R; Pericoli-Ridolfini, V
Parametric instabilities during the lower hybrid power injection in the high density regime of the FT tokamak

Yang, W H; Li, D F; Huo, Y P
Large angle scattering and LH current drive

Cardinali, A; Romanelli, F
Asymptotic analysis of lower hybrid waves propagation in tokamaks in the cold electrostatic approximation

Knowlton, S; McDermott, S; Porkolab, M; Takase, Y; Tessler, S;
Lower hybrid current drive experiments on the MIT ALCATOR C and VERSATOR II tokamaks

Gell, Y; Nakach, R
Ion tail formation by cascade trapping in lower-hybrid heating experiments

Leuterer, F; Eichhardt, D; Soeldner, F; Bartiromo, R; Becker, G;
Lower hybrid current drive in the ASDEX tokamak
Soeldner, F; Eckhart, D; Leuterer, F; Eberhagen, A; Guiuliana, A...
Power absorption studies for lower hybrid heating and current drive in ASDEX
F0 Tu 1520 2 244 M

Collins, G A; Joyce, B; Lister, J B; Moret, J-M
A study of the density rise observed during AWH in TCA
FP Tu 47 2 248

Huang, Li; Qiu, X; Dirg, N
Kinetic theory of Alfvén wave heating in finite beta tokamak plasma
FP Tu 48 2 252

Elfimov, A G
Double Alfvén wave resonance - is the possible heating scheme of the large tokamak plasma
FP Tu 49 2 256

Kirov, A G; Sidorov, V P; Lozovskij, S N; Elfimov, A G; Ruchko, L F;...
RF power input in the tokamak reactor with Alfvén heating
FP Tu 50 2 260

de Chambrier, A; Collins, G A; Joyce, B; Lietti, A; Lister, J B;...
Strong electron and ion heating in clean conditions in TCA
FO Fr 1130 2 264 N

Joye, B; Lister, J B; Marcus, F B; Nowak, S
Towards a better understanding of impurities in TCA
FP Tu 51 2 268

de Kluijver, H; Yousef, N; de Groot, B; Barth, C J; van der Laan, H A;...
Plasma heating in the TORTUR tokamak by low-frequency toroidal current pulses
FP Tu 52 2 272

Cap, F F
Electromagnetic waves in toroidal anisotropic inhomogeneous plasmas
FP Tu 53 2 276

Saito, K; Inaba, N; Osanai, Y; Nogi, Y; Shiina, S
Further heating of a high beta plasma by the compressional Alfvén wave
FP Tu 54 2 280

Speth, E; Eberhagen, A; Gehre, O; Gernhardt, J; Janeschitz, G;...
The effect of neutral beam deposition on heating and confinement in ASDEX
FP Tu 55 2 284

Miley, G H; Sutton, W R; Sigmar, D J
Alpha-driven fast magneto sonic wave heating in tokamak plasmas
FP Tu 56 2 288

Freisinger, J; Kaufmann, M; Kraus, W; Loeb, H W; Reuschling, R
The RF-neutral injector ion sources RIG
FP Tu 57 2 292

Sund, R S; Scharer, J E; McVey, B D
Local power conservation for linear wave propagation in an inhomogeneous plasma
FP Tu 58 2 296

Argenti, L; Cima, G; Cirant, S; De Luca, F; Jacchia, A;...
Effects of ECW injection into the THOR tokamak plasma
FP Tu 59 2 300

Katzenstein, J; Liu, R; Rostoker, N
Injection and trapping of intense neutralized ion beams in closed magnetic configuration
FP Tu 40 2 304

Hutter, T; Roubin, J P; TFR Group
Fast ions behaviour during N.B.I. in TFR from auxiliary modulated beam measurements
FP Tu 41 2 308
G - BASIC THEORY

Canobbio, E; Croci, R
The ponderomotive decay of LH waves as a means of filling the spectral gap and understanding the opacity of high-density...
6 P Fr 63 2 314 314

Porcelli, F; Pegoraro, F
Asymptotic theory of fluid waves in relativistic plasmas
6 P Fr 64 2 318 318

Pegoraro, F; Coppi, B; Detragiache, P
Magnetoionic normal modes in inhomogeneous toroidal plasmas
6 P Fr 65 2 322 322

Shukla, P K; Spatschek, K H
Pseudo three-dimensional interchange-mode turbulence in magnetized plasmas
6 P Fr 66 2 326 326

Nassri, A; Heindler, M
Analytical treatment of the absorption/emission coefficient for synchrotron radiation
6 P Fr 67 2 330 330

Kraemer, M; Sollich, N; Dietrich, J
Mode conversion of lower hybrid waves
6 P Fr 68 2 334 334

Sedlacek, Z; Jungwirth, K; Stavina, P; Breizman, B N
Strong Langmuir turbulence - computer simulations
6 P Fr 69 2 338 338

Prezinselten, J; Lacina, J; Omelitchenko, A Y
Initial stage of development of non-linear effects at oblique incidence of electromagnetic waves on an inhomogeneous plasma
6 P Fr 70 2 342 342

Litvak, A G; Petrova, T A; Sergeev, A M; Yunakovsky, A D;...
Self-interaction of plasma oscillations with anomalous dispersion
6 P Fr 71 2 346 346

Petviashvili, V I
Alfven-drift mode vortices and transport in plasma after HF heating
6 P Fr 72 2 350 350

Moroz, P E
On the cyclotron absorption of a fast-wave
6 P Fr 73 2 351 351

Wang, Z
Stochastic instability in hot electron plasma
6 P Fr 74 2 355 355

Furth, H P; Glasser, A H; Park, W; Rutherford, P; Selberg, H;...
The q(0)<1 regime of the tokamak
6 P Tu 159 2 358 H 359

Thyagaraja, A; Haas, F A
Test-particle transport due to fluctuating magnetic fields in tokamaks
6 P Tu 62 2 362 362

Schep, T J; Pegoraro, F
Linear theory and energy integral of resistive modes
6 P Tu 63 2 366 366

Eggen, J B H M; Schuurman, W
Minimum energy principle for plasma relaxation to equilibria with pressure and temperature profiles
6 P Tu 64 2 370 370
Edenstrasser, J W; Schuurman, W
The F-theta-diagram and other characteristics of a variational principle for stationary, finite-beta plasma equilibria
6 P Tu 65 2 374 374

Minardi, E; Toschi, V
Metastable states in tokamaks
6 P Tu 66 2 378 378

van Houten, M A; Weenink, M H; Schuurman, W
On the second variation of a minimum energy principle for a force free plasma with a free boundary
6 P Tu 67 2 382 382

Dubois, M; Samain, A
Ion kinetic energy production during fast reconnections
6 P Tu 68 2 386 386

Stacey, W H; Sigmar, D J
Toroidal momentum confinement of strongly rotating tokamak plasma
6 P Tu 69 2 390 390

Andersson, P; Weiland, J
Analytic theory of MHD ballooning modes
6 P Tu 70 2 394 394

Callen, J D; Gu, W X; Shaing, K C
Neoclassical MHD instabilities and transport in tokamaks
6 P Tu 71 2 397 397

Bishop, C M; Taylor, J B
A class of special toroidal MHD equilibria, including minimum-B
6 0 Fr 1130 2 401 5 401

Karlsson, E T
Constants of the motion for inhomogeneous plasma
6 P Tu 73 2 405 405

Parail, V V; Pogutse, O P; Voytesekhovich, I A
Departure of run-away electrons and the fan-like instability in tokamak
6 P Tu 74 2 409 409

Bellemishev, A D; Yurchenko, E I
Theory of dissipative ballooning modes in tokamak at a finite sound speed
6 P Tu 75 2 413 413

Besedin, N T; Pankratov, I M
On stability of runaway electrons
6 P Tu 76 2 417 417

Cheng, C Z; Chance, M S
A nonvariational MHD stability Code for Axisymmetric plasmas
6 P Tu 77 2 421 421

Boozer, A H
Canonical representation of magnetic fields
6 P Tu 78 2 425 425

Pan, C H; Ding, H C; Wu, L Q
Kinetic theory of ballooning-mode in collisional plasma
6 P Tu 79 2 429 429

Tsumenatsu, T; Tokuda, S; Takeda, T
Stability of external kink mode of tokamak
6 P Tu 80 2 433 433

Tsypin, V S
Toroidal rotation effect on the collisional plasma transport in a tokamak
6 P Tu 81 2 437 437
Hontvai, A  
New representation of the plasma-magnetic field system in equilibrium  
6 P Tu  72 2 441  441

Arter, W; Edwards, D N  
Dimensionality and MHD mode coupling studies of DITE  
6 P Th  1210 2 442 S  442

Gee, S J; Taylor, J B  
Dimension measurement of fluctuations in HBTX1A  
6 P Tu  82 2 446  446

Cote, A; Haynes, P; Howling, A; Morris, A W; Robinson, D C  
Dimensionality of fluctuations in TOSCA and JET  
6 P Th  83 2 450  450

Becker, G  
Anomalous transport and unstable modes in neutral-beam-heated L and H plasmas of ASDEX  
6 P Tu  84 2 454  454

H - PLASMA EDGE PHYSICS

Claassen, H A; Gerhauser, H  
Impurity transport in the limiter shadow due to convection and cross-field diffusion  
H P Th  30 2 460  460

Gerhauser, H; Claassen, H A  
A numerical study of plasma profiles in the limiter shadow region of a tokamak  
H P Th  31 2 464  464

Behnel, J  
Plasma sheath transition in a magnetic field parallel to the wall  
H P Th  32 2 468  468

Chodura, R  
Electron energy flow in a collisional scrape-off plasma  
H P Th  33 2 472  472

Neuhauser, J; Schneider, W; Wunderlich, R  
Thermal instabilities on magnetic flux surfaces  
H P Th  34 2 476  476

Braams, B J  
Two-dimensional multispecies plasma transport modelling  
H P Th  35 2 480  480

Simonini, R; Feneberg, W; Taromi, A  
Two dimensional analytic and numerical models of the scrape-off layer of toroidal limiters  
H P Th  36 2 484  484

Igikhanov, Yu L; Kukushkin, A S; Pustunovich, V I; Pozharov, V A  
Improved hydrodynamic simulation of a divertor plasma under weak collisions  
H P Th  37 2 488  488

Nedospasov, A V; Petrov, V G  
Thermal fluxes with plasma convection in the tokamak limiter scrape-off layer  
H P Th  38 2 492  492

Tokari, H Z  
On isotope composition of plasma and gas in tokamak reactor divertor  
H P Th  39 2 496  496

Krasheninnikov, S I; Kukushkin, A S; Pustunovich, V I; Pozharov, A V  
Relaxational oscillations in the divertor plasma  
H P Th  40 2 500  500
Hugill, J
Effect of cross-field transport on the temperature in the scrape-off layer of a tokamak reactor - a critique of collisional...

Johnson, P C; Edwards, D N; Fielding, S J; Harbour, P J;...
Application to the DITE bundle divertor of models for plasma exhaust and neutral particles in the divertor

Weiland, J; Honeit, J P
Nonlinear theory of thermal excitations in edge plasmas

Alexander, K F; Hintze, W
Stationary particle balance in the edge region of a tokamak plasma: influence of a density dependent diffusion coefficient

Nicolai, A; Reiter, D
Plasma transport and particle removal capability of the advanced pump limiter test facilities ALT I and ALT II

Pospieszczyk, A; Bay, H L; Bogen, P; Rosbuetd, D; Samm, U;...
Impurity fluxes in TEXTOR

Bogen, P; Hartwig, H; Hintze, E; Hothker, K; Lie, Y T;...
Properties of the TEXTOR boundary layer

Dippel, K H; Finken, K H; Thomas, G J; Pontau, A E; Campbell, G A;...
Radial dependence and material effects with ALT-I pump limiter in TEXTOR

Morgan, P D; Corti, S; Ehrenberg, J; Forrest, M J; Gondhalekar, A;...
Recycling, isotopic exchange and density behaviour in JET discharges

Stamp, M F; Behringer, K H; Forrest, H J; Morgan, P D; Summers, H P
Impurity sources and impurity influxes in the JET tokamak

Roth, J; Fussmann, G; Janeschitz, G; Verbeek, H; Wagner, F;...
Impurity sources during Ohmic-heated discharges in ASDEX

Bessenrodt-Weberpals, M; Hackmann, J; Uhlenbusch, J
On behaviour of beryllium impurities in the plasma edge region of the tokamak UNITOR

Laux, H; Grote, H; Herrmann, A; Hildebrandt, D; Pech, P;...
Properties of the sol of T-10 investigated by a Langmuir double probe

Ferro, C; Franconi, E; Maddaluno, G; Ciotti, M; Neri, A
Experimental observations on the FT limiters

Lingertat, J; Alexander, K F; Grunow, Ch; Guenther, K;...
Limiter thermography and power balance studies in the T-10

Vertiporokh, A N; Evstigneev, S A; Ivanov, I V; Maksimov, Yu S;...
Study of the plasma interaction with a limiter under Ohmic heating in T-10
Guenther, K; Grunow, C; Lingertat, J; Chicherov, V H;...
Characteistics of scrape-off plasma interaction with the T-10 limiter studied by infrared thermography

H P Th 56 2 567 567

Coad, J P; McCracken, G M; Erents, S K; Ehrenberg, J; de Kock, L;...
Impurity fluxes in the boundary layer of JET

H O Th 1650 2 571 M 571

Ehrenberg, J; Behrisch, R; Martinelli, P; Kukral, H; McCracken, G H;...
Erosion and redeposition of wall and limiter material in JET

H P Th 57 2 575 575

Stangeby, P C; Erents, S K; Tagle, J A; McCracken, G M; de Kock, L
Density, temperature and power measurements in the JET edge plasma using heat flux/Langmuir probes

H P Th 59 2 579 579

ASDEX-team; Verbeek, H
Low energy neutral particle analysis in the ASDEX tokamak

H P Th 59 2 583 583

Poschenrieder, W; Venus, G; Wang, Y G; Mueller, E R; Bartiromo, R;...
Flux measurements with a Sniffer probe near the wall in ASDEX

H P Th 75 2 587 587

Matthews, G F
Ion temperature measurements in DITE edge plasmas

H P Th 60 2 591 591

Aumayr, F; Winter, H
Plasma edge diagnostics by means of lithium beam-activated charge exchange spectroscopy

H P Th 61 2 595 595

Bychkov, S S; Ivanov, R S; Sergienko, G V; Stotsky, G J
Joint set-up of laser diagnostics for determination of plasma parameters

H P Th 62 2 599 599

Vizkelethy, Gy; Mezey, G; Paszti, P; Hanuaba, A; Fried, H;...
Simultaneous deposition and erosion on special probes in T-10 tokamak

H P Th 63 2 603 603

Hollenstein, Ch; Hofmann, F; Marcus, F B; Martin, Y; Simm, W
Wave studies in the scrape-off layer of TCA during Alfven wave heating

H P Th 64 2 607 607

Sidorov, V P; Menenko, V P
Control of plasma impurities by means of external probes

H P Th 65 2 611 611

Hildebrandt, D; Grote, H; Herrmann, A; Lauk, H; Pech, P;...
Edge plasma effects during RF heating in T-10 measured by active and passive probes

H P Th 66 2 615 615

Hildebrandt, D; Grote, H; Herrmann, A; Lauk, H; Pech, P;...
Deposition probe measurements of impurities injected into a tokamak plasma

H P Th 67 2 619 619

Martinelli, A P; Behrisch, R; Englert, W
Wall material deposition on the limiters of several European tokamaks

H P Th 68 2 623 623

Schlueter, J; Graffmann, E; Koenen, L; Waelbroeck, F; Waidmann, G;...
Influence of in-situ carbon deposition on the performance of TEXTOR

H P Th 69 2 627 627

Berendeev, S A; Kagan, D N; Shpilrain, E E; Lebo, I G; Rozanov, V B;...
Investigation of film protection ICF reactor first wall

H P Th 70 2 631 631
Pavlov, Yu D; Petrov, D P; Solnetsev, A M; Stefanovski, A M;...
The effective plasma charge in tokamak with the graphite wall and the
graphite limiter (TM-G)  
H P Th 71 2 435 635  
My, N T; Hezey, G; Pogany, L; Hanuaba, A; Kotai, E;...
The effect of heavy ion bombardment induced damage on surface
deformation and re-emission characteristics of aluminium.  
H P Th 73 2 439 639  
My, N T; Hanuaba, A; Hezey, G; Paszti, F; Kotai, E;...
Surface modification and gas re-emission behaviour on aluminium under
quasi-simultaneous multiple energy helium bombardment
H P Th 74 2 642 642

I - OTHER RELATED TOPICS

Andersen, V
Injection of solid deuterium pellets as diagnostic tool
I P Mo 69 2 648 648

Sorensen, H; Andersen, S A; Nordskov Nielsen, A; Sass, B;...
D-2 pellet injector work at Riso  
I P Mo 78 2 652 652  
Chang, C T; Thomsen, K
Scaling law of the pellet ablation rate
I P Mo 71 2 656 656

Lalouisis, P; Lengyel, L
Pellet ablation in high-temperature plasmas with allowance for
magnetic confinement effects  
I P Mo 72 2 660 660  
Lehner, T; Gresillon, D; Zou, X L; De Gentile, B
Plasma scattered light depolarization by magnetic field fluctuations
I P Mo 73 2 664 664

Sunka, P; Babicky, V; Bohacek, V; Clupek, M; Kolacek, K;...
Controlled REB energy deposition in an inhomogeneous plasma
I P Mo 74 2 668 668

J - LATE PAPERS

Schmidt, G L; Hilora, S L; Bell, M G; Bitter, M; Bush, C E;...
Production of high density plasma by pellet injection in TFTR
J O Mo 1700 2 674 H 674

Eckhardt, D; Leuterer, F; Speldner, F; Eberhagen, A; Guilliana, A;...
Lower hybrid heating effects in the ASDEX tokamak
J P Th 76 2 678 678

Baratov, D G; Vasiliev, A A; Demyanenko, V N; Demyanenko, L E;...
Peripheral plasma behaviour and limiter erosion studies in T-3M
tokamak
J P Th 77 2 682 682

Labaune, C; Fabre, E; Briand, F; Baldis, H
Experimental study of stimulated Raman scattering in laser-plasma
interaction at 0.26 micrometer  
J P Th 78 2 686 686

De Angelis, R; Tonini, G
Behaviour of recycling and impurity radiation during LH heating in FT
dischargess  
J P Th 79 2 690 690

Pavlenko, V N; Panchenko, V G; Revenchuk, S M
Turbulent conductivity of a magnetized plasma
J P Fr 73 2 694 694
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Title</th>
<th>Journal</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbato, E; Giannella, R</td>
<td>Simulation of the plasma response to modulated power in lower hybrid electron heating experiments</td>
<td>J P Th 80 2 698</td>
<td>698</td>
</tr>
<tr>
<td>Fujita, J; Watari, T; Toi, K; Amano, T; Ando, R; ...</td>
<td>High power ICRF heating in JIPP T-IIU tokamak</td>
<td>J P Tu 86 2 702</td>
<td>702</td>
</tr>
<tr>
<td>Alabyad, A; Almagri, A; Letuchii, A; Habruk, E; Nagornii, A; ...</td>
<td>Investigation of disruptive instability on tokamak LIBTOR</td>
<td>J P Fr 76 2 706</td>
<td>706</td>
</tr>
<tr>
<td>Navarro, A P; Aguilar, M; Romerc, E; TJ-I Group</td>
<td>Fluctuation studies in the TJ-I tokamak</td>
<td>J P Fr 77 2 710</td>
<td>710</td>
</tr>
<tr>
<td>Bulanin, V V; Esipov, L A; Korneev, D O; Stepanov, A Yu; ...</td>
<td>Observation of small-scale turbulence in the &quot;FT-2&quot; tokamak via CO2 laser scattering</td>
<td>J P Fr 78 2 714</td>
<td>714</td>
</tr>
<tr>
<td>Berk, H L; Friedberg, J P; Llobet, X; Morrison, P J; Rosenbluth, M N; ...</td>
<td>Toroidal equilibrium and stability for steep pressure profile stellarators</td>
<td>J P Mo 75 2 718</td>
<td>718</td>
</tr>
<tr>
<td>Egorov, S M; Kuteev, B V; Sergeev, V Yu</td>
<td>Study of T-10 tokamak plasma by low-Z impurity pellet injection</td>
<td>J P Th 81 2 721</td>
<td>721</td>
</tr>
</tbody>
</table>

Author index 725
tokamaks
ENERGY CONFINEMENT EXPERIMENTS ON DOUBLET III WITH HIGH POWER NEUTRAL BEAM HEATING

J.C. DeBoo, R.J. Groebner,
Doublet III Physics, Operations, and Neutral Beam Groups

GA Technologies Inc.
P.O. Box 85608, San Diego, CA 92138, U.S.A.

Energy confinement experiments with up to 8 MW of both hydrogen and deuterium neutral beam power were performed in deuterium plasmas with limiter and expanded boundary divertor configurations. The results of NBI-dominated experiments indicated that total stored energy $W_T$ and energy confinement time $\tau_E$ had little or no variation with electron density $n_e$ and toroidal field $B_T$ and scaled linearly with plasma current $I_p$. Previous studies in limiter discharges indicated a weak dependence on plasma elongation $\kappa$. The confinement time dependence on elongation was not determined for divertor discharges, but assuming a dependence similar to that for limiter discharges both limiter and divertor data were consistent with $W_T$ and $\tau_E$ proportional to $I_p \sqrt{\kappa}$. The variation of plasma stored energy with neutral beam power was consistent with a linear relationship. The linear equation describing this relationship had a non-zero intercept which illustrated the fact that energy confinement time deteriorated with neutral beam power. The energy confinement time appears to be approaching an asymptotic value at high power, consistent with a linear functional form for stored energy. However, a power law functional form for stored energy and energy confinement time can not be ruled out. We found several magnetic configurations and conditions that exhibited improved energy confinement as compared to confinement in hydrogen beam heated discharges limited toward the outside of the vacuum vessel [1]. Operation in a divertor configuration yielded superior energy confinement as compared to a limiter configuration and deuterium beam heating resulted in better energy confinement than hydrogen beam heating. Also, discharges limited toward the inside exhibited an improvement of energy confinement relative to those limited toward the outside. These different cases can be arranged in order of highest to lowest normalized energy confinement time, $\tau_E^* \equiv \tau_E / I_p \sqrt{\kappa}$: (1) $D^0$ heated divertor; (2) $D^0$ heated inside limiter; (3) $H^0$ heated divertor; (4) $D^0$ heated outside limiter and $H^0$ heated inside limiter were comparable; (5) $H^0$ heated outside limiter; and the values of $\tau_E^*$ were in the approximate ratio 2.0:1.8:1.6:1.4:1.0, respectively, for beam powers of 6 – 7 MW.

The power dependence of $\tau_E^*$ is shown in Fig. 1 for $H^0$ beam heated discharges limited on the outside primary limiter and for divertor discharges. The trend of $\tau_E^*$ diminishing with additional heating power does not appear to be specifically related to neutral beam heating as 1 MW ECH heating experiments on DIII displayed a similar trend [2,3]. The power dependence of normalized plasma stored energy, $W_T^* \equiv W_T / I_p \sqrt{\kappa}$, is consistent with the functional form $W_T^* = a + bP_T$ (see Fig. 2). This implies $\tau_E^* = b / a + a / P_T$. A least squares fit of the limiter data in Fig. 1 to this functional form yields $a = 0.061 \pm 0.005$ and $b = 0.022$

\[ ^1 \text{Supported by U.S. Department of Energy Contract DE-AT03-84ER51044.} \]
± 0.002 where \( r_E \) (s), \( I_p \) (MA), and total absorbed ohmic plus beam power \( P_T \) (MW). Note that at \( P_T = 6 \) MW, the power dependent term is only one third of the total confinement value and becomes insignificant at higher powers, indicating that \( r_E^* \) is approaching a new constant value characteristic of high power NBI heating. The normalized confinement time is about 60% larger for divertor discharges for \( P_T = 6 - 7 \) MW. Also shown in Fig. 1 is the curve obtained by performing a least squares fit of the divertor data to the functional form

\[
r_E^* = b + a/P_T
\]

which gives \( a = 0.059 \pm 0.011 \) and \( b = 0.044 \pm 0.003 \). The fit value that \( r_E^* \) approaches at sufficiently large power is twice as large in divertor discharges as compared to limiter discharges. A power law functional form, \( r_E^* = cP_T^{-\alpha} \), will also fit the divertor and limiter data where \( c = 0.097 \pm 0.006 \) (0.074 \( \pm 0.002 \)) and \( \alpha = 0.35 \pm 0.03 \) (0.49 \( \pm 0.02 \)) for divertor (limiter) data.

Confinement experiments employing deuterium neutral beams, operated at the same energy as the hydrogen beams, have shown a 25% to 40% improvement in plasma heating efficiency in both limiter and divertor configurations. The slope of the \( D^0 \) data for outside limited discharges is about 70% larger than that for \( H^0 \), indicating a significant improvement in the incremental heating \( \Delta W_T^*/\Delta P_T \) with deuterium beams. These trends are illustrated by the outside limited discharge data displayed in Fig. 2a and 2b. The values of \( r_E^* \) are 1.3 to 1.4 times larger at \( P_T = 6 - 7 \) MW for \( D^0 \) beam heated outside limited discharges. When scaling \( r_E^* = b + a/P_T \) as discussed earlier, note that \( \Delta W_T^*/\Delta P_T = b \), the value that \( r_E^* \) approaches at sufficiently large power.

An improvement in normalized energy confinement is also observed for limiter discharges shifted radially inward and limited on three neutral beam armor plates located on the inner wall of the vacuum vessel. This movement requires a major radius shift of 5% or less (\( \leq 7 \) cm), making it unlikely that the improvement in confinement is due to a dependence on major radius. A comparison of inside and outside limited discharges is shown in Fig. 2a for \( H^0 \) beam heating and in Fig. 2b for \( D^0 \) beam heating. The \( H^0 \) beam heating cases indicate an average improvement in \( W_T^* \) of about 40% at high power. A comparison of data trends from inside and outside limiter discharges indicates an improvement in incremental heating \( \Delta W_T^*/\Delta P_T \) of about 40%. For \( D^0 \) beam heating the average improvement in \( r_E^* \) is \(~25\%\) at high powers for inside as compared to outside limited discharges. Comparison of Fig. 2a and 2b indicates that \( W_T^* \) and \( r_E^* \) in inside limited \( H^0 \) heated discharges are similar to values obtained in outside limited \( D^0 \) heated discharges. It is also interesting to note that at beam powers above 6 MW inside limited \( D^0 \) heated discharges exhibit \( r_E^* \) values similar to those in \( H^0 \) heated divertor discharges, \( r_E^* = 0.057 \) and 0.051 respectively. A comparison of \( r_E^* \) values for the different plasma configurations and neutral beam species employed in our confinement experiments is displayed in Table I for \( P_T = 6 - 7 \) MW.

Generally, the dominant power loss mechanism in our NBI-heated discharges was thermal conduction for both electrons and ions for \( r/a \leq 0.8 \). The fraction of beam power deposited in each species was conducted away by the same species, usually with little transfer of power between species. Spatially-resolved measurements of the ion temperature profile were coupled with transport analysis to obtain spatial profiles of the ion thermal conductivity \( \kappa_i^{\text{exp}} \) for a series of \( H^0 \) beam heated, expanded boundary divertor discharges [4]. The experimentally inferred values of \( \kappa_i^{\text{exp}} \) were compared with the neo-classical values of the ion thermal conductivity \( \kappa_i^{\text{nco}} \), obtained from Chang-Hinton [5] with account taken of the noncircular plasma shapes and the presence of an oxygen impurity in
FIG. 1. Normalized energy confinement time variation with power for H\textsuperscript{o} beam heated divertor and outside limiter discharges.

TABLE I
NORMALIZED CONFINEMENT TIMES
\( \tau_{\text{E}}^* (\text{s/MA}) \) FOR \( P_T = 6\text{--}7 \text{ MW} \)

<table>
<thead>
<tr>
<th>Beam Species</th>
<th>Outside Limit</th>
<th>Inside Limit</th>
<th>Divertor</th>
</tr>
</thead>
<tbody>
<tr>
<td>H\textsuperscript{o}</td>
<td>0.032</td>
<td>0.046</td>
<td>0.051</td>
</tr>
<tr>
<td>D\textsuperscript{o}</td>
<td>0.046</td>
<td>0.057</td>
<td>0.065</td>
</tr>
</tbody>
</table>

FIG. 2. Normalized stored energy for inside and outside limited discharges with (a) hydrogen and (b) deuterium beam heating.

the plasma. No modeling of sawtooth transport was incorporated into this analysis, but all of the discharges analyzed exhibited sufficiently long sawtooth periods that the plasma reached a nearly steady state before each sawtooth disruption. For the parameter range \( B_T = 2.53 \text{ T}, I_p = 350 \text{--} 900 \text{ kA}, \) vertical elongation 1.4 to 1.9, \( n_e = 3.7 \text{ - } 7.9 \times 10^{19} \text{ m}^{-3} \), and \( P_T = 3.5 \text{--} 6.6 \text{ MW} \), the ion collisionality was in the banana-plateau transition regime, \( \nu_{i^*} = 0.02 \text{--} 0.19 \) for \( 0.2 \leq r/a \leq 0.7 \). \( T_i(r) \) profiles were obtained from Doppler broadening of the He II 4686 Å line, produced by charge transfer between the hydrogen atoms in one of the heating beams and fully ionized helium in the plasma. For densities above \( 5.7 \times 10^{19} \text{ m}^{-3} \), \( T_i \) and \( T_e \) profiles were very similar.
A comparison of $\kappa_{\text{exp}}$ and $\kappa_{\text{neo}}$ is shown in Fig. 3 for one of the cases studied. The conclusions are the same for all cases examined: $\kappa_{\text{exp}}$ is consistent with neoclassical theory near the plasma center but for $0.2 \leq r/a \leq 0.7$ the observed ion heat conduction losses are larger than can be explained by present neoclassical theory alone. We find after careful error analysis that the error bars on the measured and theoretical values for the ion thermal conductivity do not overlap.

![Fig. 3. Comparison of experimental and theoretical values of ion thermal conductivity. The cross-hatched areas show the error bands due to uncertainties in the experimental data. For clarity, the error band for $\kappa_e$ is not shown.](image)
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1. INTRODUCTION

The last phase of a joint Japan-US program on Doublet III was intended for study of high power beam heated plasmas [1]. The one of the objectives for the JAERI team was to achieve a high pressure plasma or to achieve a high temperature plasma at high density. Ion temperatures of 5-6 keV were attained with 7.6MW neutral beam injected (NBI) plasmas with divertor configuration at the electron densities of $n_e=6-7 \times 10^{19} \text{m}^{-3}$ [1] (i.e. the H-mode [2]). These are the closest plasma to the future fusion reactors, which have been obtained experimentally to date.

Ion temperatures and toroidal rotation velocities were measured by Doppler spectroscopy using the O VIII line radiation (2976Å) produce by charge-exchange recombination on the NBI beam path with spatial resolution [3]. Based on these data, ion energy confinement as well as toroidal-rotation momentum confinement are discussed on this paper.

2. GENERAL OBSERVATIONS

Major plasma and device parameters of Doublet III are summarized in Table 1. Neutral beams (NB) were injected at an angle of 27 degrees on the magnetic axis in co-direction of plasma current. This results in the increase of the toroidal plasma rotation.

The plasma stored energy starts to increase with injection of the NB and saturates in 50-200ms, which depends on the energy confinement time of the plasma. The data which are used in this paper are sampled after this saturation or during the steady stage of the discharge.

The toroidal rotation velocities $V_\phi$ of the plasma increase from the beginning of NBI, and saturates with $H_\phi$ bursts. The increment of $T_i$ slows down after the on-set of $H_\phi$ bursts. The neutron yields $F$ due to thermal fusion (D(d,n)He) rise with NBI in the same manner as the ion temperature. The maximum values of $T_i, V_\phi$ and $F$ obtained are 6.0 keV, 2 x 10^5 m/s and 7.1 x 10^{13} n/s, respectively, at the density of $n_e=5.5-7 \times 10^{19} \text{m}^{-3}$ with hydrogen (H0) NB and deuterium plasma.

3. EFFECT OF EDGE CONFINEMENT PROPERTY

Fig. 1 shows $T_i(0)$ and $V_\phi(0)$ vs. heating power $P_{abs}$ at plasma current of $I_P=700-840\text{kA}$ and density of $n_e=6.0-7.5 \times 10^{13}$, here $P_{abs}$ is the absorbed power by plasma from NB. Both $T_i(0)$ and $V_\phi(0)$ increased in factor of about 2 in the H-mode discharges. $T_i$ increases linearly with $P_{abs}$ in the H-mode, and has much weaker dependence on $P_{abs}$ in the L-mode [4]. $V_\phi(0)$ of both $H$ and $L$-modes are proportional to $P_{abs}$. The H-mode appears in the power region of about $75 \text{keV}$.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLASMA CURRENT $I_P$</td>
<td>250-1000 \text{kA}</td>
</tr>
<tr>
<td>DENSITY $n_e$</td>
<td>2-10 \times 10^{19} \text{m}^{-3}</td>
</tr>
<tr>
<td>TOROIDAL FIELD $B_t$</td>
<td>1.0-2.7 T</td>
</tr>
<tr>
<td>WORKING GAS</td>
<td>$D_0$</td>
</tr>
<tr>
<td>MAJOR RADIUS</td>
<td>1.42 m</td>
</tr>
<tr>
<td>MINOR RADIUS $a$</td>
<td>0.42 m</td>
</tr>
<tr>
<td>NBI POWER</td>
<td>7.6 MW</td>
</tr>
<tr>
<td>INJECTED NEUTRAL $^3\text{He}$ and $D_0$</td>
<td></td>
</tr>
<tr>
<td>NBI BEAM VOLTAGE</td>
<td>$\sim 75$ keV</td>
</tr>
</tbody>
</table>
Fig. 1 Power dependence of $T_1(0)$ and $V_q(0)$. $P_{\text{abs}}$ is the power absorbed by plasma including ohmic heating power and $P_{\text{NB}}$ is the absorbed power from neutral beam. (a) $T_1(0)$ vs. $P_{\text{abs}}$, (b) $V_q(0)$ vs. $P_{\text{abs}}$ NB. (a: divertor discharge, +: limiter discharge, $B_t=2.1-2.7T$, $I_p=700-840\, \text{kA}$, $n_e=5.5-7.5\times 10^{19}\, \text{m}^{-3}$)

$P_{\text{abs}} > 3.0\, \text{MW}$ judging from $T_1(0)$, as ref [5]. $T_1(0)$ is in the range of 3 - 6keV and $V_q$ is $8 \times 10^4 - 1.7 \times 10^5\, \text{m/s}$ at $P_{\text{abs}}=5\, \text{MW}$ in divertor discharges. We designate very high $T_1(0)$ H-mode discharges as HH-mode discharges and low $T_1(0)$ as HL-mode discharges, as shown in Fig. 1(a). The question is how the differences between the H and L-modes, and between the HH and HL-modes are generated.

Fig. 2 shows the radial distribution of $T_i$ and $V_q$ in the plasma for HH-, HL- and L-modes. The plasma center is $R=1.42\, \text{m}$ and $\psi_s$ is the separatrix position. These profile data are taken by a shot-by-shot process. The important point is that the H-mode have the rather higher edge values $T_i(a)$, $V_q(a)$ and they are larger in better confined plasmas, where $a$ is the plasma minor radius. This is the same tendency as the edge electron temperature [4,6]. The difference of $T_i(0)$ between HH- and HL-mode is due to the edge region. The difference of $T_i(0)$ is the same value as for the difference of $T_i$ at $R=1.72\, \text{m}$. Comparing the HL-mode with the L-mode, the former has a high edge temperature and $dT_i/dr$ is 50% larger. Since the central electron temperature of the L- and HL-mode in Fig. 2 increases from 1.5keV to 3keV, the ion heating power from the NB is expected to increase about 50% in the HL-mode. The larger $dT_i/dr$ in the H-mode is the result of the high ion heating power due to the high electron temperature. These argument indicate that the ion energy transport mechanism itself in the core plasma does not differ in these three discharge mode[7,8].

The toroidal rotation velocity shows the similar behavior to $T_i$. The well confined discharge has a high edge rotation velocity. $dV_q/dr$ is almost same in these three modes.

---

Fig. 2 Ion temperature and toroidal rotation velocity distribution along the minor radius, comparing good and poor confinement discharges. (a) Ion temperature, (b) toroidal rotation velocity. ($I_p=770-820\, \text{kA}$, $B_t=2.6T$, $P_{\text{inj}}=5.8-6.3\, \text{MW}$, o: divertor, $n_e=6.5-6.7\times 10^{19}\, \text{m}^{-3}$, x: limiter, $n_e=6.5-6.7\times 10^{19}\, \text{m}^{-3}$)
Based on the above discussion, $T_i(0)$ and $V\phi(0)$ can be written as,

$$T_i(0) = \mathcal{E}_r a \frac{dT_i}{dr} \bigg|_{r=0.5a} + T_i(a)$$
$$V\phi(0) = \mathcal{E}_r a \frac{dV\phi}{dr} \bigg|_{r=0.5a} + V\phi(a) \quad \quad \quad (1)$$

The first term is due to transport phenomena in the plasma inner region and the second term, which appears only in the H-mode, is due to the improvement of the edge plasma confinement.

$\bar{n}_e$ and $I_p$ dependencies are also examined, but they are obscure in the H-mode. The H-mode discharge needs certain power to appear as shown in Fig. 1[5]. The scaling we get in the high power range ($P_{abs} \geq 5$MW) is,

$$T_i(0) \propto P_{abs} \cdot \bar{n}_e^\alpha \cdot I_p^\beta$$
$$T\phi \propto \bar{n}_e^\gamma$$

(2)

where $T\phi$ is the momentum confinement time defined as $V\phi(0) \cdot \bar{n}_e / P_{abs}$, $\alpha = -1.0$ for the L-mode, $-0.5$ for the H-mode, $\beta = 0.5 - 1.0$ and $\gamma = -0.5 - 1.0$ for both modes. The $\bar{n}_e$ dependence of $T\phi$ obtained here disagrees with earlier research in other machines, which have the positive $\bar{n}_e$ dependence of $\gamma = 0 - 1.0$[9, 10, 11].

Assuming $T_i$ and $\bar{T}_\phi$ are the function of $\bar{n}_e$ and taking account of that $T_i(0)$ and $V\phi(0)$ in the H-mode is as twice as higher than those in the L-mode, $dT_i/d\bar{n}_e$ and $d\bar{T}_\phi/d\bar{n}_e$ in the H-mode are approximately the same as those in the L-mode. This suggest that the first term of the equation $(1)$ is due to the inner plasma transport and has the $\bar{n}_e$ dependence, but the second term added to the H-mode might have no $\bar{n}_e$ dependence.

4. EFFECT OF H$_d$/D$_d$ BURST ON $T_i$ and $V\phi$

H$_d$/D$_d$ bursts normally cause a $V\phi$ saturation. However in some shot rapid decrease of $V\phi(0)$ was observed. One such discharge is shown in Fig. 3, which shows temporal evolution of plasma current ($I_p$), stored energy ($W_{st}$), soft X-ray intensity from the plasma center and edge ($SX_c$, $SX_e$), edge recycling light intensity ($H\alpha / D\alpha$) $T_i$ and $V\phi$. The measured points of $T_i$ and $V\phi$ are $R=1.59$, $1.67$, $1.74$m in one shot[12]. The plasma parameters are $I_p=785$kA, $\bar{n}_e=5.8 \times 10^{19}$m$^{-3}$, $B_t=2.57$T and $\text{Pinj}=6.7$MW, in which 2.4MW injection is for deuterium neutral beam.

The $H\alpha / D\alpha$ bursts start at 0.76s, and $V\phi$ at 1.59m starts to decrease at 0.81s, while the $V\phi$ in the outer region of the plasma is still slowly increasing. $V\phi$ values of $R=1.67$, $1.74$m start to decrease from 0.87s and 0.9s.

**Fig. 3** Temporal evolution of $T_i$ and $V\phi$. The plasma parameters of this discharge are $\bar{n}_e=5.8 \times 10^{19}$m$^{-3}$, $I_p=785$kA, $B_t=2.57$T, and one-third of the neutral beam power is due to the deuterium neutral beam. ($\phi=1.59$, $\psi=1.67$, $\theta=1.74$)
respectively. The ion temperatures at these 3 points kept almost constant values from 0.8s to 0.9s and these are the same tendency as the $V_{\phi}$ at plasma edge ($R=1.74\text{m}$). This suggests that the mechanisms of transport in the plasma for the toroidal rotation momentum is different from the transport for the ion energy.

When the intensity of $H_{\alpha}/D_{\alpha}$ shows a gradual increase, at time of 0.8-0.9s, the $S_{\phi}$ stops increasing, and $S_{\phi}$ keeps rising. These facts suggest that the $H_{\alpha}/D_{\alpha}$ burst is a trigger to cool the plasma edge region relative to the center, which might enhance the momentum diffusion across the field line, however the start of the $V_{\phi}$ decrease is delayed in the outer region (such as $R=1.67, 1.74\text{m}$) indicates that the edge momentum confinement does not deteriorate so much.

5. SUMMARY

Confinement properties of ion energy and plasma toroidal rotation momentum were discussed using the ion temperature and rotation velocity data obtained by the spatially resolved Doppler spectroscopy using the OVIII line radiation (2976Å) produced by charge transfer reaction between $O^{8+}$ in the plasma and $H^0$ in the neutral beam. In the H-mode, the ion energy and momentum confinements are improved in the plasma edge region. Since the central ion temperature $T_{i}(0)$ and the central toroidal rotation speed $V_{\phi}(0)$ are the functions of the edge value, which appears in the H-mode, and the inner transport term, the scaling of $T_{i}(0)$ and $V_{\phi}(0)$ in the H-mode are different from that in the L-mode. However the transport mechanism in the core plasma for ion energy and toroidal rotation momentum of the H-mode discharge seems to be similar to those of the L-mode respectively.
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RADIATED POWER LOSS BEHAVIOUR IN THE TJ-1 TOKAMAK


Empirical studies of radiation loss behavior in ohmically heated discharges of the TJ-1 tokamak are presented. This small device (R = 30 cm, a = 10 cm) is operated at a toroidal field of 1T, plasma current lower than 65 KA and line average density below $4 \times 10^{13}$ cm$^{-3}$.

Radiated power has been studied under different operational conditions. It has been compared with the time evolution within discharges of $Z_{\text{eff}}$ deduced from Thomson scattering profiles and spectroscopic data. Time evolution of radiated power has been analyzed during a sudden perturbation produced by laser flash desorption from the wall.

Total radiated power is monitored in TJ-1 with a well collimated pyroelectric detector looking through a central chord and an uncollimated bolometer based on quartz radioluminescence(1). Both detectors show similar signatures in puffed and unpuffed discharges, Fig. 1. Excluding the start-up phase they respond with good proportionality for a wide range of plasma conditions. Total radiated power is 40-50% of the ohmic heating power.

Radiated power per electron ($P_{R}/n_{e}$) versus line averaged density, measured by a 2 mm microwave interferometer, is shown in Fig. 2. An improvement in cleanliness when density increases is evident from these data. Plotted points correspond to a fixed time in discharges with similar values of plasma currents (42 ± 3KA). A monotonous and slight increase in $P_{R}/n_{e}$ along a sequence of reproducible discharges is seen during a day. Its comparison with line emission of impurities, followed by spectroscopic techniques, allows us to con-
Fig. 1. Signatures of pyroelectric (P) and quartz (Q) bolometers in typical TJ-1 discharges without (a) and with (b) puffing.

Fig. 2. Behaviour of radiated power per electron versus line averaged density.

Fig. 3. Electron temperature and density profiles at 7 ms, measured by Thomson scattering.
clude that this radiated power enhancement is mainly due to a rise in oxygen. Its contribution to the total radiated power is a sizeable amount (60%).

Quantitative correlations have been performed between radiated power and plasma contamination given by $Z_{eff}$. It has been deduced from Thomson scattering and visible continuum emission profiles. The latter were obtained with a monochromator provided with a fast rotating polygonal mirror that allows a spatial scan of the plasma in .4 msec. Fig. 3 shows a typical Thomson scattering profile used for this comparison.

Experimental profiles were analyzed with different models to obtain $Z_{eff}$ and $Z_{eff}(r)$. Averaged values obtained for several times along a discharge are shown in Table I. First and second rows were deduced from plasma conductivity, by choosing a radial dependence obtained from the continuum profile ($Z_{C}^{P}$) and by assuming a constant $Z_{eff}$ all over the plasma cross-section ($Z_{C}^{TS}$). A relative plasma contamination deduced from the total radiated power, proportional to $P_{R}/\bar{n}_{e}$, is also included in this table. Good agreement is found among these results. From these comparisons we can conclude that, at least for the TJ-1 tokamak, $P_{R}/\bar{n}_{e}$ is a good and simple monitor for plasma contamination along the hot phase of the discharge.

A sudden rise in radiated power has been produced by releasing adsorbed gases from the wall by laser flash desorption, during a typical discharge (see Fig. 4). This perturbation allows to study the time decay of radiated power and to compare it with other plasma characteristic times. This perturbation falls in TJ-1 with a time constant of .4 msec. that is higher that the energy confinement time (.2 ms) and smaller that the particle confinement time (.8 ms). This last parameter was deduced from the time evolution of a CV line during the perturbation which has been simulated with a transport code (2).

These studies were performed in hydrogen discharges but we will extend them to deuterium and helium.
TABLE I. Comparison of $Z_{\text{eff}}$ and radiated power per electron for a dirty discharge.

<table>
<thead>
<tr>
<th>$t$(ms)</th>
<th>$Z_{\text{eff}}$</th>
<th>$Z_{\text{C}}^B$</th>
<th>$Z_{\text{C}}^T$</th>
<th>$P_{\text{r}}/n_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>4.4</td>
<td>4.6</td>
<td>4.4</td>
<td>4.4</td>
</tr>
<tr>
<td>7</td>
<td>3.9</td>
<td>4.5</td>
<td>3.9</td>
<td>3.9</td>
</tr>
<tr>
<td>13</td>
<td>2.3</td>
<td>1.5</td>
<td>2.3</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Fig. 4. Time evolution of different monitors during a laser desorption experiment. Dashed lines correspond to unperturbed discharge.

REFERENCES

The Radiated Power Profile under Wide-Ranging Ohmic Conditions in the TCA Tokamak
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University of Fribourg, Physics Department
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Introduction
A multichannel radiation bolometer with 16 detectors [1] has recently been commissioned on the TCA tokamak (R,a = .6,.18m). A pinhole camera design allows the simultaneous view of 16 spatial chords covering an entire vertical plasma cross-section. The radiated power profile of a tokamak pulse (100 ms flat-top) can be obtained with a time resolution of about 1 msec. The detection limit corresponds to about 10 mW/cm³ after Abel-inversion.

A detailed study of the radiated power profile has been carried out for ohmically heated discharges. Experiments were performed using density and current programming with ne₀ = (0.15 - 1.05)·10¹⁴ cm⁻³ and Ip = 20 - 125 kA at three different magnetic fields (0.78 T, 1.16 T, 1.51 T) thus covering the entire operation range of the TCA tokamak for qa > 3. In all of the conditions the density was increased until the disruption limit was met. All of the parameters were measured at the time of the Thomson Te₀ measurement. Combining the radiated power profile with the data from an 8-channel FIR-interferometer allowed an estimation of the impurity concentrations. Assuming coronal equilibrium an attempt was then made to model the radiation profile. Particular interest was also invested to a short period before a disruption occurred.

Another set of discharges was dedicated to the study of impurity injection of low-Z gases resulting in a large increase of the electron density. As in the previous case the evolution of the radiated power profile under these conditions was studied and the concentrations of these impurities were compared with calculations assuming coronal equilibrium.

Results
The total radiation loss is dependent mainly on density, being linear with density throughout the entire operation range. Both total and central radiated power roughly follow the density. There is a weak inverse dependence on plasma current as well but no evidence for a strong influence of the toroidal magnetic
field. If we consider the central radiated power the same tendencies can be observed with a larger scatter on the experimental data due to the errors introduced by Abel-inversion. These results are summarized in Fig. 1. Comparing the central radiated power with the central ohmic power for non-disruptive discharges results in values of $P_{rad}(0)/P_{oh}(0)$ ranging from 1% to 15%, assuming $q(0) = 1$.

The radiated power profile in the low density, high current corner of the operation diagram is hollow with very little radiation from the plasma axis. As the density is increased no particular change in the shape of the radiation profile can be observed but the level increases linearly with density. For these low q conditions the radiation is probably dominated by low and intermediate Z impurities. As the current decreases the radiated power profile became flatter and eventually slightly peaked on axis. This is consistent with the image of a shrinking current channel together with a decreasing central electron temperature.

Making the usual assumption that $P_{rad}$ is proportional to the product of electron and impurity density [2] with a cooling rate, the impurity concentration can be calculated by dividing the radiated power profile by the electron density profile. The limiter for these discharges was made of carbon with a coating of SiC. Consequently a large signal from Si-lines was observed spectroscopically. Assuming coronal equilibrium Si-concentrations were estimated in order to match the central radiated power. Taking the density and temperature values into account the coronal model overestimates the total radiated power by far if only Si is considered. We therefore conclude that several impurities contribute substantially to the radiated power. A small fraction of high-Z impurities, Fe or Ti (both present in the vacuum chamber), accounts for a part of the observed core radiation. Si mostly contributes to the radiation from intermediate plasma.
radii. In order to explain the observed value of $Z_{\text{eff}}$ ranging from 1.5 to 3 up to two percent of low-Z impurities (O and C) have to be considered. Carrying out these modeling calculations for all of the conditions shows no large deviations from this picture of a mixture of impurities contributing to the radiated power. As a consequence one should rather concentrate on the impurity density than the concentration. Over all the conditions observed the impurity densities remain fairly unchanged. This again is consistent with the good linearity of the radiated power with electron density. Average impurity densities are $n_m = 0.3 \cdot 10^{11}$ cm$^{-3}$, $n_{Si} = 1.5 \cdot 10^{11}$ and $n_I = 2 \cdot 10^{11}$ cm$^{-3}$. The coronal model thus gives a consistent picture of the radiated power profile although the measured profile does not show all of the spatial details.

During these experiments the electron density was increased until a disruption occurred. The radiated power profile was studied in detail for evidence of its possible influence on the disruption. Looking at the time evolution of the radiated power profile a few msec before a disruption showed no evidence of a precursor to the disruption. In particular no strong peaking or asymmetry of the bolometer profile was observed. We therefore conclude that there is no evidence for the radiation being the primary cause for the disruption even if the level of radiation is high before the disruption. Discharges were observed in ear-
lier experiments [3] where a similarly large radiated power was not followed by a disruption. This is again consistent with the fact that impurity densities remain fairly unchanged with changing plasma conditions so it seems that there is no particular accumulation of impurities which could invoke a radiation level large enough to destabilize thermally the plasma column. Once the disruption has occurred the radiated power strongly peaks on axis due to the cooling and fast current narrowing. The total radiation loss observed cannot be explained by the content of the kinetic energy alone. A considerable amount of stored magnetic energy is lost through radiation as well, e.g. \( W_{\text{rad}} = 2.0 \text{ kJ} \), \( W_{\text{kin}} = 1.3 \text{ kJ} \), and \( W_{\text{mag, int}} = 4.4 \text{ kJ} \).

Impurity puffing of various low-Z gases (He, Ne, N\(_2\) and O\(_2\)) was carried out into hydrogen discharges resulting in an increase in density of up to 250%. The radiation profile for these experiments again followed the density, being hollow throughout the pulse, indicating that low-Z impurities account for the increase in total radiation. No increase in central radiated power was observed, therefore the concentration of heavy impurities does not change with low-Z impurity puffing. The coronal model which was applied to these experiments could well explain the increase in radiation by the incoming impurities. Before injection the radiation is likely to be dominated by Si-lines. During injection the radiation can be explained by the same Si-density and a reasonable concentration of the injected impurity. Thus the radiation profile can be described by a rather unchanged density of intrinsic impurities in combination with a certain amount of the injected impurity which is consistent with the case discussed above.

In Fig. 2 \( P_{\text{rad}}(0)/P_{\text{oh}}(0) \) is plotted for the different experimental series covered by this paper. For this parameter values up to 0.5 were observed in earlier experiments not being followed by a disruption [3].

Conclusion

The modeling of the radiated power loss carried out for various ohmic conditions and impurity injection led to a consistent picture of the impurity composition of the TCA tokamak plasma. Impurities and the associated radiated power are not a severe problem in the present clean conditions.
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Radial Energy Balance Analysis of ASDEX H-Mode Discharges
Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching, Fed. Rep. of Germany

Abstract
Radial transport and confinement properties of ELM dominated (H) and ELM free (H*) beam heated ASDEX-discharges are studied using the PPPL transport analysis code TRANSP. For similar plasma parameters the H* discharges have energy confinement times of about 1.5 as large as those in H discharges and correspondingly reduced electron heat diffusivities due to the absence of the ELM's. Electron conductive losses dominate the energy losses besides radiation cooling.

1. Introduction
In the beam-heated high confinement ASDEX discharges (H-mode) confinement times comparable to the ohmic values are found and usually edge localised modes (ELM's) are observed which are associated with burst-like releases of particles and energy from the outer half of the plasma /1/. Confinement depends on the frequency of the ELM's and the deduced transport coefficients should be upper limits for the values describing the underlying quasi-stationary transport. Moving the plasma column to the outer wall suppresses the ELM's (H*-mode), but high Z-impurities accumulate in the plasma center and produce together with the strongly rising plasma density a rapid increase of the total radiation losses and a peaking of the radiation power density at the magnetic axis /1/. Radial transport of H-(#8475) and H*-(#11447) discharges has been studied using the transport analysis code TRANSP (PPPL) /2/ and measured radial plasma profiles, namely the electron temperature, electron density and radiation losses. The measured shape of the plasma boundary vs. time can be specified as input data for TRANSP and the interior flux surface geometry is periodically updated. This is of importance for the analysis of the flux surface averaged transport of the plasmas investigated with B_p up to 2, where a
large toroidal shift of the magnetic axis (up to a/5) and of the plasma profiles exist. Compared with previous studies /3/ using a predictive transport code the present calculations differ through the mentioned geometrical effects, a more transparent propagation of the experimental errors and the applicability to discharges with strong radiation losses exceeding 50% of the input power.

2. Radial transport in H and H* discharges
The two discharges described here differ only weakly in the time development of the line density and temperatures up to 100 ms after the neutral beam heating is turned on ($t_{on} = 1.1$ sec; $t_{off} = 1.3$ sec; 3.2 MW heating power, H$^\text{0}$$\rightarrow$D$^+$, co-direction), but then the density in the H* discharge rises further. The plasma current I is different, namely 380 kA in the H$^\text{0}$ and 320 in the H*$^\text{0}$ discharge ($B_L = 2.16$ T). Energy transport during beam heating is dominated by electron heat conduction in all cases studied. During the L-phase after the beams are turned on the energy confinement time $\tau_E = W/(P_{\text{cond}} + P_{\text{conv}})$ decreases by a factor of more than two compared with the ohmic one, being close to the energy replacement time $\tau_{E*} = W/(P_{\text{heat}} - dW/dt)$ (see Fig. 1). This shows that nearly the whole input power is lost by energy transport; radiation and CX losses are small. The electron thermal diffusivity $\chi_e$ is enhanced over a large part of the plasma column compared with the ohmic values (see Fig. 2). Whereas the ohmic $\chi_e$ is well described by a parameter dependence $\chi_e = 3.4 \cdot 10^{15}$ $B_t a/R_e$ $T_e$ $\sqrt{\bar{n}/q}$ for the $q > 1$ region /4/, the confinement times during the L-phase are roughly given by $\tau_E(L) \propto P_{\text{heat}}^{-1/3} I$ which can be written as $\tau_E(L) \propto I^{3/2} / (n^{2/3} T^{1/2}) /4/$. The H-mode is associated with an increase of the energy confinement and with a reduction of the still dominating electron thermal conduction over the entire plasma cross-section. The same holds for the H*$^\text{0}$-mode, but now the energy replacement time is decreasing over the time due to the increasing radiation losses (see Fig. 1, 2). Taking the scaling of the H-mode confinement $\tau_E(H) \propto I /4/$ the energy confinement of the H-discharge # 8475 should exceed that of the H* discharge # 11447 by a factor of 1.2. But with approximately the same density and temperature...
profiles at 1.21 sec for both discharges $\tau_E(H)$ is only 75 ms at $r = 35$ cm whereas $\tau_E(H^*) > 120$ ms is obtained (see Fig. 1). On the contrary the electron thermal diffusivities are reduced over a large part of the plasma area compared with those of the H-mode (see Fig. 2). This improvement of confinement for the H* mode can obviously be attributed to the absence of the energy loss channel by the ELM's.

The time dependences of $\tau_E$ and $\chi_e$ at all radii show that transition from OH $\rightarrow$ L behaviour is abrupt (see Fig. 1). There is no delay between the turn-on of the beams and the switching from the OH to the L-mode behaviour of $\chi_e$. The transition from L $\rightarrow$ H mode is much slower, whereas the L $\rightarrow$ H* change over is again sharp for the range $r > 30$ cm where the transition obviously starts. $\chi_e$ near the plasma axis is decreasing due to the increasing radiation losses in the center starting already in the L-phase.

The ion heat conduction is described by the neoclassical value in all discharge phases (OH, L, H, H*) yielding for the calculated $T_i$-profiles the measured neutron fluxes. In all cases the conductive ion losses are comparable to the convective ones (calculated by assuming a particle confinement time of 50 - 100 ms) and much smaller than the conductive electron losses.

3. Conclusions

Comparing the electron thermal conductivities of H and H* discharges, dominating the energy losses besides the strong radiation losses of the H* discharges, reduced $\chi_e(H^*)$ values and correspondingly higher $\tau_E(H^*)$ are found, which can be attributed to the lack of energy losses due to ELM's. Similar behaviour has been stated by /3/ for H-discharges with ELM free phases of less than 30 ms being much shorter than the energy confinement time of 120 ms. There seems to be no further increase of $\tau_E$ or decrease of $\chi_e$ up to the radiation collapse time at 1.27 sec (burst-free phase lasts from 1.16 s to 1.27 sec). A study of the properties of an insulating sheath near the separatrix /5/ needs more error handling. Indeed a blocking of the heat flux is found at the plasma edge and the $T_e$-profiles become flat there with high edge $T_e$ values. But high radiation losses in the later phases of the H*-discharges and
the uncertainties in the $T_e$-measurements increase the error for the calculated plasma energy losses due to the electrons and ions in this boundary region.
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Fig. 1: Energy confinement ($\tau_{ef}$) and replacement ($\tau_{ef}^*$) time of a H* discharge. Arrows indicate the times where the radial $\chi_e$ profiles of Fig. 2 have been taken.

Fig. 2: Radial profiles of the electron thermal diffusivity $\chi_e$ for OH, L and H* mode in a H* discharge. For comparison the $\chi_e$ profile of a H-discharge ($\# 8475$) with similar plasma parameters and the neoclassical ion heat diffusivity $\chi_i(H^*)$ are also shown.
TRANSPORT CALCULATIONS FOR JET DISCHARGES WITH ICRH


JET Joint Undertaking, Abingdon, Oxon., OX14 3EA, UK

On attachment from Mathematical Institute, University of Oxford, UK.

1. Introduction

In this paper we discuss the results of 1-D and 1½-D transport codes in simulating JET discharges and in predicting future JET performance.

In Section 2 ohmic plasmas are studied with particular emphasis on the possible importance of ion thermal transport, especially at the highest JET densities. In Section 3 the transition from ohmic to auxiliary heated discharges (ICRH) is simulated. Results are compared with observations in JET. Extrapolations to higher levels of additional power are briefly discussed in Section 4.

2. The Ohmic Phase

The transport models used to simulate JET ohmic plasmas (including target plasmas for ICRH) are basically those discussed in [1]. In particular, electron energy diffusion coefficients of the Alcator-Intor (X_{AI}) and of the Coppi-Mazzucato-Gruber (X_{CMG}) form are considered. Classical energy transfer between electrons and ions and neoclassical resistivity \( \eta_{\text{neo}} \) are assumed. Impurities are treated either as in [1] or without assuming coronal equilibrium. Results given in this section are shown not to be sensitive to the choice.

The dependence of computed results on the ion thermal conductivity has been studied taking \( \chi_i = \alpha \chi_{\text{ICR}} \), \( \chi_{\text{ICR}} \) being the Chang-Hinton neoclassical expression [2]. Results are illustrated in Fig. 1, showing observed and computed peak temperatures as a function of the line-averaged electron density \( n_e \) for various values of \( \alpha \). At the highest densities, the maximum temperature difference computed with \( \alpha = 1 \) and with a model of sawtooth activity based on Kadomtsev's reconnection scheme (with flattening of both \( T_e \) and \( T_i \) profiles) is \( \Delta T = T_{e0} - T_{i0} \leq 400 \text{eV} \). An anomaly factor \( \alpha \geq 10 \) is required to produce \( \Delta T \geq 1 \text{keV} \) at intermediate and high densities. At the same time \( \chi_i \) must be reduced by a factor up to 3 with respect to the values given in [1].

The need for large anomaly factors, if confirmed, would mean that anomalous ion thermal conductivity, possibly having a functional form different from neoclassical, could play an important role in determining JET performance. On the other hand, Fig. 1 shows that the conventional picture with \( \chi_i \sim 3 \chi_{\text{ICR}} < \chi_e \) produces results within the error bars, albeit with \( \Delta T \) consistently towards the lower limits.

Another important result to be pointed out is that the high ohmic electron temperatures and values of \( Z_{\text{eff}} \) from Bremsstrahlung as observed now in JET are compatible with neoclassical but not with Spitzer's resistivity \( \eta_{\text{SP}} \). This result differs from that reported in [1] when lower temperature plasmas with higher values of \( Z_{\text{eff}} \) were available for simulation, and neither \( \eta_{\text{neo}} \) nor \( \eta_{\text{SP}} \) could be excluded.

3. ICR Heated Plasmas

RF heating of JET plasmas is simulated by a model for additional power sources for the electrons and ions, and by allowing for an enhancement of
transport losses during RF pulses.

In order to determine the auxiliary power deposition profile, we derived a simplified model for use in transport codes and containing as much as possible of the information provided by 'stand-alone' codes treating different aspects of the RF heating problem for an assumed background plasma. This model can be summarised as follows:

- the additional power is uniformly deposited within a rectangular portion (the same for electrons and ions) of the poloidal plasma section;
- the absorption region is bounded by major radii corresponding to the position of the ion-ion hybrid and the ion cyclotron resonance for the minority species, and by a height \( Z \) determined by ray tracing calculations \( (Z \sim 1.5m) \);
- direct heating of the electrons by mode conversion using the Budden formulae, and minority ion heating by ion cyclotron damping are estimated \([3]\);
- heating of the background plasma ions and of the electrons is then estimated using a steady-state solution to a Fokker-Planck equation for the energy distribution function of the minority species.

Confinement degradation during RF heating has been simulated through an enhancement of the ohmic electron thermal diffusivity by a power-dependent factor, along the lines suggested by the "Principle of Profile Consistency" \([4]\). These models must be tested against observations and can be used in a predictive way only for studies of sensitivity of results to the assumptions they involve. Both purposes have been pursued by undertaking an extensive series of computations. Our findings are summarised in the following.

Assuming that most of \( P_{RF} \) (the total RF-power coupled to the plasma) is deposited in the central region of the plasma, as suggested by theory, a degradation of energy confinement is required to produce variations in \( T_{e0} \), \( T_{i0} \) and \( \langle T_e \rangle \) comparable to the experimental ones. Furthermore, numerical results are in better agreement with observations when the power globally coupled to the electrons, \( P_{RF}^e \), is not less than that to the ions, \( P_{RF}^i \). This is illustrated in Fig. 2 for the case of \(^3\)He minority heating, under the following assumptions:

- strong ion transport \((X_i > X_e)\) as described in Section 2, but no further degradation of \( X_i \) during RF pulses;
- \( X_e = C'X_{eGM} \), with \( C \sim 1 \) during the ohmic phase but \( C > 1 \) during RF heating (scaling roughly as \( C \sim (P_{oh} + P_{RF})/P_{oh} \)).

Similar results have been obtained for the case of \(^3\)H-minority heating, with substantially different target plasmas.

Enhanced particle (including impurities) influxes at the plasma boundary allow simulation of the experimentally observed increases in line-averaged \( n_e \) (up to 30\% when \( P_{RF} \sim 5MW \)) and total radiated power (without significant changes in \( Z_{eff} \) and in \( P_{rad}/P_{input} \)).

Our main conclusions, namely the need for transport degradation during RF heating and \( P_{RF}^e \geq P_{RF}^i \), are stable against model variations as long as central power deposition is retained. If, however, a large fraction of the absorbed power \((\geq 50\% \text{ when } P_{RF} \sim 2MW)\) is assumed to be deposited in the plasma external region, where radiation dominates, then both peak and average temperature increase can be simulated without degrading \( X_e \).

The evolution of the central electron temperature constrains the power to the electrons in the central region to a minimum of \( \sim 50\% P_{RF} \), as mentioned above. In addition, the moderate saturation of \( T_{e0} \) during sawtooth rise
suggests that electron transport is strongly reduced towards the plasma centre, and even degradation does not play a significant role there.

4. Extrapolation to Higher Levels of RF Power

The picture emerging from the previous Sections indicates that it is only reasonable to predict ranges of possible performance that take into account variations of all important parameters in the model, and possibly of the model itself. It is practically impossible to follow such a procedure systematically. The only way to face the problem would consist of treating all of the parameters within a given model on the same basis, and changing them randomly within reasonable ranges and constraints.

A few preliminary results using different scalings of $\chi_e$ with additional power are shown in Fig. 3 for $P_{\text{rf}} = 5, 10, 15\,\text{MW}$. They refer to two sets of transport assumptions for two different target plasmas: the 'large' $X_i \geq 10X_{\text{IC}}$ with $X_e \sim X_{e\text{CMG}}$ when $\Delta T \sim 1.5\,\text{keV}$ and $Z_{\text{eff}} \sim 4.0$ (Fig. 3a) and the 'standard' $X_i \sim 4X_{\text{IC}}$ with $X_e \sim X_{e\text{AI}}$ when $\Delta T \sim 0.6\,\text{keV}$ and $Z_{\text{eff}} \sim 2.5$ (Fig. 3b).
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Fig 1: Observed and computed central (sawtooth averaged) temperatures. Results A, B, C were obtained with a 1-D code, $\Theta$ with a 1½-D code and non-coronal impurity radiation. $B_z = 3.4\,\text{T}$, $I_p = 3.0\,\text{MA}$ except for the lowest density ($I_p = 1\,\text{MA}$) and the highest density ($I_p = 3.6\,\text{MA}$) case.
Fig 2: Computed and experimental peak temperatures for different levels of RF power with $P_{RF}^{i}/P_{RF} = 25\% (A,A')$, $50\% (B,B')$, $75\% (C,C')$ and degraded (---) and undegraded (---) electron transport.

Fig 3: Predictions for $P_{RF}$ up to 15MW based on plasmas with $B_T=3.4T$ and

a) $I_p=4MA$, $n_e=2.6 \times 10^{19} m^{-3}$, $Z_{eff}=4$,
\[ X_e = X_{eCMX} \left( \frac{P_{D} + P_{RF}}{P_{Q}} \right)^{\alpha} \quad \alpha = 12; \]
\[ X_{e} = X_{eAI} \int_0^{P_{RF}} \frac{P_{tot}(\theta) d\theta}{\int_0^{P_{RF}} P_{Q}(\theta) d\theta}, \]
\[ \alpha = 4. \]

b) $I_p=3.6MA$, $n_e=3 \times 10^{19} m^{-3}$, $Z_{eff}=2.5$,
\[ X_e = X_{eAI} \int_0^{P_{RF}} P_{tot}(\theta) d\theta / \int_0^{P_{RF}} P_{Q}(\theta) d\theta, \]
\[ \alpha = 4. \]

A,B,C as in Fig 2. B' corresponds to $P_{RF}^{i} = 50\% P_{RF}$ and degradation saturated at 10MW.

\[ T_{e0} \text{ from ECE} \]
\[ T_{io} \text{ from neutrons} \]
GLOBAL ENERGY CONFINEMENT STUDIES IN OHMICALLY HEATED JET PLASMAS
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Abstract: Systematic scans of the plasma density \( n \) have been completed for a large variety of plasma conditions in JET. The toroidal field \( B \), the safety factor \( q \), the elongation \( K \), the major radius \( R \) and the minor radius \( a \) have all been varied. It is shown that the resulting data set contains two important parametric constraints, one which is a direct consequence of the ohmic heating, relates the electron temperature \( T_e \) to the variables \( n, B, q, K \) and a further constraint which relates the effective plasma charge \( Z_{\text{eff}} \) to the same set of variables. Subject to these constraints, the global energy confinement time \( \tau_c \) is found to scale as \( (nB)^{1/2} (q)^{3/2} R^{-1.7} a^{1.3} \) and this empirical scaling is shown to be consistent with low \( B \)-collisional transport.

I. General Plasma Characteristics and Parametric Constraints

An extensive series of experiments have been carried out during 1985 to determine the particle and energy confinement properties of ohmically heated discharges in JET, a preliminary account of the scaling of the global energy transport is given in this paper, other aspects such as local transport, plasma resistivity etc. are treated elsewhere [1-2].

The main plasma parameters line average density \( \bar{n} \), plasma current \( I \) and toroidal field \( B \) were varied in the ranges given in Table I. The plasma geometry was also varied from fully elliptical to small circular plasmas \( (a=0.8m) \) limited on the inside wall and on the limiter; Fig. 1 shows the outer flux surface for these three cases. The discharges had long flat tops in current, density and temperature, 4-12 secs, which was sufficient in all but the 3.5 and 4MA discharges for the magnetic field diffusion to have been completed before the end of the flat top. The data for the scaling studies are extracted close to the end of the flat top, and the data set consists of some 200 shots.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1.7 &lt; B &lt; 3.4T )</td>
<td>( 1 &lt; I &lt; 4MA )</td>
</tr>
<tr>
<td>( 1 &lt; K = b/a )</td>
<td>( 1.7 &lt; q = BA/\mu R )</td>
</tr>
<tr>
<td>( 1.7 &lt; q = BA/\mu R )</td>
<td>( &lt; 12 ); ( 1.5 &lt; \bar{T}_e &lt; 6keV ); ( 1 &lt; \bar{T}_i &lt; 3keV )</td>
</tr>
</tbody>
</table>

All of the discharges exhibited strong sawtoothing behaviour on the flat top and the electron temperature profile which was measured by the ECE diag-
nastic, showed the characteristic flattening in the $q < 1$ region. Profiles for the three types of geometry are shown in Fig. 2. The calibration of the ECE system was checked with the single point Thomson scattering system [3]. The remainder of the data for the study was obtained from the following diagnostics, 2mm and far infra-red interferometers for the line average electron density, NPA and neutron yield for the ion temperature, visible Bremsstrahlung for the effective plasma charge $Z_{\text{eff}}$, VUV and visible spectroscopy for the carbon to oxygen density ratio and metal concentration. The range of variation of these parameters is also given in Table 1.

Fig 1: Outer flux surfaces for three extreme geometries a) $R=2.5m, a=0.8m$; b) $R=3.4m, a=0.8m$; c) $R=2.95m, a=1.23m$ $K=1.7$.

Fig 2: Typical electron temperature profiles for the geometries of Fig 1. The dotted portion of C is an extrapolation around the flux surfaces.

In any scaling study it is essential to first identify the independent variables and determine the parametric relationships that exist between these variables and the dependent variables. The independently controllable variables are $\bar{n}$, B, I, R, b, a; actually these are not fully independent since certain combinations violate stability limits. To enable comparisons to be easily made with the dimensional constraints [4] imposed by the various theoretical models the above set is replaced by $\bar{n}$, B, $q_{\text{cv}}, R, a, K$.

Inspection of the data set shows that there is a strong relationship between the volume average electron temperature and the independent variables, which is a direct consequence of the ohmic heating. This ohmic heating scaling law for the JET data set is

$$\bar{T}_e \propto B^{1.8} \bar{n}^{-0.6} q^{-1.0} K^{0.8}$$  \hspace{1cm} (1)

and the fit is shown in Fig. 3. A similar scaling law was obtained by Pfeiffer and Waltz [5] in their study of confinement in small ohmically heated tokamaks, the main difference is the dependence on magnetic field which is much stronger in JET and apparently also in other large tokamaks [6, 7].

There is also a further parametric relationship in the data set between the effective plasma charge $Z_{\text{eff}}$ and the independent variables. This is

$$Z_{\text{eff}} \propto B \bar{n}^{-0.9} q^{-0.7} K^{0.5}$$  \hspace{1cm} (2)
The ohmic heating constraint, average electron temperature versus the best fit:

\[ T_e \propto B^{1.8} n^{-0.6} q^{-1.0} k^{0.7} \]

it is somewhat weaker than the ohmic constraint but nevertheless is statistically significant as the fit of Fig. 4 shows. This constraint can also be re-expressed in the form \( Z_{\text{eff}} \propto P_0/\dot{n} \) where \( P_0 \) is the ohmic input power suggesting that the origin of this relationship is that the density of impurities in the plasma is related to the power flux on to the walls and limiter. It was not possible to obtain the dimensional scaling of either of these constraints due to the small range of \( R \) and \( a \) covered by the data set.

II The Scaling of the Global Energy Confinement Time

The global energy confinement time is defined as \( \tau_e = 3/2 \int n(T_e + T_i) \, dv/P_0 \) where the volume integral is taken over the magnetic surfaces. The variation of \( \tau_e \) with density is shown in Fig. 5 for a few of the scans with different magnetic field, current and plasma dimensions. For the range of density explored by JET the \( \tau_e \) is found to scale fairly weakly with density increasing as \( \tau_e \propto n^{1/4} \), and even this weak dependence comes mainly from the ions. This latter point is demonstrated in Fig. 6 which shows that the dependence of the electron energy confinement time \( \tau_{ee} = 3/2 \int n T_e \, dv/P_0 \) upon density is very weak indeed.

Applying regression analysis to the full data set gives

\[ \tau_e \propto (nB)^{1/2} (q)^{1/3} R^{1.7} a^{1.3} \]

the fit is shown in Fig. 7. This scaling is similar to that found in TFR [6], except the q dependence is weaker and the B dependence stronger. The cubic dimensional dependence is close to that found by Pfeiffer and Waltz [5], the main difference between that initial study and present studies in larger tokamaks [6,7] is the B and q scaling. Interestingly, expression (1) also satisfies the constraints imposed by low-B collisional theory \( \tau_e = 1/B F'(nL^2, B^4 L^5) \). The other theoretical scalings considered by Connor and Taylor [4] give a significantly poorer fit.
Fig 5: Global energy confinement time $T_E$ versus line average electron density $n$. K=1.5, R=3.0m, a=1.2m; $\Diamond$ B=3.4T, I=4MA; $\blacklozenge$ B=3.4T, I=3.5MA; $\Upsilon$ B=3.4T, I=3MA; $\square$ B=3.4T, I=2MA; $\blacklozenge$ B=2.5T, I=3MA; $\triangle$ B=1.7T, I=2.5MA; $\times$ B=1.0, $\times$ B=2.5T, I=1MA, R=3.4m, a=0.8m; $\bullet$ B=2.9T, I=1MA, R=2.5m, a=0.8m.

Fig 6: Electron energy confinement time $\tau_{Ee}$ versus density (symbols as Fig 5).

Fig 7: Global energy confinement time $T_E$ versus best fit (symbols as Fig 5, other pulses $\times$).

K=1.5, R=3.0m, a=1.2m; $\diamondsuit$ B=3.4T, I=4MA; $\bigtriangleup$ B=3.4T, I=3.5MA; $\bigcirc$ B=3.4T, I=3MA; $\square$ B=3.4T, I=2MA; $\blacklozenge$ B=2.5T, I=3MA; $\triangle$ B=1.7T, I=2.5MA; $\times$ B=1.0, $\bigcirc$ B=2.5T, I=1MA, R=3.4m, a=0.8m; $\bullet$ B=2.9T, I=1MA, R=2.5m, a=0.8m.
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LIMITS IN EVALUATING ENERGY LOSS PROFILES FROM BOLOMETRIC MEASUREMENTS AT JET

N Gottardi, H Krause*, K F Mist*

* On assignment from Max-Planck-Institut für Plasmaphysik, Garching, FRG.

Abstract In JET three pin-hole type bolometer cameras observe one poloidal cross-section of the plasma from three different viewing positions. A simple projection method is used to test the consistency of the assumed shape of isoemissivity surface with the integral measurements. If consistency is found a generalized Abel inversion can be performed. In a considerable number of discharges the surfaces of constant emissivity do not coincide with the magnetic flux surfaces. Besides the obvious asymmetry due to limiter and R.F. antenna, a strong (~ 30%) up/down asymmetry and MARFEs are presented as examples. A neoclassical explanation for the up/down asymmetry is proposed.

Radiation losses play an essential role in the measurement of energy balance of tokamak plasmas. Bolometers measure the plasma emissivity only integrated along the lines of sight. Local emissivities, however, are wanted for the energy balance. A local emissivity can be obtained either by tomographic methods or through assumptions on the geometry of the isoemissivity surfaces. In JET, with the present arrangement (maximum 34 lines of sight from only three view points [1], tomographic methods yield an unsatisfactory spatial resolution. A resolution of 10 cm would require several hundred bolometer channels distributed rather homogeneously around the plasma cross-section. Assumption of the surface geometry reduces the two-dimensional to a one-dimensional problem, and in JET a resolution of about ~10 cm is possible. This can be achieved with the help of a generalized 2-step inversion method [2] which can be applied to any set of nested contour lines. Usually the geometry has been assumed to be that of the magnetic flux surfaces derived at JET from magnetic measurements [3]. This assumption is not justified in general. We check the validity of this by utilizing the first step of the above mentioned inversion method. In this step all sight lines are projected to a common virtual observation point each line remaining always tangent to the same contour line. This procedure transforms also the integrated signals. If the assumed geometry is correct all transformed signals which are tangent to the same contour line must coincide. To illustrate this let us consider an observation plane (Fig. 2) with viewing lines (S_i/S_j) and selected isoemissivity surfaces (σ_0-σ) each of which is tangent to one of the viewing lines. The spaces between adjacent σ are the pixels in which the emissivity ε is considered constant. If the total length of viewing line S_i inside pixel ε_k is denoted by A_i-k then the line integrated intensity I_i is given by

\[ I_i = \sum A_i-k \cdot \varepsilon_k \]  

Straightforward inversion of this linear system, where A is a lower-triangular matrix, would yield the emissivity ε from the measurements I but the resulting emission profile would be too discontinuous due to noise in the measurements and the pixel spacing too irregular. A method of spatial smoothing and interpolation of the measured I is therefore needed. Since measurements result from cameras with different
points of view interpolation between data from different cameras are not directly possible. Following a suggestion [4] the data from all cameras is therefore projected first into the viewing frame of a virtual camera at an arbitrary position, eg the position of a real camera.

Let $T_i - T_j$ be a set of view lines emerging from the pin-hole $P$ (cf. Fig.2) of a virtual camera, each $T_i$ chosen to be tangent to the isoemissivity surface $\sigma_i$. The virtual intensities $I'$ are then given by

$$I' \propto \sum B_k \delta_k$$

(2)

with the $B_k$ being the total length of $I'$ inside pixel $\delta_k$. From Eq.1 and Eq.2 then follows the projection of real intensities into virtual ones

$$I' = B \cdot A^{-1} \cdot I$$

(3)

In this way all measurements can be represented as a function of a single coordinate. Cubic splines and/or Chebyshev polynomials are used to fit a smooth curve through all the data. At this stage it can be checked if the assumed isoemissivity surfaces are adequate by inspection of the deviations of the $I'$ from the fit curve. In many cases a consistent set of $I'$ can be achieved by the elimination of single strongly affected channels (eg limiter effects). Inversion then proceeds by sampling the fit curve on a fine numerical grid and solving a matrix equation (as in Eq.1) for the samples.

Fig.3 illustrates this technique applied to an assumed hollow emissivity profile with the real camera geometry for a set of isoemissivity surfaces taken to be the magnetic flux surfaces of an actual pulse (cf. Fig.1). After projection of the (calculated) line averaged data on to the virtual camera the resulting inversion of the fit curve reproduces the initial profile very well.

Fig.4 shows the procedure using actually measured intensities. The pulse shows a typical level of data scatter between the different cameras after projection which still allows a satisfactory inversion result. Some evident deviation might be explained by the nearness of structures (limiter, RF antenna) to the observation plane.

For plasmas in the vicinity of the density limit MARFEs are frequently observed in JET. Details can be found in [5]. Differences of more than one order of magnitude are observed when the plasma is limited by the inside column of the torus rather than by the outside limiters. Those channels viewing the region where the plasma touches the wall both in the horizontal cameras and the vertical camera then show drastically enhanced signals.

A similar observation holds for discharges with an internal separatrix whose flux surface geometry is similar to the one in Fig.1. Here the plasma streaming along the separatrix to the top and bottom wall of the vessel causes drastic local radiation which shows on some vertical and horizontal channels at about five times the intensity of a normal central channel while not affecting the majority of channels.

Fig.5 gives a typical example of significant (~25%) up/down asymmetry. One possible explanation for this type of asymmetry is given by an analytical one-dimensional neoclassical two-fluid model [6,7]. It considers a radial electric field which gives rise to diamagnetic rotation of the bulk plasma and of the impurities with different velocities corresponding to their different electric charge $Z$.

The friction force between impurities and the bulk plasma then results in a pressure gradient of the impurities in poloidal direction due to finite aspect ratio effects. With the assumption of constant temperature on flux surfaces and negligible radial transport the relative variation of impurity density $n_i/n$ on a flux surface can be derived. This variation is then expanded in a Fourier series with respect to the poloidal angle $\theta$. There are two toroidally symmetric first order Fourier terms representing up/down asymmetry (first term) and inward/outward asymmetry (second term).
The parameter \( \Omega \) is given by

\[
\Omega = \frac{\omega H^+}{r Z^2} \frac{P_H(r)}{q(r)E_o} \frac{\tau_{HH}^+}{dP_H/dr}
\]

with \( P_H \) pressure of \( H \), \( \omega_H \) \( H^+ \)-gyrofrequency, \( \tau_{HH}^+ \) collision time, \( b/a \) axis ratio of ellipse.

Eq. 4 shows that the up/down asymmetry changes sign with the toroidal magnetic field. The inward/outward asymmetry represents always an impurity accumulation at the torus inside plasma edge.

With Nickel and Carbon as typical JET impurities \( \Omega \) is estimated to be in the range of 2 to 3. Eq. 4 then predicts up/down asymmetries larger than inward/outward asymmetries which in JET could easily be masked by effects of localised plasma-wall interactions, eg by limiters. For up/down asymmetries Eq. 4 gives a scaling law

\[
\left( \frac{n_z}{n_\|} \right)_{\text{max}} \propto \frac{2r}{R_o} \frac{\tau_{HH}^+}{\Omega} \frac{r^4}{\alpha} \frac{B T_{Te}}{P} \frac{T_{Te}}{T_e} \frac{r^2}{b/a}
\]

Since absolute numbers for \( n_e \) and \( T_e \) are quite uncertain at the plasma edge the measured maximum up/down asymmetry in the emissivity \( \varepsilon \) which is expected to scale with \( n_e/n_\| \) is normalised to one for one time in a pulse and the subsequent development of density, temperature and current in this pulse is used to compare the normalised asymmetry with Eq. 6. Fig. 6 shows good agreement between the prediction and the experimental points.

For high densities and/or low \( T_e \) Eq. 4 predicts small up/down and large inward/outward asymmetries. This could explain why MARFEs nearly always form at the torus inside plasma edge.

REFERENCES

ACKNOWLEDGEMENT
The authors thank D F Duchs for many discussions and S Springmann for improving flux surface handling routines.

FIG. 1 Arrangement of bolometer channels in JET.
FIG. 2 Isoemissivity lines and the projection of real view lines into a virtual camera.

FIG. 3 Generalised Abel inversion for an assumed initial emissivity distribution; $\alpha$ as in Fig. 2.

FIG. 4 Measured data from three bolometer cameras projected into the viewing frame of a virtual camera in the equatorial plane outside the plasma and resulting local emissivity; $\alpha$ as in Fig. 2.

FIG. 5 Up/down asymmetry evident in data from the upper and lower horizontal camera; $\alpha$ as in Fig. 2.

FIG. 6 Normalised neoclassical prediction and normalised experimental data for the up/down asymmetry.
Transport Analysis of JET Discharges

M. Brusati, J.G. Cordey

JET Joint Undertaking, Abingdon, Oxon. OX14 3EA, UK.

Abstract: Local transport studies of JET ohmically heated plasmas show that ion losses in the region r/a<2/3 exceed electron losses when the local electron density is greater than a critical value which increases with the plasma current Ip.

Both ion and electron losses in the 1<q<2 region are due to thermal conduction, the ion conductivity being several times neoclassical, the departure from the neoclassical value increasing monotonically with Ip.

The total energy confinement time TE of this region is up to 1.1sec; TE scales as n_e^0.6, and no clear dependence on plasma current is found.

I Local plasma energy balance

Ohmic plasmas have been obtained in JET over a wide range of plasma parameters:

1.7<\(B_t(T)<3.4\); 1.0<\(I_p(MA)<4.0\); 0.5x10^19<\(n_e(\text{m}^{-3})<3.6x10^{19}\)

2.0<r_e(keV)<7.0; 1.5<r_i(keV)<3.0; 2<Z_{eff}<5

The plasma balance is calculated at several time points during the current flat top by the time dependent transport analysis code JICS. The current and mean density waveforms have a flat top of at least 5sec. The high current discharges (Ip>3MA) do not reach a steady state, the surface voltage exceeding the resistive voltage on axis means that inductive effects have to be taken into account when analysing the plasma equilibrium.

The ion and electron energy equations are solved in the flux surface geometry which is determined from the magnetic data and the equilibrium identification code IDENTB [1]. Other diagnostic information input to JICS include the electron T_e profile from ECE, density n_e from 2mm and FIR interferometry, ion temperature T_i from C-X and neutron yield, radiation losses from bolometry, effective ion charge Z_{eff} from visible bremsstrahlung; information on the average ion species is obtained from VUV and visible spectroscopy, and on particle recycling at the edge from H_2 monitors. The results presented here are restricted to the region of the plasma where the radiation is small; this extends up to 2/3 of the average plasma minor radius. Thus more than 150 discharges were analysed to cover the above range of parameters.

In JICS the ion energy equation is given by:

\[
\frac{dE_i}{dt} = P_{ei} + P_{cx} + P_{cv} + P_{cd}
\]

The electron-ion coupling \(P_{ei}\) is assumed to be classical; the convection \(P_{cv}\) is determined from the particle balance and the charge exchange term \(P_{cx}\) relies on the self consistent calculation of the neutral density profile; this is computed by the code FRANTIC [2]; the boundary neutral flux is given by the \(H_\alpha\) intensity.

Conduction term \(P_{cd}\) is derived from multiple times of the neoclassical
conductivity; the results presented here have been obtained using the Chang-Hinton formulation of the conductivity [3]. Equation (1) is solved for $T_i$ adjusting the multiplier until agreement is found between the calculated central ion temperature and the measured one.

Results of the analysis are shown in fig.1a for a $I_p=4.0\text{MA}, B_t=3.4\text{T}$ plasma; ion losses are due mainly to conduction, $P_{cv}$ and $P_{cx}$ being negligible. To reproduce the measured central ion temperature it is necessary to use a large multiplier for the ion conductivity. The "anomalous" ion transport, including MHD driven ion losses [4] within the $q=1$ region, can be up to an order of magnitude higher than neoclassical, the departure from neoclassical increasing with plasma current.

This treatment of the ion heat diffusion does not allow any further conclusion on its nature but the relative importance of electrons and ions in plasma confinement can be investigated by comparing $P_{ei}$ with the main electron losses.

The electron energy equation is:

$$\frac{dE_e}{dt} = P_{\text{OH}} + P_{\text{RAD}} + P_{ei} + P_{cv} + P_{\text{ Cd}} + P_{\text{ i z}}.$$  \hspace{1cm} (2)

$P_{\text{RAD}}$ is the radiation loss, $P_{cv}$ the convection, defined similarly to the ion term, $P_{\text{ i z}}$ the ionization term.

The ohmic term $P_{\text{OH}}$ is computed from the local current density and electric field, derived from the time derivative of the poloidal flux [1]. In JET the resistive voltage is 0.5-0.8V on axis, increasing with poloidal flux to 1.1-1.5V at the plasma edge, resulting in up to 3.2MW coupled to the electrons at $I_p=4.0\text{MA}$ with $Z_{\text{eff}}=3.0$.

Equation (2) is solved for the electron heat diffusion term $P_{\text{ Cd}}$. The power balance is shown in fig.2a for the same discharge as in fig.1. The ohmic power is lost mainly by coupling to the ions and heat conduction.

The role of electrons and ions in plasma confinement is assessed by comparing electron heat losses $P_{\text{ Cd}}^e$ with $P_{ei}$. This is shown in fig.3 where $P_{\text{ Cd}}^e/P_{ei}$ is plotted for a large number of discharges against local electron density for various currents at $B_t=2.5$ and 3.4T. The scatter of the data reflects the uncertainty on the ion neoclassical term, most of which is due to experimental
errors in the region outside the plasma volume considered. The density at which $P_{ei} / P_{ei} = 1$ increases with $I_p$, from $\sim 1.5 \times 10^{19} \text{m}^{-3}$ at $I_p = 2 \text{MA}$ to $\sim 3 \times 10^{19} \text{m}^{-3}$ at $I_p = 4 \text{MA}$, apparently saturating at high current. No toroidal field dependence can be resolved within the data scatter.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig2a}
\caption{Fig. 2a}
\end{figure}

\begin{figure}
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\includegraphics[width=\textwidth]{fig2b}
\caption{Fig. 2b}
\end{figure}

\begin{figure}
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\includegraphics[width=\textwidth]{fig3}
\caption{Fig. 3}
\end{figure}

II Plasma Confinement Scaling

The plasma energy confinement in the inner volume $V$ is:

\begin{equation}
\frac{P_{\text{cond-e}}/P_{\text{ei}}}{n} \text{ at } B_L = 2.5 \text{ T and } B_L = 3.4 \text{ T}
\end{equation}
Density scans were performed on JET at different $B_t$ and $I_p$ values. No clear dependence was found for the confinement of the inner plasma on $I_p$, in contrast with previous results [5]. The scaling of $\tau_E$ with density is shown in fig.4; $\tau_E$ appears to scale as $n_e^{-0.6}$; uncertainties at higher densities (~30%) are related to higher ion losses.

Summary

It is found that in JET ohmic plasmas, ion losses exceed neoclassical values and become dominant, at higher plasma currents, at lower electron densities than previously reported [6]. The total energy confinement time in the radiation free region of the plasma scales less than linearly with $n_e$, without saturation effects at higher densities. No clear dependence is observed as yet on plasma current and toroidal field.

Fig.4
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Study of Electron Heat Conductivity on T-10 by Propagation of a Heat Pulse from ECRH

T-10 Group
Kurchatov Institute of Atomic Energy, 123182, Moscow, USSR

Usual method of determination of the local $K_e^B$ from the energy balance is valid only in low density plasmas when the energy flux is transported largely through the electron (not ion) channel. The $K_e^P$-value estimated on T-10 /1/ and on other tokamaks by propagation of cooling wave excited by pellet is, as a rule, a few times higher than $K_e^B$. Similar discrepancy is registered in some experiments when measuring $K_e^{ST}$ by heat pulse propagation from an internal disruption. It is not clear yet whether those discrepancies are the results of the errors in the energy balance component measurements or they are the results of plasma perturbation by such a "dynamic" method. At last, the discrepancies may indicate a complex structure of the heat flux observed in the Ohmic phase: the outward heat conductivity flux is compensated to a great extent, by the inward convective flux. The "heat injection" could destroy this balance.

The $K_e^{EC}$-value is measured on T-10 also by a heat pulse propagation from ECRH. This technique allows to control the level of perturbation of initial plasma. If the HF-power is absorbed in a narrow region near the ECR-zone then out of it the $K_e^{EC}$-value averaged through the layer $(r_2-r_1)$ can be found from:

$$K_e^{EC} = 2.3 \frac{(r_2-r_1)^2 \Delta T_e (r_2, t)}{t_2-t_1} / \ln^2 \Psi(t_2) - \ln^2 \Psi(t_1), \quad (1)$$

where $\Psi(t) = (r_2/r_1)^0.6$, $\Delta T_e (r_2, t)/\Delta T_e (r_1, t)$.

The $T_e$-increase, $\Delta T_e = T_e - T_{eOH}$, with ECRH was measured by the EC-radiometer at 4 radii simultaneously. The multidetector imaging system was also used. Additionally, both techniques were used to determine $K_e^{ST} = n_e (r_2-r_0)^2/\Theta \Delta t$, $(r_0$ is the mixing radius, $\Delta t$ is time of a heat pulse propagation from $r_0$ to $r$) /2/. Two regimes were chosen to study $K_e^{EC}$:
In A-regime /3/ the \( K_e^B \)-value has been shown to be equal to 2 \( \times 10^{17} \) cm\(^{-1} \) s\(^{-1} \) in the Ohmic phase and to vary slightly with \( r \). The results of measuring \( \Delta T_e(r_j,t)/T_eOH(r_j) \) during ECRH with \( P_{EH}=360\times380 \) kW are given in Fig. 1 (the data are averaged over 5 discharges). Fig. 2 shows the relative \( T_e \)-in-crease \( \Psi^*(r_j,t)/\Delta T_e(r_k,t) \) for different pairs of \( r_j, r_k \). The \( \Psi^* \)-value does not tend to zero at \( t \rightarrow 0 \), what is the result of a wide absorption layer. As \[ \frac{\Delta T_e(r_j)}{\Delta T_e(r_k) \mid t \rightarrow 0} = \frac{Q(r_j)}{Q(r_k)} \cdot \frac{n_e(r_j)}{n_e(r_k)} \]

the profile of the specific HF-power, \( Q(r) \), can be determined from the data shown in Fig. 2 and from the measurements of \( dT_e/dt \mid t \rightarrow 0 \) within the layer of the maximum deposit of HF-power (Fig. 3). The \( Q \)-profile turns out to be too wide to allow the \( K_e^B \)-calculation by (1), therefore the transport code was used to determine \( K_e^{EC} \). The good agreement with the experimental results took place at \( K_e^{EC} = 2.10^{17} \sqrt{\frac{T_e}{T_eOH}} \) cm\(^{-1} \) s\(^{-1} \) (Fig. 1, curves 2). Thus, the "dynamic" method gives in A-regime the \( K_e^{EC} \)-value which is close to \( K_e^B \). In this regime, the radius \( r_0 \) of a region affected immediately by an internal disruption was shown to be 2\( \times 2.5 \) times larger than that predicted by heuristic theory of /4/. At larger radii a diffusive propagation of heat pulse takes place. However, too rough estimation of \( r_0 \) leads to an uncertainty in \( K_e^{ST} = (0.8 \pm 1.8) \times 10^{17} \) cm\(^{-1} \) s\(^{-1} \).

In B-regime specified in /5/ and in the Table, \( K_e^B \) is equal to \( (0.3 \pm 0.5) \times 10^{17} \) cm\(^{-1} \) s\(^{-1} \) in plasma interior, \( 0 < r < 16 \) cm. The X-ray detector signals given in Fig. 4 indicate that sawteeth can be well described by a diffusive propagation of heat within the region \( r=7 \times 10 \) cm \( (r_s=2.5 \) cm) in the Ohmic phase of this regime. The perturbation due to internal disruption is small and allow
to measure $K_e^{ST}$ which is shown to be equal to $(0.3 \pm 0.5) \times 10^{17} \text{ cm}^{-1} \text{s}^{-1}$ ($r=7 \pm 10$ cm). With ECRH the electron heat conductivity rises up to $(4 \pm 8) \times 10^{17} \text{ cm}^{-1} \text{s}^{-1}$ in a time not longer than 10 ms (Fig. 4a). The $K_e^B$-value close to $K_e^{ST}$ was calculated at a steady state of ECRH. At ECRH start-up (Fig. 4b), an increase in a delay time and a rise in the slope of X-ray intensity signals with a distance from the ECR-zone were observed out of the power deposition zone. The simulation pointed out to possibility of appearance of the enhanced transport region which followed the wave front. The enhanced transport appears to be the result of a rise in $vT_e$ (or $v_p$).

Summary.

1. In the regime with high electron heat conductivity $K_e = 2 \times 10^{17} \text{ cm}^{-1} \text{s}^{-1}$, $K_e^E$ measured by a heat pulse propagation from ECRH coincides with $K_e^B$ determined from the energy balance. That points to the diffusivity nature of the heat transport in this regime. An increase in $K_e$ under ECRH can be described by the scaling $K_e \propto \sqrt{vT_e}$.

2. In the low current regime with high $n_e$ and low $K_e^B$/5/ ECRH leads to a steep rise of the electron heat transport. The enhanced transport is saved during the whole ECRH-pulse. The region of the enhanced transport follows the thermal wave front. A possible reason of the enhancement is an instability development due to a rise in $vT_e$ (or in $v_p$). Another reason can consist in that the heat flux directed toward the center can compensate, to a great extent, the heat conduction losses in the Ohmic phase, but this balance is broken when $vT_e$ rises under ECRH.

3. Too large value of $K_e^B$ determined by a cooling wave propagation from a pellet is, probably, explained by an extremely strong plasma perturbation by the injection.
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In some experiments with auxiliary heating (mainly, NBI) the
r_e -degradation with the P_{aux} -increase was stronger than that
prescribed by the Ohmic scaling /1/. However, in the ECRH expe-
riments on T-10 with P_{aux}/P_{OH} < 2 the degradation in r_{Be} and in
K_e (electron energy confinement time and the local electron
heat conductivity) was shown to follow the Ohmic scaling /2/
(r_{Be} \propto \langle T_e \rangle^{-0.5}, K_e \propto T_e^{0.5}). The validity of this conclusion at hi-
ger values of P_{aux}/P_{OH} was studied in the recent T-10 experi-
ments. The P_{aux}/P_{OH} -increase was achieved by the I_p -decrease.
The I_p -dependence of plasma confinement with ECRH was simulta-
neously studied at low plasma current /2/. The total power P_{tot} =
P_{aux} + P_{OH} (P_{OH} -Ohmic power under ECRH) more than 3 times exced-
ed the initial Ohmic power P_{OH} in the regime specified below:

<table>
<thead>
<tr>
<th>a_L, cm</th>
<th>I_p, kA</th>
<th>B_t, T</th>
<th>\bar{n}_e, cm^{-3}</th>
<th>r_e, ms</th>
<th>r_{Be}(a_L), ms</th>
<th>r_{Bi}, ms</th>
<th>P_{aux}^\text{max}, kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH</td>
<td>32+34</td>
<td>170+180</td>
<td>3.0</td>
<td>2.9 \times 10^{13}</td>
<td>70-75</td>
<td>120-140</td>
<td>75</td>
</tr>
<tr>
<td>ECRH</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.2 \times 10^{13}</td>
<td></td>
<td></td>
<td>45</td>
</tr>
</tbody>
</table>

The P_{tot} -dependence of the plasma energy W measured by the
diamagnetic loop under the central ECRH is shown in Fig.1 (B_t =
3.0 T, also shown are the data from the 270 kA-discharge /2/).
Together with the results of /2/ concerning plasmas with I_p = 270+ 500 kA, the data shown in Fig.1 lead to the conclusion that the-
re is no I_p -dependence either in the energy content increase \Delta W
(under the same P_{tot} and \bar{n}_e) or in the behavior of W/W_{OH}, r_e/r_{EOH}
with the P_{tot}/P_{OH} -variation over the entire range of I_p and
P_{tot}/P_{OH}. Taking this into account together with the conclusions of
/2/ related to the behavior of electron energy confinement un-
der ECRH one could conclude that the degradation in r_{Be} and in
K_e during ECRH agrees with Ohmic scaling in the low I_p regime.

However, the energy balance analysis indicates that the be-
behavior of $\tau_B$ with $P_{\text{tot}}$-variation does not characterize the peculiarities in the behavior of separate components of EC-heated plasma. In Fig. 2 we report the measured $T_e(r)$, $T_i(r)$ and $n_e(r)$ along with the heat conductivity coefficients obtained from the energy balance:

$$K_e = \frac{Q_{\text{OH}}(r) - Q_{\text{ei}}(r) - Q_{\text{red}}(r)}{4\pi^2 R \cdot r \cdot dT_e/dr}, \quad K_i = \frac{Q_{\text{ei}}}{4\pi^2 R \cdot r \cdot dT_i/dr}$$

These profiles, together with the data obtained on T-10 earlier /2/, demonstrate the general features of the profiles of the Ohmically heated plasma parameters at the transition to a high $n_e$ (at which $Q_{\text{ei}} = Q_{\text{OH}}$). These features are: a) the $K_e$-decrease in the plasma core with relatively weak variation at the periphery; b) the $T_e$-profile peaking, which should lead to the $j$-profile peaking, i.e. to the current channel shrinkage. Additionally, the peaked $n_e$-profile and the neoclassical $K_i$-values in the plasma core are observed in the regime studied. At the periphery, $K_i$ is raised in comparison with the neoclassical value, which is the formal result of charge exchange (and of diffusion). All these features lead to the high values of $\tau_{B_e}$ and $\tau_{B_i}$ at the Ohmic phase (see Table). A dramatic rise (8+10 times) in $K_e(0)$ was observed under the central ECRH. The $K_e$-increase is remarkably weaker (2 times, Fig. 2c) in the plasma exterior ($r \approx 2/3 a_L$) which is responsible for the global losses of electron energy. Therefore, $\tau_{B_e}(a_L)$ decreases slightly with ECRH, i.e. the electron losses are not responsible for the $\tau_B$-degradation.

The heat transfer $Q_{\text{ei}}$ between electrons and ions is more than doubled and the neoclassical $K_i$-value is conserved under ECRH. Nevertheless, the $T_i$-rise is weak, which may be caused by a re-distribution of $Q_{\text{ei}}(r)$ to larger radii ($r > a_L/2$) where confinement is much worse. The re-distribution is a result of the $n_e$-profile change (Fig. 2b). As a result, $\tau_{B_i}$ drastically drops and that largely determines the $\tau_B$-degradation.

In the 180 kA-regime the low $K_e$ is connected with the peaked $j$-profile. If $P_{\text{HF}}(r)$ is broader than $P_{\text{OH}}(r)$, then the $j$-profile will be broader. It should lead to a decrease in $\Delta W$ after the $j(r)$ skin re-distribution. From this point of view we can explain the T-10 experiments with an outward shift of the ECR-zone.
and with ECRH in a 100 kA-regime. The shift of ECR-zone up to a maximum of $dj/dr$ does not change the energy content increase $\Delta W$ during the first $30 \times 40$ ms after ECRH-initiation, $\Delta W$ being the same as under the central ECRH (Fig. 3b). After this period, a considerable degradation in confinement is observed (Fig. 3b). The same result, but with the central ECRH, is observed in the 100 kA-discharge, where the $P_{aux}$ profile is broader than the $P_{OH}$-profile. After the ECRH-pulse, the energy content drops below the initial level and then restores for a skin time. The peaked $j$-profile can be achieved at different $n_e$ dependent on vacuum conditions, i.e. on impurity influx from the walls. Considerably lower values of $W$ obtained previously in the regime with $I_p=180$ kA, $n_e=2 \times 10^{13}$ cm$^{-3}$/2/ can probably be explained by the fact that a regime similar to that described in the paper has not be achieved at such $n_e$-value.

Summary.

1. In Ohmically heated plasmas with high density the $T_e$-profile is peaked. That should lead to the current channel shrinkage. Electron heat conductivity $K_e$ is decreased in the plasma core and is slightly changed at the periphery with $n_e$-increase.

2. The energy content increase under ECRH shows no $I_p$-dependence when the $P_{HF}$-profile is narrower than the $P_{OH}$-profile. Also, the degradation in the total electron confinement time $r_{Le}(a_e)$ is in a reasonable agreement with the Ohmic scaling $r_{Le} \propto \langle T_e \rangle^{-0.5}$.

3. When $K_e$ increases drastically under ECRH (in high density plasmas), it does not exceed, nevertheless, the value typical for ECRH in low density regime (when $Q_{ei} \ll Q_{OH}$).

4. The degradation in the global confinement time $r_B$ under ECRH can, to a great extent, depend on radial profiles of the power input to separate plasma component.
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TEMPERATURE DEPENDENCE OF THE ELECTRON HEAT CONDUCTIVITY IN TUMAN-2A, A TOKAMAK WITH MAGNETIC COMPRESSION

S.G. Kalmykov, S.I. Lashkul, Yu.V. Petrov, I.D. Shprits
(Physical-Technical Institute, Leningrad, USSR)

1. The experiments on ohmic heating (OH) of a plasma and its compression by a toroidal magnetic field, $B_T$, in TUMAN-2A ($R = 40$ cm, $a_T = 8$ cm) /1, 2/ resulted in many radial profiles of the effective electron heat conductivity coefficient /3-5/,

$$\kappa_{\text{eff}}(r) = \frac{W_{tr}(r)}{(4\pi^2 R^2 \gamma \nabla T_e)}.$$  

Here $W_{tr}(r)$ is the heat flux in electrons through the cylindrical surface of radius $r$ and length $2\pi R$ due to heat and particle diffusion, a power gained by the particle flux in a radial electric field being ignored.

The radial profiles of electron temperature, plasma density and radiation loss were measured by means of laser, microwave and bolometric diagnostics. $W_{tr}(r,t)$ and $\kappa_{\text{eff}}(r,t)$ were calculated using the energy balance equation for electrons. To find the current density distribution, $j(r,t)$, the equation of poloidal magnetic field classical transport was solved numerically taking into account the plasma motion. All its parameters as well as initial and boundary conditions were deduced from the experimental data. The agreement between our assumption on $B_p$ classical transport and reality was checked by means of a comparison of the transformer EMF and the corresponding value calculated from $C(r,t)$, $j(r,t)$ and $B_p(r,t)$ data.

The calculations are described in Ref./4/ in more detail. The time variation of the main discharge characteristics in the typical compression experiment is shown in Fig.1.

2. The shape of $\kappa_{\text{eff}}(r)$ profiles has been found to exhibit a strong dependence on the extent of development of helical MHD instabilities /3, 4/. Sometimes indications of magnetic islands may be observed. These are: a sharp maximum of $\kappa_{\text{eff}}(r)$, $\kappa_{\text{eff}}^{\text{max}} > 12 \times 10^{17} \text{cm}^{-1}\text{s}^{-1}$, at one of the magnetic surfaces with integer q-value (Fig.2a), a high amplitude of $B_p$ oscillations with corresponding $m=q$, and, in some cases, a local fla-
Another situation arises during magnetic de-compression (DC) when $B_T$ decays by a factor 2 in 2 ms and a wide zone free of integer-\(q\) surfaces appears in the inner part of the plasma column (Fig. 2b). Here $\tau_{\text{eff}}$ is very small, $\tau_{\text{eff}} < 2 \times 10^{17} \text{cm}^{-1} \text{s}^{-1}$, close to neoclassical value.

At last, an intermediate case is also realized in the experiment when the surfaces with integer \(q\) do exist in the plasma but the tearing modes turn out to be stable. Nevertheless the electron heat conductivity is anomalous, $\tau_{\text{eff}} = (4 \times 9) \times 10^{17} \text{cm}^{-1} \text{s}^{-1}$, (Fig. 2c). Such values of $\tau_{\text{eff}}$ are in Fig. 2a out of the maximum or in Fig. 2b in the external part of the plasma column where surfaces with \(q=3\) and \(4\) are localized. This range of $\tau_e$ -values is characteristic of tokamaks, typically $\tau_e$ varying little over the plasma cross section. The law $\tau_e \sim 5 \times 10^{17} \text{cm}^{-1} \text{s}^{-1}$ \(\approx\) const is known as "Alcator scaling" (see, e.g., /6/). The anomaly may be due to microturbulence /7, 8/ or a magnetic field ergodization /9/ near resonant surfaces. In the present paper we consider just the anomalous electron heat conductivity of the "Alcator scaling" type.

3. It is difficult to find the temperature dependence of $\tau_{\text{eff}}$, basing on analysis of $\tau_{\text{eff}}(r)$-profile (even when extremes mentioned in Section 2 are absent), because of strong changing not only $T_e$ but also other parameters in the cross section. It is impossible to vary average $\langle T_e \rangle$ in an ohmic heated tokamak, not changing simultaneously $I_p$ and other discharge features. To define $\tau_{\text{eff}}(T_e)$, we selected the values of $\tau_{\text{eff}}$ at $r = 2$ to $3$ cm in OH as well as in the maximum of compression (C) and in the post-compression phase (PC) (see Fig. 1). Here, we used the magnetic adiabatic heating as a currentless heating, a light impurity content being different in the different experimental runs. So, the temperature range in this fixed point was extended up to $100 < T_e < 300$ eV. At $r = 2$ to $3$ cm, $q = 1.5 \pm 3$, $dq/dr$ was approximately the same in all considered cases, the extremes of $\tau_{\text{eff}}(r)$ (see Section 2) were absent. At last, the error in $\tau_{\text{eff}}$ was minimum at this point, $\Delta \tau_{\text{eff}} / \tau_{\text{eff}} \leq 0.4$. $\tau_{\text{eff}}$ has been found not to
depend on $n_e$; $R_T$, $Z_{\text{eff}}$. $\tau_{\text{eff}}$ versus $T_e$ is shown in Fig. 3. One can see the dependence is weak, it may be approximated by a function $\tau_{\text{eff}}(T_e) \sim 1/T_e^{\alpha}$, $0 < \alpha < 1$. Another interpretation may be proposed: $\tau_{\text{eff}}/T_e$ for $T_e < 200$ eV and $\tau_{\text{eff}} \approx \text{const}$ for $T_e > 200$ eV.

4. There is not any difference between the values of $\tau_{\text{eff}}$ both for the ohmically heated plasma and for compressed one (see Fig. 3). Apparently, the physics of the heat transport is the same in both states.

In spite of relatively low $T_e$ and $n_e$ in TUMAN-2A, the result obtained is in a good agreement with that of several large tokamaks: OH and NBI in FLT /10/, OH in FT /11/, OH and NBI (L- and H- modes) in D-III /12/. But it is in a sharp contrast with the ECRH data in T-10 /13/, where $\tau_{\text{eff}}(T_e) \sim T_e^{\alpha}$, $0.4 < \alpha < 1.1$. Perhaps, it means that in the ECRH - experiments $\tau_{\text{eff}}$ is defined by a cause which is characteristic of ECRH itself.
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POSITIONAL STABILITY OF HIGHLY ELONGATED TOKAMAK PLASMA
IN A CONDUCTING SHELL
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I. INTRODUCTION. Recent theoretical and experimental results indicate that elongated tokamaks may have considerably higher beta limits than circular ones [1-4]. However, elongated tokamaks are subject to positional instabilities, which must be suppressed by a combination of active and passive stabilization systems, the passive elements being placed "close" to the plasma surface.

When we consider the startup phase of an elongated tokamak, this problem becomes even more difficult: Let us assume that the elongated plasma will be produced by starting with a circular one and then extending the cross-section until it reaches its final shape. In this case, there will be intermediate states which are positionally unstable and which cannot have conducting walls or passive coils everywhere close to the plasma, since room must be left for further expansion. It is clear that, under these circumstances, the startup phase will be critical.

The basic question which we wish to address in this paper is the following: Are there configurations which will ensure positional stability throughout the startup evolution, as the plasma elongation increases up to a value of four, for example.

II. STARTUP SCENARIO. We assume an axisymmetric plasma whose shape evolves from a circle to a vertical race-track with $b/a = 4$ (Fig. 1). The plasma is surrounded by a conducting shell with rectangular cross-section. During the startup phase, the plasma shape and its position within the shell are adjusted in such a way as to obtain the maximum wall-stabilization effect.
This implies that the shape will always be a race-track with straight lateral boundaries, and the plasma position will be asymmetric with respect to the midplane (Fig. 1). The equilibria shown here were computed with the FBT code [5], assuming $p' = c_p(\psi + L\psi^2)$, $T' = \sigma T(\psi + L\psi^2)$, where $\psi = (\psi - \psi_{lim})/(\psi_{axis} - \psi_{lim})$, $\sigma T/c_p = R_{out}^2 (1/\beta - 1)$, $\beta = 0.3$ and $\lambda = -0.5$. This gives fairly broad current profiles, which are superior for vertical stability, as will be shown below. The plasma current is assumed to increase with elongation such that $q_\psi$ remains constant at the plasma-vacuum boundary ($q_\psi = 2.1$).

In order to determine whether such a scenario is feasible, we analyze the axisymmetric stability of the race-track at four representative "snapshots" during its evolution (Fig. 1). We do not consider here the real-time transition from one equilibrium to the next. We assume that this happens slowly, so that all intermediate states can be considered as quasi-static equilibria. The resistive plasma evolution, as well as shape control problems and the effects of a non-ideal shell will be discussed elsewhere [6].

![Fig. 1: Startup Scenario for Elongated Tokamak (k = b/a)](image-url)
III. AXISYMMETRIC STABILITY. We compute the growth rate of the dominant vertical mode by using the FBTS code [7], which assumes an ideal MHD plasma within a perfectly conducting shell. The shell has no gaps so that both toroidal and poloidal image currents can flow freely. Plasma surface currents are excluded.

Figure 2 shows the growth rate as a function of the lateral plasma-wall distance for the four equilibria shown in Fig. 1. The parameter \( \Delta \) is the distance between the plasma surface and the vertical walls (measured at the height of the magnetic axis) divided by the horizontal minor radius, \( a \). The top-wall distance is assumed constant \( (\Delta_{\text{top}}=0.22 \text{ at } R=\mathcal{R}_0) \). Note that the growth rates are normalized by the Alfvén frequency, \( \omega_A^2 = B_0^2/(\mu_0\rho_0 R_0^2) \), and that negative values of \( \omega^2 \) indicate stable oscillations whereas positive values imply unstable growth. We observe that for \( \Delta < 0.32 \), all four equilibria are stable. Furthermore, we note that the marginal points for \( k=3 \) and \( k=4 \) almost coincide. This is caused by the cancellation of a destabilizing effect (vertical elongation) and a stabilizing effect (closeness of the bottom wall) as one goes from \( k=3 \) to \( k=4 \).

Vertical stability is extremely sensitive to variations in the width of the current profile, as shown in Fig. 3. Here, we plot the growth rate as a function of the profile parameter, \( \lambda \). We also show the normalized width, \( w \), defined as the FWHM of the radial current profile, divided by \( 2a \). It is seen that a stable equilibrium which is quite far from the marginal point, such as the one with \( k=3, \lambda=0.5 \) in Fig. 3, can be driven unstable by changing the normalized width by only 7%. It is clear that broad current profiles will be crucially important for a successful startup scenario.

IV. CONCLUSION. We have shown that startup scenarios for highly elongated tokamaks can be found such that all intermediate states are stable against axisymmetric, ideal MHD modes. These scenarios are characterized by broad current profiles (FWHM about 80% of the horizontal plasma diameter) and close lateral walls (plasma-wall distance less than 25% of the horizontal minor radius).
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Fig. 2. Normalized Growth Rate vs. Plasma-Wall Distance, $\Delta$

Fig. 3. Normalized Growth Rate vs. Profile Parameter, $\ell$
HIGH-BETA TOKAMAK STABILITY OF TOROIDAL PLASMAS WITH ELLIPTICAL
AND D-SHAPED CROSS-SECTIONS
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Global and local stability of high-beta tokamak plasmas with various
current- and pressure profiles and with different cross-sections are studied
with the numerical programme HBT [1]. A high-beta tokamak equilibrium is
characterized by the shape of the cross-section, the value of $\varepsilon B_p$ (inverse
aspect ratio times beta poloidal), and unit profiles for the quantity $\Gamma(\psi)$
(which reduces to the current density at $\varepsilon B_p = 0$) and the pressure gradient
$\Pi(\psi)$. At the magnetic axis, $\psi = 0$ and $\Gamma(0) = \Pi(0) = 1$. The average beta $\langle \beta > / c$ and $\varepsilon B_p$ are related through $\varepsilon B_p = n(\langle \beta > / c) q^*$. Here, $n = S/\pi a^2 e^2$ (= 1 for
a circle), is a geometric factor involving the area $S$ and the elongation $e =
L/2a$ of the cross-section, and $q^*$ represents the toroidal current "safety
factor": $q^* = a B_p / \langle \psi R_0 \rangle$. The global stability is thus represented
in a $\varepsilon B_p$ versus $q^*$ diagram.

In Ref. [2], we investigated the global stability of various equilibria
with a circular cross-section. Stability studies of equilibria with broad current
profiles where $q_1 / q_0$ takes on values between 1.5 and 2.0 ($q_1$ = safety
factor at the boundary, $q_0$ = safety factor on the magnetic axis) show that
at large currents ($q^* \sim 1-3$) global stability is largely determined by the
external kinks $m = 2,3$ and the internal modes $m = 1,2$. At low values of $\varepsilon B_p$,
the external kinks lead to unstable regions just below integer values of $q^*$
(no stabilizing wall). At higher values of $\varepsilon B_p$, these regions (adjacent to
$q_1 = 1,2$, etc.) widen and merge with the ones due to the internal modes
(adjacent to the curves $q_0 = 1,2$, etc.). This results in stable islands in
the $\varepsilon B_p - q^*$ plane along the $q^*$-axis above the values 1, 2 and 3. The most
stable plasmas are found for currents corresponding to $q^* = 2$.

The stability of the external kinks can be affected by changing the
current-density profile. A smaller current gradient at the plasma surface
leads to a decrease of the unstable regions. Having chosen a simple profile
function $\Gamma(\psi)$, and keeping $q^*$ fixed, such a decrease of the current gradient
also decreases the value of $q_0$. Thus, a change in the profile $\Gamma(\psi)$ such that
the external modes become more stable is accompanied by a motion of the $q_0 =
1$ and $q_0 = 2$ curves (and also the adjacent regions of the internal modes) in
the $\varepsilon B_p - q^*$ plane to lower values of the current, i.e. to higher values of
$q^*$. Consequently, the internal $m=1$ mode will affect the stable region near $q^*$
= 2 when the curve $q_0 = 1$ has moved too far to the right. One might argue
that to limit this motion of the $q_0 = 1$ and 2 lines as much as possible, one should change the current gradient only near the plasma surface and keep the profile as flat as possible near the magnetic axis. However, this has the undesired effect of decreasing the shear near the magnetic axis, which causes the unstable regions of the internal modes to come down to much lower values of $\epsilon \beta_p$. Therefore, it is better to combine a small current gradient near the plasma boundary with a sizeable shear near the magnetic axis. This leads to the following choice of the profile functions:

$$\Gamma(\psi) = (1-\psi^2)(1-\psi) + 4.5\psi^2(1-\psi)^2; \quad \Pi(\psi) = (1-\psi^2)(1+4\psi)$$  \hfill (1)

which, for a circular plasma, give rise to a stable beta of $<\beta>/\epsilon = 0.082$ at $q^* = 1.97$.

For elliptical and D-shaped plasmas, the same current- and pressure profiles (1) also result in optimum values of beta. The main difference between an elliptical plasma with $b/a = 1.2$ and a circular one is that the first one permits larger currents: the entire stable region is shifted to lower values of $q^*$ [optimum: $<\beta>/\epsilon = 0.11, \epsilon \beta_p = 0.365, q^* = 1.83$] (Fig. 1).

In addition, the unstable regions for the internal $m=1$ and 2 modes widen as compared to those of the circle [3]. The stability of the D-shaped cross-section is very similar to that of the ellipse (Fig. 2). Also here the major effect is a shift of the lines of marginal stability to higher currents, thus permitting higher values of beta to be reached than for a circular plasma [$<\beta>/\epsilon = 0.11, \epsilon \beta_p = 0.36, q^* = 1.84$]. The effect on the unstable regions of the internal modes is, however, just opposite of that of the ellipse. Here, the regions corresponding to the internal $m=1$ and 2 not only shrink, but also move up to higher $\epsilon \beta_p$. It is precisely this aspect of the D-shape which for $b/a = 1.4$ and $c = 0.2$ results in a higher value of stable beta than obtained for the ellipse $b/a = 1.4$ [optimum of D-shape $b/a = 1.4, c = 0.2$: $<\beta>/\epsilon = 0.135, \epsilon \beta_p = 0.40, q^* = 1.77$].
The ballooning stability boundary for a high-beta tokamak plasma consists of a simple limit in $\epsilon \beta_p$: the plasma is unstable for $\epsilon \beta_p$ surpassing a critical value which is independent of the value of $q^*$ (Ellipse $b/a = 1.2$: $\epsilon \beta_p = 0.28$; D-shape $b/a = 1.2$, $c = 0.1$: $\epsilon \beta_p = 0.29$). These limits show the well-known feature, viz. that the D-shape is more stable to ballooning modes than the ellipse.

The fact that the ballooning limits for the ellipse and the D-shape are lower than those set by the global modes raises the question whether the critical beta of these configurations is not determined by the ballooning modes. This is true for the configurations discussed above because these results were optimized only for stability of global modes, and not of ballooning modes. However, a simple change of the pressure profile makes it possible to improve upon the stability of the latter modes. By replacing $\Pi(\psi)$ of (1) by the expression:

$$\Pi(\psi) = \left[(1-\psi^2)(1+40\psi)^{3/2}\right]^{V_\Pi} \quad , \quad V_\Pi = 0.3$$

the ballooning limit for the D-shape ($b/a = 1.2$, $c = 0.1$) increases to $\epsilon \beta_p = 0.38$ whereas this limit was $\epsilon \beta_p = 0.29$ for $v_\Pi = 1$. This change in $\Pi(\psi)$ hardly affects the global stability, so that we reach the conclusion that, as far as the optimum stable beta is concerned, the limit in beta is set by the stability of the global modes only. The same conclusion holds for the circle and the D-shape $b/a = 1.4$, $c = 0.2$.

The profile functions $\Gamma(\psi)$ and $\Pi(\psi)$, that result in the optimum betas for the various cross-sections, originated from an analysis of the circular cross-section, where we had concluded that the equilibrium leading to an optimum beta should have $q_* = 2$ and $q_0 = 1$. With respect to optima for arbitrary values of $q^*$ (current), we obtained results from the following equilibrium:

$$\Gamma(\psi) = \left[(1-\psi^2)(1-\psi)+4.5\psi^2(1-\psi^2)^{1/2}\right]^{V_\Gamma} \quad , \quad \Pi(\psi) = \left[(1-\psi^2)(1+40\psi)^{3/2}\right]^{V_\Pi} \quad , \quad V_\Pi = 0.3$$

For $v_\Pi = 1$ this equilibrium corresponds to the ones discussed above, while for $v_\Pi > 1$ it yields equilibria with the line $q_0 = 1$ shifted towards higher values of $q_*$. From the results for a number of equilibria (various
for the D-shaped \((b/a = 1.2, c = 0.1)\) and for the circular cross-section, the following picture emerges. For \(q^*\) in the neighbourhood of the optimum \((v_T = 1)\) the envelope of optimum \(\langle \beta \rangle / \varepsilon\)'s is determined by the stability of the global modes, while beyond the region where the external \(m=3\) kink becomes unstable the envelope is formed by the ballooning limit and \(q_0 = 1\). When this is plotted in a Troyon diagram \((\langle \beta \rangle / \varepsilon \) versus the toroidal current, or \(e/q^*)\) it results into curves for the circular and for the D-shaped cross-section, below which stable equilibria belonging to (3) exist (Fig. 3).

![Graph showing kink and ballooning stable betas as functions of the toroidal current for a circular and a D-shaped cross-section. The drawn curves indicate that the limit is set by the kink modes and the dash-dot curves indicate that the limit is set by the ballooning modes.]

Fig. 3. Kink and ballooning stable betas as functions of the toroidal current for a circular and a D-shaped cross-section \((b/a = 1.2, c = 0.1)\). The drawn curves indicate that the limit is set by the kink modes and the dash-dot curves indicate that the limit is set by the ballooning modes.

Clearly, for fixed plasma cross-section, the curve of optimum \(\langle \beta \rangle / \varepsilon\) is not a simple straight line, as suggested by the Troyon and Sykes scaling laws

\[
\langle \beta \rangle / \varepsilon = f_T \mu_0 R_0 I_\phi / (2 \pi e^2 B_0), \quad f_T = 0.14, \quad f_S = 0.22,
\]

but the optima obtained do fall within the range indicated by these laws.
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High $<\beta_t>$ Studies In The PBX Tokamak


Plasma Physics Laboratory, Princeton University
Princeton, N.J. 08544, U.S.A.

The PBX (Princeton Beta Experiment) tokamak[1] is a device with the ultimate aim of achieving high $\beta$ operation in the second region of stability for ballooning modes by indenting the plasma on its inboard side ("bean shape"). Results obtained to date, which have been limited to the first stability region, are reported here [2].

The operating region is shown in Fig. 1 in terms of the poloidal $\beta_0$ and the volume averaged toroidal $<\beta_t>$ based upon the square of the toroidal field averaged over the plasma crosssection. The plasma boundary is defined here as the flux surface containing 95% of the poloidal flux between the magnetic axis and either the separatrix or the limiter, whichever comes first. A between-shot moments code calculates both $\beta_0$ and $<\beta_t>$, using measured poloidal fluxes, coil and plasma currents as constraints, and assuming a constant on-axis $q$ value ($q_0 = 0.8$). If data from a recently implemented internal diamagnetic loop is used as an additional constraint to replace the $q_0$ assumption, values of $<\beta_t>$ would be somewhat different. However, the new analysis has not yet been completed and all data reported here are based upon the constant $q_0$ method of $<\beta_t>$ determination. The data set in Fig. 1 contains 659 discharges whose parameter ranges are summarized in the table. The operating region is a roughly triangular area in the $\beta_0 - <\beta_t>$ plane. The left-hand boundary of the triangle is set by the low current limit of operation. The lower boundary represents the limit of low $q$ operation. The remaining boundary is the so-called $\beta$ limit. Most high $<\beta_t>$ discharges are near the confluence of the low $q$ and $\beta$ limits - a complicating factor for MHD study of the disruptive discharge termination.

The operating region is cast in a different form in Fig. 2: $<\beta_t>$ is plotted against a "critical" value $\beta_c^\prime \equiv \mu_0 I_p/(a\beta_t)$, where $a$ is the plasma half-width at midplane and $<\beta_t>$ is the toroidal field averaged over the plasma crosssection. Except for the choice of the averaged toroidal field, the critical $\beta_c$ is identical to the parameter used by Troyon and Gruber[3], who derived a $\beta$ limit, based upon the external kink instability in the absence of conducting shells, as $<\beta_t> < C\beta_c^\prime$ with $C = (2.0 \sim 2.5)$. All data obtained in PBX to date fall below this limit with the higher choice of the coefficient. The beta limit for PBX, based upon the ballooning instability lies at a higher level[4] ($C = 2.8 \sim 3.1$). The low $q$ limit is roughly a vertical line in Fig. 2.

The PBX operation is still confined within the first region of stability, but its range in terms of $<\beta_t>$ is extended greatly from that of its predecessor, PDX. In fact, the highest $<\beta_t>$, 5.3 at an indentation of 0.19 and neutral beam injection power of 4.0MW, is, in absolute terms, a record value for major tokamaks. The increased current-carrying capacity of the plasma due to strong

+deceased
shaping—elongation and indentation, that leads to higher $\beta_p$, is responsible for the extension of the operating range. The equivalent cylindrical $q$ value, $q_{cyl} = 2\pi \langle a \rangle R_p(0)/(\mu_0 P_i R_p)$, where $P_i$ is the plasma major radius, $B_p(0)$ is the toroidal field at the geometrical axis and $\langle a \rangle$ is the radius of a circular plasma that would have the same crosssectional area as the indented plasma, reached as low as 1.0, whereas $q_{edge}$ remained equal to or above 2.5 for indented plasmas. While indentation and elongation are closely coupled for PBX and their effect on the lowest achievable $q_{cyl}$ is difficult to determine separately, no other major tokamak has attained this low value of $q_{cyl}$, even at elongations comparable to those of PBX. It is thus inferred that strong indentation also increases the current-carrying capacity.

Near the Troyon-Gruber limit, say, $\beta_p = \langle \beta_L \rangle/\beta_G > 1.8$, the discharge either disrupts during the period of maximum beam power, or experiences (often abrupt) saturation in $\langle \beta_L \rangle$. Even within this restricted segment of the operating parameter space, a rich variety of MHD phenomena is observed, and no unique sequence of events appears to be ascribable to the disruptive termination of the discharge or $\langle \beta_L \rangle$ saturation. Studies of $\langle \beta_L \rangle$ saturation are further complicated, sometimes by transition into the H-mode often accompanied by impurity accumulation. The richness of MHD phenomena may in part reflect the fact that different segments of the operating region must be reached via different routes. For example, the high $\langle \beta_L \rangle$ ($> 4.0\%$, say) segment in Fig. 1 or 2 is also the high $I_p$ (low $q_{edge}$) region, which can be reached in PBX only by rapidly ramping up $P_i$. These high $dI_p/dt$ discharges have strong skin-effect, and are inferred to have a broad current profile needed to form strongly indented flux surfaces. These plasmas typically have a moderately high $\beta_p$ ($\sim 2.0$), low $q_{edge}$ ($\sim 3.5$), high $dI_p/dt (> 1.5$ Ma/sec), and a strong indentation ($> 0.18$).

A high $dI_p/dt$ discharge invariably has a series of sawteeth with an increasingly long period, and the disruption is preceded by what appears to be a long ($\sim 100$ ms) sawtooth period. The level of MHD activities observed through Mirnov probes and soft X-ray detectors is generally low. In one subclass of these discharges, a typical sawtooth precursor precedes the disruption. In another, the precursor is distinctly different; little MHD activity is discernible on soft X-ray signals originating from the plasma center, and the Mirnov signal frequency is lower than one commensurate with central plasma rotation speed. Signals from a Mirnov coil and a neutron emission detector are shown in Fig. 3 for such a discharge. The disruption occurred just after the end of the data window at about 575 ms. There are a series of sawtooth relaxations, with an accompanying drop in neutron emission. A growing precursor oscillation is non-sawtooth-like and has a frequency around 8 kHz. The growth time just (a few cycles) before the disruption is about 120 $\mu$s, which is somewhere between the ideal MHD and resistive instability time scales. Throughout the operating region in Fig. 1 or 2, all MHD modes that have been examined are found to have a small toroidal mode number (mostly unity) and a small (2 ~ 4) poloidal mode numbers.

Fishbone activity is generally an order of magnitude lower in PBX than in PDX. For example, the discharge shown in Fig. 3 has the highest $\beta_p$ obtained to date, but only one small fishbone burst is visible during the entire discharge. This reduction in fishbone activity is attributable in part to the fact that PBX is heated by two perpendicular and two parallel beams while PDX was heated by four perpendicular beams. Parallel beams contribute less to excitation of fishbone instability because of a broader spectrum of fast ion precession frequency.
Fig. 1. Operating range of PBX in terms of the poloidal $\beta_p$ and volume-averaged toroidal $<\beta_t>$. The data points with the normalized $P_B$ greater than 2.0 are identified by the symbol X.

Fig. 2. Plot of the volume-averaged toroidal $<\beta_t>$ vs. critical $\beta_c$. 

**This work supported by the United States Department of Energy Contract No. DE-AC02-76-CHO-3073.**
Fig. 3. Signals from (a) Mirnov probe and (b) neutron detector in a discharge with broad current profile in PBX.

Table: Range of PBX Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_t(0) )</td>
<td>0.7 - 1.4T</td>
</tr>
<tr>
<td>( I_p )</td>
<td>&lt; 600 kA</td>
</tr>
<tr>
<td>( R_L )</td>
<td>1.42 - 1.56 m</td>
</tr>
<tr>
<td>( a_{mid} )</td>
<td>0.29 - 0.41 m</td>
</tr>
<tr>
<td>( P_b )</td>
<td>&lt; 5.5 MW</td>
</tr>
<tr>
<td>( q_{edge} )</td>
<td>&gt; 2.5</td>
</tr>
<tr>
<td>( q_{cyl} )</td>
<td>&gt; 1.0</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>&lt; 0.22</td>
</tr>
<tr>
<td>( \delta )</td>
<td>&lt; 0.34</td>
</tr>
<tr>
<td>( \langle B_t \rangle )</td>
<td>&lt; 5.3%</td>
</tr>
<tr>
<td>( \beta_L(0) )</td>
<td>&lt; 16.2%</td>
</tr>
</tbody>
</table>

Toroidal magnetic field at geometrical center
Plasma current
Major radius
Midplane half-width
Injected neutral beam power
Edge q value (Indented plasmas)
Equivalent cylindrical q value
Indentation
Elongation
Triangularity
Volume-averaged toroidal \( \beta \)
on-axis toroidal \( \beta \)
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High Beta and Confinement Studies in the JFT-2M Tokamak


Department of Thermonuclear Fusion Research, JAERI
Tokai, Naka, Ibaraki, Japan, 319-11

ABSTRACT
After the power up of poloidal power supplies, high beta and confinement studies of non-circular plasma (ellipticity \( \kappa \leq 1.6 \)) without divertor are first done in the JFT-2M tokamak. The volume averaged toroidal beta limits have a similar \( q_\psi \)-dependence to that due to the \( n=1 \) external kink mode instability (\( q_\psi \) : flux safety factor at plasma boundary). It is demonstrated that the plasma shaping with the higher triangularity as well as ellipticity is effective in order to obtain a higher beta value. The energy confinement time in ICRF and/or NBI heating increases with the electron density, plasma current and ellipticity and decreases with the heating power.

APPARATUS
JFT-2M (1,2) plasma has a D-shaped configuration with \( R=1.31 \) m and \( a \times b = 0.35 \times 0.53 \) m minor cross section, maximum plasma current \( I_p \) of 550 kA and maximum toroidal field \( B_t = 1.42 \) T. The plasma boundary is determined by graphite limiters. ICRF power up to 1.8 MW is launched with an array of three loop antennas from the high field side in the two-ion-hybrid heating regime. NBI power up to 1.5 MW is injected from a co- and a counter-injectors with the injection angle of 38 degrees to the plasma axis.

NON-CIRCULAR PLASMA CONTROL AND LOW-\( q \) OPERATION
A positional instability of non-circular plasma is controlled by the hybrid control method using upper and lower vertical field coils. Observed growth rate of positional instability without the feedback control is 500/s at \( \kappa \approx 1.6 \). This value is consistent with the calculation, which includes passive feedback effects of vacuum vessel and poloidal coils, and image current in an iron core. A variety of plasma shapes covering a wide range of ellipticity (\( \kappa = 1.0-1.6 \)) and triangularity (\( \delta = 0-0.6 \)) are obtained. Especially, the triangularity can be widely changed at fixed ellipticity, to clarify the dependence of critical beta on the triangularity. Obtained minimum \( q_\psi \) is nearly 2 (\( q_L = 1.5, q_L = 5 a^2 B_t R^{-1} I_p^{-1} (1+\kappa^2) / 2 \)).

On leave from *Mitsubishi Electric Co., **Mitsubishi Electric Computer Systems Tokyo Co., ***Mitsubishi Atomic Power Industries Inc..
ENERGY CONFINEMENT STUDIES

The energy confinement time for non-circular plasma is investigated in the wide parameter range with I CRF and/or NBI heating: \( B_t = 0.5 - 1.42T \), \( I_p = 165 - 500\,\text{kA} \), \( \psi = 2 - 5 \), \( \kappa = 1.0 - 1.6 \), \( \bar{n} = (0.5/\Omega - 6/\text{Heating}) \times 10^{13} \,\text{cm}^{-3} \), \( P_{\text{RF}} \leq 1.8 \,\text{MW} \), \( P_{\text{NBI}} \leq 1.5 \,\text{MW} \). The beta value is determined by the magnetic field fitting method [3]. This value agrees with that by using the kinetic data of the circular plasma within 20% difference. As shown in Fig.1, gross energy confinement time increases with line-averaged electron density \( \bar{n} \) in both ICRF and NBI heating cases \( \tau_{\text{EG}} \propto R P_{\text{p}}/P_T \) \( P_T = P_{\text{OH}} + P_{\text{RF}} + P_{\text{NBI}} \), where \( P_{\text{RF}} \) and \( P_{\text{NBI}} \) are injected powers). This dependence is different from that in L-mode experiments [4,5]. And also it increases with ellipticity (Fig.2(a)) and with plasma current \( I_p \) \( (I_p = 0.55 \) at low power and \( I_p = 0.9 \) at high power, Fig.2(b)), but decreases with total power \( P_T \) and is almost independent of toroidal field \( B_t \). These dependences are expressed approximately in the following formula (Fig.3):

\[
\tau_{\text{EG}}^{2M} = 20 \frac{R^{2}(m)}{a(m)} \bar{n}_{13} P_{b} \left( \frac{R^{2}(\text{MA})}{P_{b}(\text{MW})} \right) (1+\kappa^2)/2 \text{ (ms)}
\]

where \( \bar{n}_{13} = \bar{n}/10^{13} \,\text{cm}^{-3} \), \( p = 1 \pm 0.2 \), \( q = 0.55 - 0.9 \), \( r = 0.75 \pm 0.15 \), and the dependence of \( \tau_{\text{EG}} \) on \( R^2/a \) is assumed from the neo-Alcator scaling.

HIGH BETA STUDIES

High beta studies of non-circular plasma are done by ICRF and/or NBI heating at high \( B_t \) \( (\geq 1.2T) \) and by NBI heating at low \( B_t \) \( (< 1T) \). Obtained beta values are \( \beta_t \approx 2\% \) for \( B_t = 1.2T \), \( P_T \approx 3\,\text{MW} \), \( \kappa = 1.43 \) and \( \beta_t \approx 3\% \) for \( B_t = 0.65T \), \( P_T \approx 1.6\,\text{MW} \), \( \kappa = 1.43 \). These beta values are limited by confinement and total heating power. Dependences of critical beta on plasma shaping (especially triangularity) are, therefore, investigated at low \( B_t \) and small \( \kappa \) \( (\leq 1.3) \). Experimental results indicate, as shown in Fig.4, that the dependence of the beta limit on \( \psi \) is similar to that due to the kink mode instability [6]. Although JFT-2M has a conducting wall of stainless steel of 2.5cm in thickness and 0.415m x 0.595m in radius, the kink mode is unstable for some current distribution [7]. The details are now being investigated. Also, Fig.4 shows that the plasma shaping with higher triangularity is effective in order to obtain a higher beta value, especially \( \psi \approx 2 \).
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FIGURE CAPTIONS
Fig. 1 Dependence of gross energy confinement time on line-averaged electron density and total input power.
Fig. 2(a) Gross energy confinement time versus ellipticity.
(b) Gross energy confinement time versus plasma current.
Fig. 3 Gross energy confinement time scaling for JFT-2M tokamak.
\[ \tau_{EG}^{2M} (p=1, q=r=0.75) : \text{Scanned parameter ranges are } B_L = 0.5-1.42 \text{ T, } I_p = 165-500 \text{ kA, } q_\psi = 2-5, \kappa = 1.14-1.6, \]
\[ \bar{n} = (0.5/\text{OH} - 6/\text{Heating}) \times 10^{13} \text{ cm}^{-3}, P_{RF} \leq 1.8 \text{ MW}, P_{NBI} \leq 1.5 \text{ MW}. \]
Fig. 4 Critical beta limit dependence on safety factor \( q_\psi \) and triangularity \( \delta \).
Solid lines correspond to the upper bounds of attainable \( B_L \) for \( \delta = 0.4 \) and 0.2. Broken lines correspond to theoretical calculations for the kink instability.

\[
\begin{array}{c|c|c|c|c}
B_T & P_T(\text{MW}) & \text{ICRF NBI} & \text{ICRF NBI} & \text{OH} \\
\hline
\text{0.6} & \text{0.8-1} & \bullet & \circ & \times \\
\text{1-1.5} & \text{1.5-2} & \text{2-2.5} & \text{1.5-2} & \text{2-2.5} \\
\end{array}
\]

\[ B_T = 1.27-1.42 \text{ T, } I_p = 400 \text{ kA, } \kappa = 1.43 \]

\[ \tau_{EG} (\text{ms}) \]

\[ \bar{n} (10^{13} \text{ cm}^{-3}) \]

Fig. 1
Fig. 2 (a)

Fig. 2 (b)

Fig. 3

Fig. 4
Configuration Control for ASDEX Upgrade
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Abstract
ASDEX Upgrade is a tokamak with a reactor relevant poloidal divertor configuration now under construction at IPP. As basis for plasma position and parameter control considerations two computational models for the plasma-coil interaction were developed. The first one is in terms of ordinary differential equations for lumped parameters and supposed to serve as control design aid. The second one combines self consistently 2-dimensional flux conserving solutions of the plasma equilibrium equation with a network analysis for the external conductors. It is especially suited for simulation purposes.

ASDEX Upgrade, planned to come into operation in 1988, is a tokamak characterized by a plasma current capability of $1.6 - 2$ MA, and a reactor similar poloidal divertor configuration. To simulate in it, in addition to the plasma boundary physics and the plasma wall interaction also the configuration control problems of a fusion reactor, it has been designed with the poloidal field coils outside the toroidal ones and distant from the plasma. Due to this, and its strongly elongated plasma cross-section ($b/a = 1.6 - 1.9$), feedback control of position and shape of the plasma is a central issue. Two computational modes have been developed to describe the axisymmetric plasma dynamics in such feedback control studies.

All following considerations refer to the case that suitably chosen passive conductors have rendered the plasma stable against axisymmetric modes under the assumption of flux conservation. The residual unstable motion then proceeds on the resistive decay time scale of the induced conductor currents, typically much larger than the inertial time scale (Alfven-time) of the plasma, which can therefore be assumed to pass through sequences of static equilibria.

The first model is in terms of lumped parameters and was contrived as a basis for a controller design in the time domain where a plant description by a system of ordinary first order differential equation is required.

In this model the geometry of a plasma with a general cross-section shape is parameterized by 3 variables: the major radius $R_c$, the vertical position $Z_c$ and the plasma cross-section area expressed by a mean minor radius $a$. They are defined by

$$
\int_{r_p} R \, df = R_c \int_{r_p} df \quad \int_{r_p} Z \, df = Z_c \int_{r_p} df \quad \int_{r_p} df = \pi a^2 \tag{1}
$$

*TU München
With normalized coordinates $\bar{x} = (R-R_c)/a$ and $\bar{z} = (Z-Z_c)/a$ any distributed magnitude can be expressed by $v = V_c \cdot \nabla (\bar{x}, \bar{z})$. It is a basic assumption of the model to consider $\nabla (\bar{x}, \bar{z})$ as constant. In this case the standard definition of inductivity

$$L_{ik} = \frac{1}{J_i J_k} \int \psi_{ik} j_i dF$$

(2)

is consistent for both flux and energy considerations also for distributed currents and will be employed.

A detailed balance of the variations of all energy contributions of the system due to varying geometrical parameters finally reduces to

$$\delta W_{el} + \delta Q = \delta W_{pol} + \delta W_{tor} + \delta U_{th}$$

(3)

where $W_{pol, tor}$ is the total poloidal, toroidal magnetic field energy, $U_{th}$ the thermal plasma energy, $W_{el}$ the inductive part of the electric energy delivered by the toroidal current sources and $Q$ the net plasma heating energy.

Applying the 1st law of thermodynamics equ. (3) becomes

$$\delta W_{el} = \delta W_{pol} + \delta W_{tor} - \rho dV$$

(4)

With the notations of (1) to (2) and the assumption of toroidal flux conservation in- and outside of the plasma the evaluation of the terms of (4) to the lowest order of the aspect ratio leads to 3 equilibrium equations:

$$\frac{1}{2} \sum J_i J_k \frac{\partial \psi_{ik}}{\partial R_c} R_c = -2 \pi \rho_c A_p R_c a^2 + W_{tr}'$$

(a)

$$\frac{1}{2} \sum J_i J_k \frac{\partial \psi_{ik}}{\partial a} \frac{R_c}{a} = -2 \pi \rho_c A_p R_c a^2 - W_{tr}'$$

(b)

$$\sum J_i J_k \frac{\partial \psi_{ik}}{\partial Z_c} R_c = 0$$

(c)

where the sums have to be taken over all toroidal current circuits, $A_p = \int \beta_0 d\beta$ and $W_{tr}'$ is an energy related to the plasma's diamagnetism.

Second variation of equ. (4) shows that in the usual regime $(a^2 A^2 \gg 1, \beta_t \ll 1)$ transitions between equilibria under flux conservation in the plasma column are dominated by the high energy content of the toroidal field, which for time independent main coil currents enforces

$$\frac{a^2}{R_c} = \text{const.}$$

(5)

With it (5a) and (5b) can be combined to

$$\sum J_i J_k \frac{\partial \psi_{ik}}{\partial R_c} R_c = -8 \pi \rho_c A_p a^2 = -\mu_c J_p^2 \beta_{pol}$$

(7)

which is identical with Shafranow's formula for the applied equilibrium field.

The equations (5c), (6) and (7) are supplemented by an equation for the plasma's thermal behaviour which for adiabatic variations around a given equilibrium becomes

$$\beta_{pol} = \beta_{pol, 0} \left(\frac{J_p a}{J_p a_0} \right)^2 \left(\frac{R_c}{R_c_0} \right)^{2\kappa - 1}$$

(8)
The model is finally completed by the flux equations for all poloidal field generating circuits. For the $K$-th of $n$ circuits one obtains

$$u_k = R_k J_k + \sum_i \left( L_{ik} \dot{J}_i + J_i \left( \frac{dL_{ik}}{dR_k} \dot{R}_k + \frac{dL_{ik}}{dZ_c} \dot{Z}_c \right) \right)$$  \hspace{1cm} (9)

The formulation of the equations allow for the use of different models for the plasma current distribution and its variation: e.g. the superposition of volume and surface currents, or the representation by a sum of modes. Furthermore the model can be adjusted to two-dimensional solutions of the plasma equilibrium equation, by evaluating the expressions in (1) and (2) from an actually computed start equilibrium.

Given the nominal trajectories for all currents $I_{no}$, the plasma geometry and $\delta_D$ a linearized version of the model equations (5c), (6), (7), (8) and (9) constitutes the plant representation required for a systematic controller design and for fast simulation.

For the application of the outlined model to ASDEX Upgrade the induced vessel currents were taken into account in terms of modes of the poloidal vessel current distribution. For this purpose the vessel was modeled by a system of 60 toroidal line currents linked by magnetic and ohmic (by the resistivity of the bells) coupling. This surrogate network was subjected to an eigenvalue analysis and the self and mutual inductivities of the resulting eigenmodes were calculated with the definition of equ. (2). Since the influence of the higher modes on the plasma position can be neglected the consideration was restricted to the two dipole and the two quadrupole moments.

The second, two-dimensional plasma model which will be applied is that of isentropic and flux conserving sequences of static MHD equilibria representing the plasma motion.

The corresponding computational procedure uses the fact that for given toroidal plasma current density $j_T$ the poloidal magnetic flux of a free-boundary plasma configuration in an external conductor system can be written as

$$\Psi(x, t) = \nabla^T(x, t) \cdot \frac{1}{4\pi} \int \frac{G(x, x')}{R^2} \nabla \Psi^*(x', t) \cdot dS' + \mu_0 \sum_{k=1}^{N} G(x, x_k) I_k(t)$$  \hspace{1cm} (10)

$$R^2 \partial \nabla \psi \cdot \frac{\partial \psi}{\partial R} = -\mu_0 R j_T$$  \hspace{1cm} (11)

$$I_k = I_k (U_i(x_i, t), \ldots, U_j(x_j, t), U_g, U_q)$$  \hspace{1cm} (12)

$$U_i(x_i, t) = -\int \int \int \int \frac{G(x_k, x')}{G(x_k, t)} \frac{\partial^2 \Psi_i(x', t)}{\partial t} \cdot dS' \cdot \frac{1}{4\pi} \int \frac{G(x_k, x')}{R^2} \frac{\partial^2 \Psi_i(x', t)}{\partial t} \cdot dS'$$  \hspace{1cm} (13)

$$G(x, x') = \frac{1}{4\pi} (RR')^{-\frac{1}{2}} \left\{ \left(1 - \frac{1}{2} \frac{a_t}{a_e} \right) K(a_e) - E(a_t) \right\}$$  \hspace{1cm} (14)
In (10) \( \Psi^* \) is the solution of the partial differential equation (11) satisfying the boundary condition \( \frac{\partial \Psi^*}{\partial R} = 0 \), where \( R \) is a rectangular part of the \( R-z \) plane enclosing the plasma region \( G \); \( G \) is the Green's function (14). The \( I_k(t) \) \((k = 1, N)\) represent the currents in passive and active external conductors and the \( U_i(x_k,t) \) the corresponding induced voltages due to variations of plasma current density and plasma position. The currents \( I \) and the voltages \( U_i \) are related by the equations (12) which represent the electromagnetic interaction of plasma and conductor systems and are quasi-analytic solutions of corresponding circuit differential equations /1/. The \( U_e \) are current-controlling source voltages; \( R \) and \( L \) symbolize resistances and inductances of the tokamak electrical circuit \((K \) and \( E \) are the complete elliptical integrals \( K \) and \( E \) with the modulus \( k^2 = 4RR'/(R+R')^2 + (z+z')^2 \)).

The system of equations must be closed adding the expression for \( j_T \) required by plasma equilibrium and flux and entropy conservation: \( j_T = j_T(R, J_o(\Psi), P_o(\Psi)) \), where \( J_o(\Psi) \) and \( P_o(\Psi) \) are poloidal current and pressure distributions in the plasma at an initial time /2/. The figure shows a typical ASDEX Upgrade separatrix-bounded initial plasma equilibrium and the corresponding equivalent circuit of the external conductor system which are subject of the model studies.

/1/ H. Preis, H.P. Zehrfeld, "Modelling of plasma dynamics in conducting shells", Proceedings 13th SOFT, Varese (Italy), 1984
THE FORMATION OF A MAGNETIC SEPARATRIX IN JET
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Introduction

The goal of increasing the quality of confinement in tokamaks has led to a renewed interest in the "divertor" and "magnetic limiter" configuration in which the plasma boundary is defined by a magnetic separatrix, detached from the material limiter and the vacuum vessel. Such a configuration may afford improved thermal insulation of the plasma as well as reduced contamination from impurities. The region at the plasma boundary may be able to sustain a high edge temperature with a large temperature gradient when substantial additional heating is applied. Such a so-called "H mode" shows a much reduced radial transport compared to the "L mode" (1,2,3). In this paper the initial results and the experimental observations on the formation of a magnetic separatrix in ohmic JET discharges are presented.

Analysis of the magnetic configuration

The transformation of a closed plasma boundary into one with a separatrix can be regarded as an extreme case of plasma shaping for which a particular mode of operation of the poloidal circuit is required. A poloidal cross section of the JET configuration is shown in Fig.1. The iron circuit, the equilibrium coil PF4 and the shaping doublet PF2 and PF3 are clearly shown. The field produced by the coils PF2-PF3 is largely quadrupolar and is suitable for the control of the plasma elongation. A field is also produced by the primary coil, especially when the primary carries its full current, due to the local saturation of the iron.

This field has a strong hexapolar component and changes the triangularity of the plasma. In practice, a stagnation point can be produced near the top-bottom of the vessel by cancelling the predominantly horizontal plasma poloidal field.

The relative contribution of the field produced by the coil PF2 and of the primary can be seen by plotting the horizontal field produced by the current in the coil PF2 in the top of the vessel for a case in which the current of the primary was large and a case in which the current of the primary was zero.

This effect is shown in Fig.2 in the upper and lower curve, respectively. The formation of a magnetic separatrix is possible, either by having a large current in the coil PF2, or at the end of a long plasma current pulse due to the effect of the field produced by the primary. The combination of these two fields makes possible the formation of a magnetic separatrix at large values of plasma current.

The magnetic diagnostic of the configuration is based on the equilibrium identification calculations performed with the JET code IDENT B suitably modified for accurate determination of the field null location. As reported elsewhere (4,5), the code solves an inverse equilibrium problem finding the free boundary solution of the Grad-Shafranov equation which fits best the magnetic measurements of flux and poloidal field. To locate the separatrix in the first approximation, an initial run of the code is made.

Using a spline interpolation routine the separatrix line is traced and its
intersection with the equatorial plane is taken as a new boundary position. The successive runs converge easily to the solution, if the initial case is not pathological. As a consequence, the relevant parameters of the flux and current distribution such as the safety factor at the magnetic axis, the value of poloidal beta and that of the internal inductance are determined, within the accuracy of the magnetic data (6).

Experimental results

The separatrix configuration has been maintained for several seconds on discharges with plasma currents of 1.5MA and 2.0MA. The value of the toroidal field was 2.6T, the line average density was $1.0 \times 10^{19}$m$^{-3}$.

In the 1.5MA discharge shaping has been obtained by applying a pulse on the coils PF2-PF3 only, with nearly zero current in PF1. A plot of the poloidal flux contours is shown in Fig. 3.

The separatrix configuration for the discharges at 2.0MA plasma current has been obtained all along the final five seconds of a tokamak discharge lasting for twenty seconds, needed to bring the current in the primary coil to a high negative value. The poloidal flux plot is shown in Fig. 4.

The presence of the two null points located approximately 10-15cm inside the vessel is apparent. The plasma is well detached from both the limiter and the inner vessel. This was also confirmed by the absence of H$_2$ emission from these surfaces. The high value of triangularity $\delta = 0.46$ for the discharge in Fig. 4 is a consequence of the hexapolar moment produced by the PF1 coil. The IR camera viewed a poloidal section of the vessel.

Areas of intersection of the plasma with the inconel protection plates were clearly visible. In Fig. 5, the intensity along the poloidal cross section of the vessel is shown. The intensity, within a window centred around the wavelength of 0.91, shows two maxima separated by 24cm which are in correspondence of the left and right intersection of the magnetic separatrix with the bottom of the vacuum vessel, in good agreement with the plot of the poloidal flux. The properties of the edge plasma during the 1.5MA experiments have been measured using an array of four Heat Flux/Langmuir probes as described in ref. (7). Three probes face the ion drift side and are located at distance 1.48cm from the array tip and one facing the electron drift direction is located 1cm from the array tip. The major radius position of the probe on the torus was $R_p = 3.252$m and the array was moved up-down in the vertical direction between 1.71 < $Z < 1.76$, $Z$ being the distance between the probe array tip and the equatorial plane of the machine.

Fig. 6 gives an example of the ion saturation current density (particle flux density) radial profile. As can be seen, the e-folding length on the electron-drift side $\lambda = 57$mm is about twice that on the ion drift side, $\lambda = 28$mm. The reasons for this difference are still under investigation. Measurements of radiated power have been performed by a multi-channel array bolometer camera, described elsewhere (8).

The signals along the viewing lines pointing to the regions of the X point were up to ten times larger than the average.

The generalised Abel inversion of the radial profile, excluding the channels affected by the enhanced radiation around the X points shows that, for the 1.5MA discharges, most of the radiated power comes from the outer regions of the plasma. The total radiated power can be described as the sum of the power which is radiated by the whole volume of the plasma $\approx 450$kW and the power which is radiated in the regions of the X points $\approx 250$kW. The total ohmic input power was 780kW.

A preliminary analysis of the spectral lines of the impurities shows that the nickel content of the discharge was very low and well below 0.1%, whilst the concentration of oxygen and carbon was of the order of 1%; both these values are comparable with the concentrations of an equivalent limiter JET.
References

3) C.E. Singer et al., to be published in Nucl.Fus.
7) P.C. Stangeby et al, this conference.
8) N. Gottardi, H. Krause, K.F. Mast, this conference.

Fig. 1
Cross section of JET showing position of poloidal field coils (PF).

Fig. 2
Horizontal field produced by the PF2 coil current at the tip of the vessel (T). Upper curve is with a large primary current, lower curve is with zero primary current.
**Fig. 3**
Poloidal flux contours in the plasma: current 1.518MA, poloidal beta 0.26, internal inductance 1.29, plasma elongation 1.75.

**Fig. 4**
Poloidal flux contours in the plasma: current 1.995MA, poloidal beta 0.09, internal inductance 1.4, plasma elongation 1.8.

**Fig. 5**
Intensity of infrared emission along the protection plates as a function of the distance.

**Fig. 6**
Ion saturation current measured in the plasma scrape-off layer versus the distance from the plasma edge.
Vaporization Model of Pellet under Fusion Plasma Conditions
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Abstract

A gas-dynamic model of pellet vaporization under fusion plasma conditions is analysed. It is proved that the bremsstrahlung radiation from the dense vaporized medium absorbed by pellet surface is the dominant energy source to vaporize the pellet while energy from heat conduction only plays an indirect effect.

To operate a continuous work fusion reactor fuel pellets inject into high temperature plasma core are needed. The size and injected velocity of the pellet depend on the vaporization rate under plasma environment. Since near the pellet surface the density is rather high, model based on gas-dynamic principles seems reasonable.

The basic equations for steady spherical flow are:

\[\rho u r^2 = \sigma r\]
\[\rho u \frac{du}{dr} = -\frac{dp}{dr}\]
\[\rho u (\rho u \frac{dr}{dr} + u \frac{du}{dr}) = \frac{1}{r} \frac{d}{dr}(r^2 \frac{dr}{dr}) - \sigma \rho \frac{r^2}{T}\]
\[\rho = \rho R(T)\]
Here \( p, \rho, T, u, R, \lambda, \gamma \) are notations of pressure, density, temperature, radial velocity, gas constant, heat conductivity and specific heat of the vaporized medium, the last term of energy equation is expressed as bremsstrahlung radiation, \( K \) is a constant.

The boundary conditions are \( r=a, T=T_a; r=\infty, T=T_\infty \), \( a \) is the radius of the pellet.

The vaporization mass flow rate is determined by the energy absorbed by the pellet surface,

\[
g_r = \frac{2\pi a^2}{2} \left( \frac{1}{L} \frac{dT}{dr} \right)_a + g_{fr}
\]

here \( g_r \) is the radiation energy absorbed by the pellet and \( L \) is the latent heat of the pellet.

It is shown energy from heat conduction alone is far from enough to explain the experimental vaporization rate. To make an upper estimation, neglect the bremsstrahlung and \( \frac{dT}{dr} \) in the energy equation, the mass flow rate can be expressed as,

\[
g_r = \frac{2\pi a^2}{2} \int_{a}^{\infty} k \frac{dT}{dr} \frac{dr}{r^2} + L_h
\]

here \( h \) is enthalpy, since \( \gamma = cT_{\text{av}} \) for high temperature plasma,

\[
g_r = \frac{c}{\gamma} \cdot 4.4 \cdot T_\infty
\]

and the life time of a pellet with initial radius \( a \) is,

\[
T_p = \frac{\int_{a}^{\infty} \frac{dT}{dr}}{a} = \frac{c \rho R a^4}{\gamma T_\infty}
\]

with \( T_\infty = 16000 \text{eV}, a = 0.05 \text{cm} \), we get \( T_p \approx 12.8 \text{s} \), which is nearly four orders of magnitude longer than the experimental life time \( T_{\text{ex}} = 0.25 \text{ms} \).

Bremsstrahlung radiation from optical thin vaporized medium absorbed by the pellet surface can be expressed as,

\[
g_{fr} = 4\pi a^2 \int_{a}^{\infty} k \frac{dT}{dr} \left[ 1 - \left( \frac{r}{a} \right)^2 \right]^2 \frac{dr}{r^2}
\]

\[
\approx \frac{c}{\gamma} \int_{a}^{\infty} \frac{\rho R a^4}{T_\infty} \frac{dr}{r^2} \quad (\alpha_r \text{- absorptivity})
\]
numerical calculations show the dominant part of $J_r$ comes from
dense vaporized medium around the pellet within the distance
of several radius of the pellet, the vaporization mass flow rate
based on the absorbed energy $J_r$ fits well with the experimental
data.
The distribution of thermodynamic quantities is shown in the
following figures,
Conclusions:
1. High vaporization mass flow rate of pellet under fusion plasma conditions induces very high pressure at the pellet surface (10^4 -- 10^6 atm.).
2. Bremsstrahlung radiation from dense vaporized medium absorbed by the pellet surface is the dominant energy source for vaporization, while energy transport through heat conduction only plays an indirect effect.
3. Since $\beta$ is very high near the pellet, flow pattern seems not to be influenced by the magnetic field.
4. Plasma heat conductivity is very high at high temperature, so temperature and supersonic velocity of the vaporized plasma are nearly constants after $r \sim 5a$.
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Quasi Stationary D2 Pellet Injection into ASDEX Divertor Discharges
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Introduction

We report on deuterium divertor discharges in ASDEX where the particle inventory is sustained entirely, after an initial gas fuelling phase, by the injection of a series of up to 80 frozen D2 pellets, 1 mm in diameter and 1.2 mm long (Np = 4.5 x 1019), at intervals ranging from 20 to 50 ms, and speeds to 720 m/s, by means of a centrifuge /1/. Investigations performed on Ohmic, NI, and ICRH heated discharges have shown that the most important parameter characterizing the discharges is the ratio of the pellet penetration depth, Δ, to the fall-off length for neutral particles in a gas fuelled case (typically 5 - 8 cm in ASDEX).

For shallow penetration, only minor differences, relative to gas fuelled shots, are observed. In contrast, with deep penetration (e.g. Δ > a/2) the density profile is more peaked, and the temperature profile flattened, when compared with gas fuelled discharges at the same line integrated density, nE. The discussion here concentrates on these characteristic "deep fuelling discharges". Because of the limited pellet size and velocities presently available, these deep fueling discharges are Ohmically heated with T_e ≤ 1 keV. In the following paragraphs we discuss energy and particle confinement, aspects of recycling, and density limits.

Energy balance

Figures 1 and 2 show the time dependence of several plasma parameters for a representative deep penetration (20 cm), Ohmically heated, pellet fuelled discharge (# 14669, q = 3.4, B = 2.2 T). In this case the density was first increased to n_E = 1 x 1019 m^-3 at 500 ms by a gas valve, which was then turned off. Pellets were injected at 35 ms intervals, beginning at 522 ms, causing the cycle-time-averaged density (n_E)C to increase to 3 x 1019 m^-3. When a pellet enters, the temperature drops rapidly throughout the plasma /2/; the density peaks continuously within a given pellet cycle, and is more peaked for later cycles in the series. The neutron fluence drops and recovers, as T_i recovers.

We have analyzed individual pellet cycles, using both a transport code /3/ based on measured time-dependent T_e, n_e, and F_rad profiles, and global magnetic measurements, and cycle-averaged agreement is obtained. The results of such analyses for the 12th pellet cycle of shot 14669 are given in fig. 3. It can be seen that B_p increases throughout the cycle, and drops discontinuously at the time of injection of pellet # 13, indicating a non-adiabatic injection, with a loss of about 2 kJ plasma energy. Such a loss at

*University of Washington, Seattle. Work supported by US DOE/OFE.
each injection event constitutes a time-averaged loss of up to 100 kW which lowers the value of \( \frac{\langle T_p \rangle_{\text{cycl}}}{\langle T_p \rangle_{\text{av}}} = (1/\Delta t) / \tau_p \), from the 55 ms measured within the cycle, to about 45 ms averaged over the cycle + injection, in approximate agreement with the long-time-averaged (several cycle) global magnetics value. This should be compared with \( \tau_p = 74 \) ms obtained in a gas fuelled comparison shot (# 14671) with the same time-averaged \( n_e(t) \) (see fig. 1).

The local transport analysis shows that within error bars, \( \lambda_e \) and \( \lambda_i \) are unchanged between the gas fuelled and pellet fuelled discharges: \( \lambda_e \) corresponds to the normal scaling observed in ASDEX /4/, while \( \lambda_i \) is one times neoclassical.

The analysis further reveals that three mechanisms are responsible for the reduction in total energy confinement seen in these deep fuelled, peaked discharges: (1) There is an enhanced convection of energy from the inner to outer plasma regions due to the cycle-averaged net outward particle flux \( \int_{\Omega} \), which must equal the pellet fuelling rate. For the cycle discussed here, the convective power is about 150 kW at \( r = a/2 \). (2) There is increased radiation, consistent with the peaking of the density profile \( \langle P_{\text{rad}} \rangle \) increases from 106 kW (# 14671) to 150 kW (# 14669). (3) The non-globally-adiabatic pellet injection constitutes a time-averaged loss rate of about 100 kW for the quasi-steady phase of # 14669.

Particle Balance
For the deep penetration case described above, the equivalent particle supply rate is about 60 % of that required for the gas fuelled comparison shot (# 14671). The divertor plasma and neutral densities remain consistently below that of the comparison shot, reaching values of about 80 % and 50 % near the end of the 1.2 second injection phase.

The flux of particles leaving the plasma seems to fall rapidly after a first very short burst, resulting from the non-adiabatic injection, and starts to recover about 20 ms after injection. This suggests that an enhanced inward convection may be present early in the cycle. The effective particle confinement time, \( \tau_{\text{eff}} = N/N \), is about 130 ms at the beginning of the cycle and 100 ms at the end, during the quasi-stationary phase of shot # 14669. The time averaged true particle confinement times, estimated from the recycling flux and particle supply rate, are about 120 ms and 45 ms for the pellet and gas fuelled shots, respectively.

Plasma boundary and divertor
The plasma boundary density shows a sharp peak \( (\Delta t \leq 5 \text{ ms}) \) immediately after injection, near the separatrix, which then is followed by a pronounced decrease of the density fall-off length, which recovers later in the cycle. The plasma density in the divertor likewise shows a sharp spike followed by a pronounced decay, and finally recovery (fig. 2). These observations are in qualitative agreement with the ASDEX edge-layer theory described in ref. /5/.

Density limit
A density limit in Ohmic pellet shots can be attained by increasing the \( n_e \) at the time injection begins, and/or by increasing the pellet injection frequency. The results from a limited number of such discharges are: (1) Peak densities 20 - 40 % higher than in
gas fuelled discharges at the same $q(a)$ are obtained before discharges is accompanied by very strong central peaking of density and radiation ($n_{eo} \leq 0.8 \times 10^{20}$ at $q = 3.4$, $I_p = 310$ kA; $P_{rad}(o) = 0.35$ W/cm$^2$), and collapse of the central temperature. In contrast to the situation in gas fuelled density limit discharges /6,7/, strong and asymmetric radiation from the boundary is not observed and strong disruptions do not occur. Sometimes the discharge recovers to its predisturbance state. The observations are in line with the interpretation of the usual density limit as a boundary density limit. With pellet refuelling it is possible to decouple the central density from its boundary limit. The density limit in pellet fuelled NI discharges could only be reached by supplemental gas puffing. As expected, no characteristic differences from gas fuelled shots were found.

**Conclusions**

Deep penetration pellet fuelled ohmic discharges in ASDEX reach higher density limits and require a lower particle supply rate than gas fuelled discharges. The peaked profiles, along with slightly non-adiabatic injection events, however, lead to a degradation of energy confinement, caused by enhanced convection and radiation.
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![Fig. 1: Density vs. time for a pellet (14669) and a gas fuelled comparison (14671) shot. Gas valve closed at 500 ms for pellet shot. Inset shows $n_e(r)$ for both at 914 ms.](image)
Fig. 2: Representative diagnostic traces, shot 14669. ~light spikes indicate pellet injection times.

Fig. 3: Time dependence of $\beta_p$, $\tau_E$, $P_n$ within 12th pellet cycle, shot 14669. Note: $\tau_E$ is 48 ms when non-adiabatic injection is included. For gas comparison shot: $\beta_p = .300$, $P_n = 300$ kW, $\tau_E = 74$ ms.
Ignition and Fuelling Scenarios Based on the Injection of Pellets in Thermonuclear Plasmas
L. Lengyel and J. Neuhausser
Max-Planck-Institut für Plasmaphysik, EURATOM Association,

Some of the potential of pellet injection for future fusion machines is demonstrated by means of reactor scenario calculations performed with the help of the BALDUR /1/ 1-D tokamak transport code, which incorporates an extensive Monte Carlo treatment of the neutral particles and a divertor model. The code is supplemented by a pellet ablation routine that is based on the so-called neutral gas shielding model /2/. The parameters of the recipient plasma are assumed to be identical with the standard INTOR parameters /3/. The present calculations are part of an extensive assessment performed for NET (Next European Torus) /4/.

Density Ramp-up and Ignition by Pellet Injection

Early analyses of ignition scenarios in NB-heated tokamaks (see, for example, Watkins et al. /5/, Holmes et al. /6/, and Houlberg et al. /7/) have shown that optimum path to ignition in the n,T space always starts with a low-density high-temperature plasma state. The calculations of Watkins et al. show that, irrespective of the scaling laws assumed by them (Alcator-Intor, Coppi-Mazzucato, Ohkawa, and a radially dependent version of Alcator-Intor scaling), the minimum B for ignition is always associated with low densities \(n_i \leq 10^{20} \text{ m}^{-3}\). The calculations of Houlberg et al. /7/ indicate the importance of the NB penetration depth, i.e. heating profile, on the optimum ignition power characteristics.

The purpose of the present ignition scenario calculations is to assess the potential of density ramp-up by pellet injection in planned fusion machines such as NET, based on the INTOR design and plasma parameters. Special attention has been paid to the possibility of reducing the beam energy envisaged for INTOR (175 keV) by simultaneously increasing the envisaged beam power (from 75 MW to 100 to 110 MW). Three beam energy levels were considered: 120 keV, 100 keV, and 80 keV, respectively). The respective power fractions associated with the 1/1, 1/2, and 1/3 energy components were assumed to be: 0.59 : 0.22 : 0.19 (120 keV), 0.62 : 0.21 : 0.17 (100 keV), and 0.64 : 0.20 : 0.16 (80 keV) /8/. In all cases, the scenario started with plasma in the so-called "hot ion mode" (in low-density NB-heated plasmas the energy is preferentially coupled into the plasma ions and thus the ion temperature may substantially exceed the electron temperature in the heat deposition zone). As soon as the minimum B value necessary for ignition has been reached, a pellet of preselected size was injected into it, thus adiabatically ramping the plasma density up to
the value necessary for ignition (i.e., for a self-sustained alpha reaction rate). The values of $B_{ig}$ and $n_{ig}$ were previously determined from standard INTOR start-up phase calculations ($E_{bi} = 175$ keV, $P_{bi} = 75$ MW) with marginal ignition ($b_i = 4$ s) and were found to be: $B_{ig} = 2.5$ and $n_{ig} = 9.5 \times 10^{19}$ m$^{-3}$, respectively. Details of these calculations can be found in /9/.

The pellet velocity assumed (approx. 2400 m/s after correction for the ellipticity of the plasma cross-section) corresponds to values not very far from the presently obtainable ones. The ablation rates yielded by the neutral gas shielding theory /2/ were used without corrections for possible magnetic shielding effects. Thus the actual pellet penetration depths may be larger under reactor conditions than those calculated here /4/. (This may again further relax the requirements on the NB and pellet injector systems.) Since the intense deuterium beams make the discharge rather tritium-lean in the reactor zone, only tritium pellets were used for ramp-up purposes.

It should be noted that the results of reactor scenario calculations such as those described here strongly depend on the scaling laws (transport models) used. The present calculations are limited to Alcator-Intor scaling, on which the standard INTOR and NET calculations are based.

The NB heat pulse data and pellet sizes required for ignition by means of density ramp-up via pellet injection can be summarized as follows:

<table>
<thead>
<tr>
<th>Particle energy (keV)</th>
<th>Total beam current (kA)</th>
<th>Beam pulse duration (s)</th>
<th>Pellet radius (cm)</th>
<th>Pellet injection time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>1.25</td>
<td>2.16</td>
<td>0.37</td>
<td>2.15</td>
</tr>
<tr>
<td>100</td>
<td>1.40</td>
<td>2.68</td>
<td>0.34</td>
<td>2.67</td>
</tr>
<tr>
<td>80</td>
<td>1.70</td>
<td>3.00</td>
<td>2 x 0.29</td>
<td>1</td>
</tr>
</tbody>
</table>

The pellet injection times shown are counted from the start of the beam pulse. In the first two cases considered, the starting plasma density was $4 \times 10^{19}$ m$^{-3}$, while in the third case it was reduced to $1 \times 10^{19}$ m$^{-3}$. Because of the rather large beam current associated with the 80 keV case and the corresponding rather tritium-lean discharge, it was found necessary to inject a tritium pellet already in the early discharge phase, thus ensuring an acceptable D-T mixture in the reaction zone to the end of the NB heating pulse.

In conclusion, the potential of density ramp-up in NB-heated plasmas by pellet injection may be summarized as follows:
The injection scenario can be started with plasma densities sufficiently low to ensure deep beam penetration, central particle deposition and thus peaked temperature and density profiles. Advantage may be taken of the hot ion mode in this case.

While in the case of density ramp-up by gas puffing the ramp-up time is finite and the beam may be blocked off at the plasma periphery before the heating pulse is off, density ramp-up by pellet injection is practically instantaneous and unimpaired beam penetration may be granted during the entire heating phase.

Pellet injection transports fresh fuel to the reaction zone on a time scale that is much shorter than the diffusion time characterizing the method with gas puffing. Hence the timing of the moment of density ramp-up with respect to the heat pulse is less complicated in the case of pellet injection than in the second case.

Transition from NB-driven fusion to self-sustained alpha particle production may be possible at lower beam energies and shorter beam pulses (with increased beam currents) than in the case of gas puffing.

Continuous Fuelling by Pellet Injection

In a series of calculations performed for NET, the optimum combinations of pellet sizes, pellet velocities, and pellet frequencies applicable to reactor fuelling were investigated by injecting a string of 10 pellets ("continuous" fuelling) into an already ignited standard INTOR plasma. Before and after pellet injection, the density was kept at a constant level by gas puffing. The same transport scaling laws were assumed here as in the case of the ignition scenarios (Alcator-Intor) with an addendum: a "soft beta limit" was applied to obtain steady-state burning conditions. Details of these calculations can be found in /9/ as well.

The results obtained have shown that the response of the recipient discharge to the injection of a continuous string of pellets, i.e. the change of the temperature and density distributions, the onset of favourable or unfavourable profiles and the resulting changes of the particle and energy confinement times are functions of the pellet mass-velocity-frequency combinations applied. Hence, for determining the optimum injection characteristics, systematic scanning of these parameters was performed on the basis of the following considerations: First, deep pellet penetration produces favourable density profiles, improves the confinement time, and increases the alpha production rate. Hence for a given velocity the pellet mass should be large enough to ensure deep penetration and yet small enough not to cause large-amplitude density fluctuations. Second, the pellet frequency required for continuous fuelling depends on the particle confine-
ment time associated with the modulated density and temperature profiles developing during continuous pellet fuelling. Care should be taken that the frequencies chosen and the respective injection periods are different from the characteristic response time associated with burn control (~1 s). Third, the particle exhaust flux should be large enough to ensure the rate required for helium pump-off.

In conclusion, reactor fuelling scenario calculations have shown, that fuelling by pellet injection at technically feasible pellet velocities is superior to fuelling by gas puffing alone: a) It produces favourable density and temperature profiles, thus increasing the particle and energy confinement times; b) it increases the central and average $\beta_T$ values and may cause a substantial increase of the thermal alpha power production; c) the particle exhaust flux corresponding to pellet fuelling is somewhat reduced compared with edge fuelling but is still more than sufficient for effective helium pump-off.

This study is part of an analysis performed for NET on the basis of the EURATOM contract No. 138/83-11/NET. Useful discussions with K. Borrass of the NET Team are gratefully acknowledged.
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**Introduction**

A marfe is a toroidally symmetric band of enhanced radiation sometimes observed in tokamaks. It is strongly localised near the plasma edge, typically has a poloidal width of about 30°, and always occurs on the inboard side. They were first reported on Alcator C[1].

Marfes have been attributed to a radiative thermal instability[1]. As is discussed later, a local decrease in temperature leads to a local increase in radiation cooling. This destabilising effect is opposed by parallel thermal conduction. Instability can occur only near the plasma edge where parallel thermal conductivity is low. A criterion for the onset of such an instability will be derived and its saturated state studied. Theoretical predictions are consistent with experiment.

**Linear Analysis of the Radiative Thermal Instability**

The balance between radial conduction into the edge region, enhanced radiation from the cool region and parallel conduction of energy into the cool region, is described by the total energy conservation equation:

\[
3 \frac{\partial}{\partial t} (nT) = \frac{\partial}{\partial s} \left[ K_n \frac{\partial T}{\partial s} - 5nTv_\text{c} \right] + \frac{1}{r} \frac{\partial}{\partial r} \left( rK_\bot \frac{\partial T}{\partial r} \right) - \frac{1}{z} \frac{\partial}{\partial z} n_z L_z(T)
\]  

(1)

where \(T=T_e=T_i\), \(s\) denotes distance along a field line, \(K_n\) and \(K_\bot\) are the thermal conductivities parallel and perpendicular to the magnetic field, \(n_z\) is an impurity density, \(L_z(T)\) the radiation rate, and other notation is standard.

Since marfes are observed to be toroidally symmetric, the temperature and density perturbation are assumed to be functions only of poloidal angle and radius, i.e. \(T(r, \theta, t) = \tilde{T}(r) \cos m \theta \exp(\gamma t)\). To obtain a dispersion equation for \(\gamma\), Eq. (1) is linearised and combined with the continuity equation and the parallel component of the fluid equation of motion. This gives:

\[
\gamma \left[ \gamma^2 + \frac{5}{3} C_s^2 k_\bot^2 \right] = - \frac{1}{3n} \left[ K_n k_{\text{m}}^2 + \frac{K_\bot}{\Delta^2} + \frac{n_n}{n_z} \frac{dL_z}{dT} \right] \left[ \gamma^2 + C_s^2 k_{\text{m}}^2 \right] + \frac{4}{3} \frac{n_z L_z}{M} k_\bot^2
\]

(2)

where \(C_s^2 = 2T/M\) and \(k_{\text{m}}^2 = -\Delta^2 / \Delta^2 = m^2 \Theta^2 / r^2 B_\phi^2\). In deriving this equation the perpendicular heat conduction term in Eq. (1) has been replaced by \(-K_\bot T / \Delta^2\), where \(\Delta^2\) the radial half-width of the perturbation, and the fractional density perturbation of the impurity is assumed equal to that of the electrons. The
condition for instability is:

$$K_n k_n^2 + \frac{K_n}{\Delta^2} - \frac{2nn}{z} + \frac{nn}{z} \frac{dL}{dT} < 0$$  \(3\)

An equivalent criterion has been derived independently by J. Neuhauser[2]. Both the parallel and perpendicular heat conduction tend to inhibit the instability, the former is usually the more important. The third and fourth terms in Eq.(3) express the change in radiation due to density and temperature variation respectively. Density varies roughly inversely with temperature as plasma moves to maintain constant pressure along the magnetic field. The temperature variation in the radiation rate for carbon in coronal equilibrium is shown by the solid curve in Fig.1. However, impurity ions near the plasma edge are generally far from coronal equilibrium. A rough approximation to non-coronal radiation may be obtained by shifting the coronal radiation curve \(L_c(T)\) to higher temperatures, i.e. \(L(T_e) = L_c(\zeta T_e)\), where \(\zeta\) can vary from 1 to 0.3 depending on how far the ionisation distribution differs from coronal[3]. The third term in Eq.(3) is always destabilising, while the fourth is destabilising for \(T_e\) larger than the maximum in \(L(T_e)\). The two terms are comparable in magnitude. When applied to Alcator C with 1% carbon concentration and \(\zeta=0.5\), Eq.(3) predicts a critical edge density of \(1.1 \times 10^{20}\) m\(^{-3}\) for marfe onset. This is close to that observed[1]. The measured Doppler broadening in the CIII line in JET suggests \(\zeta=0.3\). This gives a predicted critical edge density of \(8 \times 10^{18}\) m\(^{-3}\) in JET which, although about twice that observed, is within the uncertainty in the present analysis.

The Saturated Instability This must satisfy the nonlinear steady state form of Eq.(1). An important nonlinear effect is the variation of parallel thermal conductivity with temperature, \(K_n = CT_s^{3/2}\) m\(^{-1}\) sec\(^{-1}\). To allow a simple analytic solution of Eq.(1) the following form is assumed for the radiation rate:

\[
L(T) = \begin{cases} 
\frac{bPT}{T_0^{1/2}} & \text{for } T \leq T_0 \\
'bPT^2 (T_1^{3/2} - T^{3/2}) & \text{for } T_0 < T < T_1 \\
0 & \text{for } T \geq T_1 
\end{cases}
\]

where \(T_1 = T_0(1+b)/b\)^{3/2}. The dashed line in Fig.1 illustrates this function for
The analytic solution should be at least qualitatively correct, and the scaling can be seen more clearly than in a numerical solution. Omitting the convective term, the solution of Eq. (1) is then

\[ T^{72} = A \cosh \frac{\Theta - \Theta_0}{g} + \frac{H}{g^2} \quad \text{for} \quad \Theta < \Theta_0 \]
\[ = -B \cos (h \Theta + \psi) + \frac{F}{h^2} \quad \Theta_0 < \Theta < \Theta_1 \]
\[ = T_1^{72} + H (\Theta - \Theta_1) (2 \pi - \Theta_1 - \Theta) / 2 \quad \Theta > \Theta_1 \] (5)

where \( g^2 = u PT^2 \rho R^2 \), \( u = 7 \tau_e B^2 / 2 C B_0 \), \( H = u D \), \( h^2 - b g^2 \), \( F = h^2 T_1^{72} - H \).

Thus the poloidally asymmetric steady state, if one exists, is completely determined by the plasma parameters \( n_T, n_z / n \), and \( D \), and the radiation rate parameters \( P, T_0 \) and \( T_1 \). The steady state is arbitrarily taken to be centred around \( \Theta = 0 \), in practice its poloidal location is determined by poloidal asymmetry in the flux or impurity drifts. Figure 2 shows the predicted temperature variation for Alcator C parameters, with carbon as the radiating impurity, and several values for \( n_T \). \( D = 2 \times 10^5 \) w/m\(^3\) corresponds to a total conduction influx of 200 kW spread over an edge region 2.5 cm wide.

Asymmetric steady states become possible only when the maximum radiation rate (at \( T_{\text{max}} \) where \( L(T) \) has its maximum) exceeds the energy input. For the chosen parameters this is when \( n_T > 2.1 \times 10^{20} \text{eV/m}^3 \). The steady state has a central region around \( \Theta = 0 \) where \( T < T_{\text{max}} \), such that radiation locally balances the energy input, and an outer region around \( \Theta = \pi \) where \( T > T_{\text{max}} \) and radiation is less than the energy input. The surplus energy is conducted into an intermediate region where radiation nears its maximum, and locally exceeds the energy input. As \( n_T \) increases, the strongly radiating intermediate region becomes narrower and moves to smaller \( \Theta \) until finally it reaches \( \Theta = 0 \) and the inner region disappears. The experimental mafre illustrated in Reference 2 has \( n_T = 2 \times 10^{21} \text{eV/m}^3 \), the radiating region extends
poloidally over 30°, and the temperature varies poloidally by a factor of about 2 with an inverse variation in density. This is quite similar to the predicted variation in Fig. 2 for the same nT value.

Acknowledgement The author is grateful to W. Engelhardt for pointing out the destabilising effect of density variation and other constructive criticism.
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STOCHASTIC MOTION AND DIFFUSION OF ALPHA PARTICLES IN TOKAMAKS DUE TO TOROIDAL RIPPLE
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Abstract: The problem of the dynamic stochasticity of the trapped particle motion in tokamaks with the toroidal ripple is considered. It is shown that the stochasticity condition is strongly dependent on the magnetic moment and radial position of the particle. The ripple threshold for the alpha particle loss fraction is concluded to be smooth or even absent.

The toroidal field ripple of a tokamak may result in the prompt loss of alpha particles /1/ as well as the alpha loss due to more complicated mechanisms /2-4/. The loss fraction of alphas in the presence of ripple is found numerically in Ref. /5/ to be very large. On the other hand, the recent calculations /6/ yield much more favourable results. It is clear that further study of the influence of the toroidal ripple on the behaviour of alphas is required. To do a step in this direction we consider the problem of stochastic motion of the particles and compare our results with those of Ref. /2/ where studying of this problem was started.

We proceed from the equations of motion for the particle guiding center in the magnetic field \( B = B_0 (1 - \epsilon \cos \theta - S \cos N \varphi) \) using the following values as coordinates:

\[
J = \int \frac{\epsilon d \epsilon}{q} - \frac{\nu_n}{\omega_B R}, \quad \Phi = \varphi - q \Theta, \quad \varphi
\]

Here \( \epsilon = \rho / R \), \( \rho \) is the flux surface radius, \( \Theta \) and \( \varphi \) are the poloidal and toroidal angles, \( R \) is the major radius of the torus, \( q \) is the safety factor, \( N \) is the number of the field
coils, $V_{ll}$ is the longitudinal particle velocity, $\omega_b = eB/(mc)$. One can show that most of the change in $J$ occurs close to the turning points. It allows to construct a map describing the banana motion in a finite time step $\Delta \tau = \tau_b / 2$, $\tau_b$ being the particle bounce period:

$$J = J + \Delta J_m \left[ \sin \varphi + \frac{1}{\sqrt{2}} \frac{\sin(2\varphi + 6 - \frac{3\pi}{4})}{J} \right]$$

$$\Delta \varphi = \Delta + \varphi_p(J) + \varphi_b(J) \quad (1)$$

Here $\Delta = \Delta \varphi + \Delta \varphi_p + \Delta \varphi_p - \gamma \cos(Nq \varphi + \varphi + \delta \varphi_p - \frac{\pi}{4})$, $\Delta J_m = 2 (V_d/N) \sqrt{\delta y}$, $\varphi = 2 \pi \varphi \sqrt{1 - \varphi^2} / (Nq \delta)$, $V_d$ is the toroidal drift velocity of a particle, $\varphi^2 = 1 / 2 + (i \varphi - 1)/(2 \varepsilon)$, $p = V_d^2 B_0 / (V \delta)$, $\varphi_p$ and $\varphi_b$ are the increase of $Nq \varphi$ over $\Delta \varphi$ due to the particle motion along the field line and the toroidal precession, respectively, given by expressions

$$\varphi_p = 4Nq \sin^{-1} \varphi \quad \varphi_b = \frac{8}{3} \frac{V_d}{V} \frac{2}{J} \left[ q \sqrt{E[1 - (1 - \varphi^2) K(\varphi)]} \right]$$

$K(\varphi)$ and $E(\varphi)$ are the complete elliptic integrals of the first and second kind, $\delta = \text{sgn}(\sin \varphi) \delta$, $\delta = \delta(V_n = 0)$. The line over letters denotes that the corresponding value is taken in the subsequent half-period of oscillations. Eqs. (1) are valid for $\varphi > \gamma$ and obtained in the linear approximation in $\gamma^{-1}$. In the limit $\gamma^{-1} \to 0$ they transform to the Cohen's map / 7 /.

Eqs. (1) contain the resonant condition $\varphi_p(J_s) = \Pi S$ with $S = 0, 1, 2, \ldots$ (i.e. $Nq \omega_p = S \omega_b$, $\omega_p$ and $\omega_b$ are the precession and bounce frequencies of a particle) which determines the resonant surfaces $J_s$. We linearize Eqs. (1) at $J = J_s$ and obtain:

$$\bar{p} = \rho + K \left[ \sin \varphi + \frac{1}{\sqrt{2}} \frac{\sin(2\varphi + 6 - \frac{3\pi}{4})}{J} \right]$$

$$\bar{\varphi} = \Delta + K \rho \bar{p} + \beta$$

$$\Delta \varphi = \Delta + \varphi_p(J) + \varphi_b(J) \quad (2)$$
where

\[ \rho = (J - J_0) (|\psi_p'| + |\psi_b'|), \quad \psi_{p,b}' \equiv d\psi_{p,b}/dJ \mid_{J=J_0} \]

\[ \mathcal{H} = \Delta J_m (|\psi_p'| + |\psi_b'|), \quad \kappa_0 = \frac{\psi_p' + \psi_b'}{|\psi_p'| + |\psi_b'|} \]

\[ \beta_+ = \sin \theta + \psi_b' \mod 2\pi \]

\[ \beta_+ + \beta_- = 0 \]

The parameters \( \mathcal{H}, \kappa_0, \gamma, \beta_+ \) determine the particle motion. When \( \mathcal{H} \) exceeds some \( \mathcal{H}_{cr} (\kappa_0, \gamma, \beta_+) \) (that means \( S > S_{cr} \)) the motion becomes stochastic. However when \( \mathcal{H} \approx \mathcal{H}_{cr} \) the diffusion coefficient is close to zero and the fraction of particles involved into the diffusion process is small. Hence the dynamic stochasticity may result in the loss of the considerable fraction of the trapped alpha particles provided that \( \mathcal{H} \gg \mathcal{H}_{cr} \) only.

The finite \( \gamma^{-1} \) may strongly affect the particle motion decreasing \( \mathcal{H}_{cr} \). It is seen from Fig. 1 where dependence of \( \mathcal{H}_{cr} \) on \( \gamma^{-1} \) for \( \kappa_0 = 1 \) and \( \beta_+ = 0 \) is presented. Note that the choice of parameters \( \kappa_0, \beta_+ \) is not unique, Fig. 2 illustrates this (it is assumed \( \rho/a = 4, \quad \nu_d / \nu = 5 \cdot 10^{-3}, \quad \rho/a = 0.4, \quad Q = (1 - 0.5 \rho^2/a^2)^{-1}, \quad a \) is the plasma radius, dotted lines indicate the resonant values of \( \phi \)). Therefore a variety of the magnitudes for \( \mathcal{H}_{cr} \) and the different functional expressions for the stochasticity condition \( \mathcal{H} > \mathcal{H}_{cr} \) exist. For instance, this condition contains \( |\psi_p'| \) for \( \kappa_0 = 1 \) instead of \( |\psi_b'| \) for the case of Ref. / 2 /. The finite value of \( \gamma^{-1} \) weakly affects the particles with \( \kappa_0 = \pm 1 \).

It follows that when \( S = S_{cr} = [(\pi N q/e)^{3/2} \rho_L d\phi/d\rho]^{-1} \) (\( \rho_L \) is the Larmor radius) found in Ref. / 2 / for the case of \( \gamma^{-1} \ll 1, \quad \kappa_0 = \pm 1, \quad \theta_0 = \pi/2 \) only a very small fraction of alphas takes part in the diffusion and, moreover, it has a chance to be confined in a plasma due to transition of the particles to other resonant surface.
In general, because of a strong dependence of $K_{cr}$ on the
particle parameters the alpha particle loss fraction $\gamma_\alpha$ is not
a sharp function of $\delta$. Moreover, if we suppose that Fig.1 is
valid for $\gamma^{-1} < 1$ we conclude that the ripple threshold is ab-
sent. Note that this conclusion rather then introduction of the
critical ripple is in agreement with the numerical calculations
of $\gamma_\alpha(\delta)$ in Ref. /5/.
The experiments on determination of an ion heat conduction coefficient, made on some tokamaks, show its value to be a few times higher than that calculated according to a standard neo-classical theory. In this paper it is shown that the heat fluxes rise, approaching the experimental values, due to a considerable contribution of ions with the energies higher than the thermal one into transport and due to an account for a finite banana width. The results of calculations are given in an approximational relationship, representing the heat transport in the whole range of collision frequencies. According to /1/, let us write the distribution functions for the trapped \( f_t \) and untrapped particles \( f_u \), obtained from the solution to a kinetic equation in the \( \zeta \)-approximation (Krook model):

\[
\begin{align*}
\frac{1}{1-e^{-\psi}} \int_{\psi-2\pi}^{\psi} \alpha_t F_{\mu}(\psi) \exp\left(\int_{\psi}^{\psi^\prime} \alpha_t d\psi^\prime \right) d\psi^2 (1) \\
\int_{\theta-2\pi}^{\theta} \alpha_u F_{\mu}(\theta) \exp\left(\int_{\theta}^{\theta^\prime} \alpha_u d\theta^\prime \right) d\theta^2 (2)
\end{align*}
\]

where, \( F_{\mu} \) is the Maxwell function, \( \theta \) is the poloidal angle, \( \zeta \) is the motion integral /4/.

Using the functions (1) and (2), one can calculate the flux of particles, \( f \), and the heat flux by standard method. Let us use the ambipolarity condition to exclude the electric field.
When \( T_i = T_e \approx 0 \), the ion heat flux, as the calculations show, is represented by a relationship:

\[
\dot{Q} = \frac{Q}{Q_p} = \frac{0.36 \psi_x}{1 + 0.8 \psi_x^{3/4}} \left( 1 + \frac{1.2 \varepsilon}{1 + 0.14 \psi_x} \right) \psi + \dot{Q}_{PS}
\]  

(3)

where

\[
Q_p = -\frac{3 \sqrt{\pi}}{4} \frac{\sigma^2 q_v \nu_T \rho}{R} \frac{d \nu_T}{d \nu}
\]  

(4)

\[
\psi = 1 + \frac{0.3 x^2}{1 + x^4} \left( Z_T \left( 1 - 0.01 \psi_x^2 \right) + Z_n \right)
\]  

(5)

\[
\dot{Q}_{PS} = 0.53 E^{3/2} (1.6 + 1/q_x^2) \psi_x
\]  

(6)

is the Pfirsch-Schlüter flux

\[ x = 30 \rho_0 q_v \; \rho_0 = \rho(T_i, \omega) / q_v \; Z_T = \left| \frac{d \nu_T}{d \nu} \right| ; \; Z_n = \left| \frac{d \nu_n}{d \nu} \right| \]

The thermal fluxes calculated in [3-5] and those, by the relationship (3) in a standard neoclassical approximation \( \dot{Q}_0 \) when a finite banana width is not taken into account, i.e. at \( \psi \equiv 1 \), are given in Fig.1. One can see that the results of calculations by a relationship (5) coincide with the data from [4,5], which approximately twice exceed the results of [3] often used.

The distribution functions (1) and (2) noticeably differ from the Maxwellian ones at the energies greater than thermal ones, when a finite width of the banana trajectories and a finite displacement of untrapped particles respective to magnetic surfaces are taken into account, and this results in a \( \psi \) -times increase in thermal fluxes in comparison with the neoclassical ones.

The dependences \( Q / Q_0 \) on the frequency of collisions at a few values of \( \rho_0 \) are given in Fig.2. One can see that, with a rise in \( \rho_0 \), the flux rises, exceeding the flux \( \dot{Q}_0 \) four times at the maximum, and then it slowly decreases. The calculations have been done at \( \varepsilon / a = 0.7 \); \( \varepsilon = 0.2 \); \( T_i = T_0 (1 - (2 a)^2)^{3/4} \); \( n = n_0 (1 - (2 a)^2)^2 \). The experimental data on thermal fluxes in modern tokamaks are given in Figs. 1,2 as shaded areas. One can see that these results exceed the neoclassical ones. The account for a finite banana width, even at \( \varepsilon = 0 \), allows to decrease a difference between the theory and the experiment.
Actually, the diffusive electron flux is anomalous. Therefore, the estimation of this anomaly effect on the ion heat transfer is of interest. One can show that the thermal flux in this case is equal to:

\[
\dot{Q}_{an} = \dot{Q} + y \sqrt{\frac{\dot{Q}_{an}}{T_e}} \left( 1 + \frac{0.6 x^2}{1 + 0.6 x^2} \right)
\]

where

\[
y = 1.31 \frac{1 + 0.77 \sqrt{v_x}}{1 + 0.17 \sqrt{v_x}}
\]

Let us assume the temperature distribution and ion density as:

\[
T_e = T_0 \left( 1 - (x_0)^2 \right)^{\alpha_T}; \quad n = n_0 \left( 1 - (x_0)^2 \right)^{\alpha_n}
\]

to estimate the radial electric field, emerging at anomalous electron transfer. Then,

\[
\frac{\Phi(r)}{T_e(r)} = -\frac{\alpha_T}{\alpha_n} \left( y - \frac{3}{2} \right) + \sqrt{\frac{\dot{Q}_{an}}{T_e}} \frac{0.37 \sqrt{v_x}}{1 + \frac{0.5 x^2}{1 + 0.6 x^2}} \left( 1 + \frac{0.5 x^2}{1 + 0.6 x^2} \right)
\]

From the equation (9) one can see that the potential is negative and of the order of \( T_e(r) \) at \( \dot{Q}_{an} = 0 \). It decreases in its absolute value at anomalous electron transfer and can, in principle, change its sign. If one uses the Me­rezhkin-Mukhovatov scaling law in the calculations of \( \dot{Q}_{an} \), the electric potential for, say, T-11 tokamak will drop by 20%, and the ion heat flux rises by 20% in comparison with the case, when \( \dot{Q}_{an} = 0 \). Star designates an experimental value of \( \dot{Q}_{an} \) in Fig. 3. One can see that there is a good agreement between the theoretical calculation and the experimental value of \( \dot{Q} \).
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Fig. 1 Heat fluxes vs. $\hat{Q}$ frequency of collisions in the neoclassical approximation: $\hat{Q}_o$ from Eq. (4), $\hat{Q}_{Ah}$ from /3/; $\hat{Q}_{BW}$ from /4/, $\hat{Q}_{HH}$ from /5/; \qquad - experimental data.

Fig. 2 Heat fluxes vs. $\frac{Q}{Q_o}$ frequency of collisions at finite Larmor radii.

Fig. 3 Ion heat flux vs. anomalous electron flux. (\# is the experimental value of $\frac{Q_{an}}{Q_o}$ from T-11 at $\nu_*$ = 2)
STOCHASTIC MOTION OF PARTICLES AND ANOMALOUS HEAT CONDUCTION IN TOKAMAK

V.V. Parail, P.N. Yushmanov
I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

The energy loss through an electron channel in tokamak has experimentally been shown to be anomalous. Theoretical studies of the mechanism of anomalous electron heat conduction have been mainly done until recently within the frames of a quasi-linear approximation /1-3/. In the paper /3/, it has been suggested to use the longitudinal Ohm's law for representing the coupling between oscillations in the electric and magnetic fields, that allows to bring the transport due to the electric and magnetic fluctuations together. An idea about saturation of the heat conduction coefficient in a strongly-nonlinear regime has also been suggested there. However, an actual use of a quasi-linear approximation in /3/ has not allowed to build up a selfconsistent theory for an anomalous transport in a non-linear regime (\( u_f > \)), the most interesting one for the analysis of experimental results. The present paper is the first attempt at selfconsistent representing the anomalous electron transfer processes in the electromagnetic fluctuations of high amplitude with the account for a coupling between the potentials \( \overrightarrow{A}_n \) and \( \overrightarrow{P} \).

Let us consider the motion of electrons in the fluctuations of electric (\( \overrightarrow{E}_l = -\frac{\partial}{\partial r} \overrightarrow{P} \)) and magnetic \( \overrightarrow{B}_l = [\overrightarrow{e}_e, \overrightarrow{A}_n] \) fields. Let us analyze, first of all, the transversal drift motion:

\[
\frac{d\overrightarrow{r}_l}{dt} = \frac{c [\overrightarrow{e}_e, \overrightarrow{P}]}{B_0} + \frac{v_n \overrightarrow{B}_l}{B_0}.
\]

Let us use the reference frame with such a helicity which coincides with the helicity of an oscillation localized in the vicinity of \( \overrightarrow{r}_o \), \( m = n \omega / \omega_o \), and rewrite the equation (I) as a Hamiltonian, taking only unperturbed motion in the toroidal magnetic field of tokamak into account in \( \overrightarrow{V}_n \)

\[
\overrightarrow{V}_n = \overrightarrow{V}_{lo} + \overrightarrow{V}_{ls} \sin \omega_s t, \quad \overrightarrow{V}_{ls} = \overrightarrow{V}_{le} \overrightarrow{E}/\omega L.
\]

\[
\frac{d\overrightarrow{r}_l}{dt} = [\overrightarrow{e}_e, \overrightarrow{H}] = \overrightarrow{e}_e \overrightarrow{E} - \overrightarrow{e}_e \overrightarrow{V}_n.
\]
where
\[ H(\tau, \nu, \varepsilon) = C \frac{\phi(\tau, \nu, \varepsilon)}{B_0} + \nu_n(\varepsilon) (\tilde{A}_n(\tau, \nu, \varepsilon) + A_n(\tau))/B_0. \]

The term with \( A_n \) represents the motion due to a change in the helicity of the field lines at deviation from the resonance surface. According to the frequency spectrum observed in oscillations, which is found to be considerably lower than the frequency of particle motion along the periodic orbit \( \omega \leq 3 \times 10^{-5} \times \omega_0 \sim 2 \times 10^8/4 \), the main dependence on time in the Hamiltonian is included in \( \nu_n(\tau) \), the dependences of \( \tilde{A}_n \) and \( \phi \) on time can be neglected. In this case, the Hamiltonian for the drift motion of electron is expressed as:

\[ H(\tau, \nu, \varepsilon) = C \frac{\phi(\tau, \nu)}{B_0} + \nu_n(\varepsilon) A_n(\tau, \nu)/B_0. \]  

(3)

Without special analysis, from the form of Hamiltonian only, one can see that the motion of passing particles, for which \( \nu_n(\varepsilon) = \nu_{no} \), can be integrated and cannot result in a radial diffusion: they simply move along the equipotential lines,

\[ C\phi(\tau, \nu) + \nu_{no} A_n(\tau, \nu) = \text{const}. \]

The trapped particles only, for which \( \nu_n(\varepsilon) = \nu_{no} \sin \omega_0 \varepsilon \) only when \( C\phi \leq \nu_{no} A_n \) can result in a radial diffusion, as the motion of electrons will occur along the lines at the level \( \varphi(\tau, \nu) = \text{const} \), when \( C\phi > \nu_{no} A_n \). The nature of diffusion is qualitatively clear from the Hamiltonian representation (3). When \( C\phi \leq \nu_{no} A_n \), particles move along the lines at a level averaged between \( \varphi \) and \( A_n \). The averaged lines are different at different instants of time.

A characteristic space scale for the divergence of trajectories in case of relatively-low amplitudes is a translation for a time \( 1/\omega_0 \); in case of high amplitudes, when the particles are able to pass many times along the equipotential for a time \( 1/\omega_0 \), is a difference between the equipotentials \( \varphi \) and \( A_n \). As the amplitudes of oscillations observed in the experiments are rather high \( /4/ \), the second case is of a greater interest. Moreover, only in this case one can expect that the diffusion coefficients will not be dependent on the amplitude of oscil-
lations. One can assume that the oscillations with preset helicity \( m = n q(z) \) are excited near the rational surface so that the potential can be represented as

\[
\varphi(t) = \varphi(z) \exp \left( -i \omega t + i m \vartheta + i n \varphi \right). \tag{4}
\]

The coupling between \( A_\parallel \) and \( \varphi \) is determined by Ohm's law, which follows from the equation for a longitudinal motion of electrons

\[
\frac{d \nu_\parallel}{d t} = \frac{e}{m_\varepsilon} \frac{\partial \varphi}{\partial t} + \frac{e}{m_\varepsilon c} \left( \frac{\partial A_\parallel}{\partial t} + \frac{e}{\varepsilon_0} \left[ \varphi \frac{\partial}{\partial \varphi} \right] \frac{\partial}{\partial \varphi} A_\parallel \right). \tag{5}
\]

The first term in the right-hand side of the equation represents a change in \( \nu_\parallel \) due to the electric field. Later, using (4), it is rewritten as

\[
\frac{e}{m_\varepsilon} \frac{\partial \varphi}{\partial t} \frac{k_\nu (z)}{\varphi} \frac{\partial \varphi}{\partial \varphi}.
\]

In the oscillating fields of high amplitude (\( \Omega \sim k \nu_L \gg \omega, k_\nu \nu_L \) ), the transversal motion of particles, as it has been shown above, is a motion within the closed cells. Therefore, in difference from a linear motion, particles cannot be displaced within the poloidal angle with respect to a wave at high level of oscillations. A phase of the wave at the trajectory oscillates fast around its average value \( \varphi(t) = \varphi_0 \exp \left(-i \omega t + i \zeta \sin \omega t \right) \), where \( \zeta \ll 1 \). From here one can see that the longitudinal thermal motion cannot affect the phase significantly at the trajectory and therefore cannot affect the coupling between \( A_\parallel \) and \( \varphi \). Taking this into account, let us transform the equation (5), assuming that the motion of particles is performed along the hydrodynamical trajectories

\[
\frac{d \nu_\parallel}{d t} = \frac{e}{m_\varepsilon c} \left( \frac{\partial}{\partial t} + \frac{e}{\varepsilon_0} [\hat{\varepsilon}_z \frac{\partial \varphi}{\partial \varphi}] \frac{\partial}{\partial \varphi} \right) \left( A_\parallel \frac{\omega}{\varphi} - \frac{k_\nu c}{\varphi} \right). \tag{6}
\]

It is easy to see that the operator \( \omega / \partial t + c \varepsilon_0^{-1} [\hat{\varepsilon}_z \frac{\partial \varphi}{\partial \varphi}] \frac{\partial}{\partial \varphi} \) in the right-hand side of the equation is completely equivalent to the operator \( d / d t \) in the left-hand side of the equation, therefore the solution to Eq. (6) has a simple form:

\[
\nu_\parallel = \left( \frac{e}{m_\varepsilon c} \right) \left( A_\parallel \frac{\omega}{\varphi} - \frac{k_\nu c}{\varphi} \right).
\]

Taking \( j_\nu = (\kappa n)^{-1} \epsilon A_\parallel A_\nu \) into account, the following dependence between \( A_\parallel \) and \( \varphi \) follows from it:
\[ A_n A_m = \frac{\omega_p^2}{C^2} \left( A_m - \frac{\kappa_n C}{\omega} \phi \right), \]  
(7)

which coincides with an equation derived from a linear Ohm's law for plasma without account for a thermal motion of electrons. From this equation one can see that spatial scale of difference between the lines of the levels \( A_n \) and \( \phi \) is \( C/\omega_p \).

Thus, the analysis of anomalous electron heat conduction in non-linear oscillations is reduced to the analysis of a drift motion for particles represented by the Hamiltonian (3) with the account for coupling (7). The results of numerical calculations for \( D \) in the dependence on the parameter \( \kappa_n U_T/\omega \) and on the amplitude of oscillations (ratio of frequencies \( \Omega/\omega_F \)) is given in Figure. One can see that in the limit of a strong non-linearity of oscillations \( \Omega \gg \omega_F \gg \omega \), the diffusion coefficient reaches an asymptotic value \( D \approx 2 \omega_F c^2/\omega_p^2 \) and ceases to be dependent on the amplitude of fluctuations.

With the account for the fact that only trapped particles take part in the diffusion, the electron heat conduction coefficient can be estimated as \( \kappa_e \approx 2 \varepsilon C^2 v_{Te}/\omega_p^2 \) R.

\[ \frac{D \omega_p^2}{\omega_F c^2} \]
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NON-LINEAR DEVELOPMENT OF HELICAL MODES AND HELICAL EQUILIBRIUM IN TOKAMAK

Yu. N. Dnestrovskij
I. V. Kurchatov Institute of Atomic Energy, Moscow, USSR
D. P. Kostomarov, A. V. Pedorenko, A. M. Popov
L. V. Lomonosov Moscow State University, Moscow, USSR

Tokamak operation regimes with low $q_\alpha = q(Q) 2$ need a careful plasma behaviour analysis within a range of linear instability for the external $m/n=2$ helical mode. It has been shown in /1/ that the development of instability at a non-linear stage can result in stabilized states of the plasma column at $q_0 = q(o) < 1$. These saturated states correspond either to a helical equilibrium or to a stationary convective motion. Possible long-wave solutions of the helical equilibrium equation in the plasma column are studied in a given paper by numerical methods. The purpose of this study is to find out when a bifurcation to a helical equilibrium occurs, its nature and its dependence on the parameters of a corresponding axially-symmetric plasma equilibrium.

A helical flux function of the magnetic field, $\Psi^*(r, \theta)$ and a longitudinal component of the current density, $j(r, \theta)$, satisfy the equation of helical equilibrium:

$$ \Delta \Psi^* = -j(\Psi^*) + 2 $$

The dependences

$$ j(\Psi^*) = \begin{cases} j_0 \left(1 - \left(\frac{\Psi^* - \Psi_0^*}{\Psi_p^* - \Psi_0^*}\right)^n\right) & \Psi^* < \Psi_p^* \\ 0 & \Psi^* > \Psi_p^* \end{cases} $$

have been used for the current distribution. Here, $\Psi_0^*$ and $\Psi_p^*$ are the values of $\Psi^*$ at the magnetic axis and at the plasma boundary, respectively. The functions $\Psi^*$ and $j$ in the equation are measured in $Q^2 B_0 \alpha$ and $R B_0 \alpha/\mu_0$ so that

$$ e = B_0 \left\{ [\nabla \Psi^* , \vec{e}_\rho] + \alpha \vec{e}_\rho \Psi^* + \vec{e}_z \right\} $$
Here, $\alpha^{-1} = m R_0/n$ is the lead of a helix $B_0$ is the longitudinal magnetic field. A parameter $\alpha$ allows to vary the current distribution localization and, due to this, $q_a/q_o$. A quantity $j_0$ is found in the process of solution from the total current conservation condition

$$I_P = \int j(\psi^*) ds$$

The value of $\psi^*_P$ is found from the necessity of passing the plasma boundary through two symmetric fixed points:

$$\psi^*_P = \psi^*(b, \pm \frac{\pi}{2})$$

The second semi-axis of plasma ellipse, $\alpha$ and the ratio $k=b/a$ are found in the process of solution.

An ideally-conducting case of circular cross-section with the radius $\mathcal{Z}_W$, at which the boundary condition

$$\psi^* |_{\mathcal{Z}_W} = 0$$

is imposed, has been located beyond the boundary $\Gamma_P$.

The calculated dependences of the ratio of semi-axes for an elliptical plasma cross-section in the helical equilibrium on the ratio $I_P/S_P$, where $S_P$ is the plasma cross-section, are shown in Fig. 1. A parameter of the curves is the ratio $q_a/q_o$ or the exponent of a power in the current distribution. In these calculations, the case has been located at $\mathcal{Z}_W/b = 1.5$.

The points of bifurcation for different current distributions correspond to the entrance to the linear instability zone at a reduction in the ratio $I_P/S_P$. At $q_a/q_o = 1$ (uniform current), the curve on a plane shows that there are no helical equilibria to the left of the point $I_P/S_P$, corresponding to the boundary of linear stability. This corresponds to the results from /2/ and to the analytical dependence found there:

$$k = \frac{b}{a} = \frac{b}{a} = -(1 - I_P/(2S_P)) + \sqrt{(1 - I_P/(2S_P))^2 - 1}$$

The curve slightly slopes to the right for a uniform current, and it issues from the X-axis with an infinite derivative, that speaks about the subcritical bifurcation. In this case, the plasma evolution from an axially-symmetric equilibrium to a helical one should be of an "explosive" nature. In case of a
quasi-parabolic current, when \( q_a/q_o = 2 \), a branch of equilibrium solutions with elliptical cross-sections appears at the entrance to the zone of linear instability with respect to a parameter \( I_p/S_p \). This branch, outgoing from the bifurcation point, tends asymptotically to a straight line with \( q_o = 1 \). Here a supercritical bifurcation takes place, and an evolutionary transition to a helical equilibrium should be of a "soft" nature. Such a behaviour is confirmed by the numerical integration of non-linear time-dependent equations /1,3/. The situation is drastically changed, when we transfer to the values of \( q_a/q_o > 2 \). In this case, the curve of equilibrium ellipticity has a maximum inside the instability range, and then the ellipticity is reduced in the vicinity of the boundary of the external mode instability area. This branch should continuously transit into helical equilibria with elliptic cross-sections, corresponding to the internal mode.

A surface of equilibrium solutions in a three-dimensional space \((k, I_p/S_p, q_a/q_o)\) is given in Fig.2. \( I_p \) and \( S_p \) are conserved in the non-linear MHD-evolution. The parameter \( q_a/q_o \), characterizing the current distribution, is also slightly changed. Thus, an evolution of the cross-section should occur along a vertical line in the Figure. A line segment depicted as a dashed-dotted line corresponds to a non-linear evolution of the \( m=2 \) external helical mode considered in /1,3/. Intersection of a given straight line with a surface of helical solutions provides the values of ellipticity which can be obtained via the evolution of a non-stable, axially-symmetric equilibrium. Note that the helical equilibrium solutions with \( q_o \) slightly exceeding unity appear at a close location of the case, \( \zeta_w < 1.2 \). Such a tendency is seen from /4/, where the equilibria have been found without surface currents.

Thus, the presence of equilibrium helical configurations without surface currents, which can be obtained by the evolution of an unstable equilibrium at \( q(o) \sim 1 \) and at low \( q(a) < 2 \), is shown in the paper.
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AN SCALINGS FOR THE LIMITING $\beta$ VALUES IN TOKAMAKS

L.M. Degtyarev, V.V. Drozdov, A.A. Martynov, S.Yu. Medvedev

Keldysh Institute of Applied Mathematics
USSR Academy of Sciences, Moscow

1. In this paper numerical results of using the optimization procedure described in [1], [2] are given. This procedure allows determining the limiting stable tokamak plasma equilibria in a wide range of equilibrium parameters. Fitting formulae for limiting $\beta$ in the form of scaling laws are obtained. Simple scaling laws

$$\beta = CI_N, \quad I_N = \frac{\mu_z I_p}{\alpha B_T},$$

where $I_p$ is the longitudinal current, $\alpha$ is the small radius of a torus, $B_T$ is the longitudinal field on a magnetic axis, have become widely used because such a scaling fits well experimental data available.

As for numerical results in [3] relation (1.1) was obtained for equilibria stable against balloning modes only. A class of longitudinal current density profiles considered in [4] is limited by a two-parametric family. An analysis of the scaling laws for limiting $\beta$ carried out in this paper shows considerable deviations from the scaling $\beta = CI_N$ for equilibria stable against all ideal modes.

2. The calculations given below were made for the plasma with the cross-section

$$\tau = R + \alpha \left[ \cos \theta - \left( \frac{k_1 + k_2}{2} + \frac{k_1 - k_2}{2} \sin \theta \right) \sin^2 \theta \right],$$

$$\zeta = \alpha \sin \theta \left( \frac{k_1 + k_2}{2} + \frac{k_1 - k_2}{2} \sin \theta \right), \quad 0 \leq \theta < 2\pi,$$

where $\Lambda = R/\alpha$ is the aspect ratio; $k_1$, $k_2$ are elongations and $\gamma_1$, $\gamma_2$ triangularities of the upper ($\zeta > 0$) and lower ($\zeta < 0$) parts of the cross-section, respectively. Like in [1],
the limiting ballooning mode values of $\beta = \beta^\infty$ and limiting all ideal mode values of $\beta = \beta^c$ are found at the fixed safety factor $q(\psi)$ to be determined from the forceless equilibrium configuration ($d\rho/d\psi = 0$, $\rho$ the plasma pressure) with the longitudinal current density

$$\psi(j_\psi) = \left[ 1 - (1 - \psi/\psi_o)^{\alpha} \right]^\lambda \quad (2.2)$$

$\psi = \psi_o$ and $\psi = 0$ are the magnetic axis and boundary values; everywhere below $\psi(\psi_o) = q_o = 1.1$. For the fixed $\lambda$ in (2.2) the plasma boundary safety factor $q_S$ varies only with the parameter $\alpha$. As a definition for $\beta$ we use the relation

$$\beta = 2\mu_o \int_{\psi_o}^\psi \rho dV / \int_{\psi_o}^\psi B_T^2 dV \quad (2.3)$$

It is assumed that a conducting wall is at infinity.

The results of calculating $\beta^\infty$ and $\beta^c$ as the functions of normalized current $I_N$ (1.1) for three different sets of plasma geometries (2.1) are given in Figs. 1 and 2. First of all we note the validity of the relation

$$\beta^\infty(q_s) = C^\infty I_N \quad (2.4)$$

where $C^\infty = 2.9 - 3.2$ weakly depends on both the plasma geometry and the current density distribution (parameter $\lambda$).

The relation of type (2.4) for $\beta^c$ is not fulfilled for all $I_N$, since the dispersion of $\beta^c/I_N$ for a fixed geometry is rather great. Local maxima of $\beta^c$ are reached when $q_S$ is just above the integers $2, 3, 4 \ldots$. Flatter distributions of the current density at the plasma edge (larger $\lambda$ in (2.2)) lead to reducing the pits between these integers. Let us establish

$$\beta^c = C I_N \quad (2.5)$$

just for such values of $q_S$, and determine an effect of plasma parameters upon the coefficient $C$. For $k > 1.5, \gamma < 0.3$ the values in (2.5) weakly depend on $k$, which provides a certain universality of (2.5). The value of $\gamma = 0.3$ is close to an optimum: further increasing the triangularity $\gamma$ results in reduction of $\beta^c$ along with increasing $\beta^\infty$. The value of $C$ and its evolution with the aspect ratio are strongly influenced by the density distribution at the boundary (parameter $\lambda$).
cifically, for the D-shaped plasma ($\kappa > 1.5, \chi = 0.3$) with $\lambda = 1, q_s > 3$ the function $C(1/A)$ is nearly linear:
$$\beta^c = \left(1.6 + \frac{2}{A^2}\right) I_N$$  \hfill (2.6)

Most interesting values of $\lambda = 2, q_s > 3$ at the moderate $I_N$ yield $\beta^c$ close to maximal values (Fig. 1) which obey the scaling
$$\beta^c = \begin{cases} 
(3.0 - 3.1) I_N, & A \leq 4 \\
(2.5 - 2.6) I_N, & A \geq 5.
\end{cases}$$  \hfill (2.7)

For these parameters of the D-like cross-section the relation
$$I_N = \frac{\pi(1 + 2)}{\chi \lambda} \left(\frac{1}{q_s^2} + 0.12 + \frac{0.3}{A^2}\right)$$  \hfill (2.8)

is satisfied with good accuracy. Poor dependence of $I_N$ on the current profile (parameter $\lambda$) and $\beta$ observed gives us confidence to consider formula (2.8) applicable not only to the specific family (2.2) but also to a wide class of peaked current profiles in tokamaks. For the INTOR parameters [5] ($I_N \approx 1.2$) the relations (2.6)-(2.8) yield $\beta^c = 3 \div 4\%$. For circular cross-section $\beta^c < \beta^\infty$ and $C^2 < 2$ (Fig. 2), which results in $\beta^c = 2.5\%$ even for steep tori with $A=2$. The elongation and triangularity of cross-sections ($k=1.6, \chi = 0.3$) suppress the toroidal destabilization so that $\beta^c \approx \beta^\infty \approx 9\%$ for $A=2, q_s > 3$, but $I_N \approx 2.8$.

3. Let us compare the equilibria with asymmetric cross-sections and an initial symmetric configuration ($A=4, k=1.6, \chi = 0.3, q_c = 1.1, x = 2, \lambda = 1, q_s = 2.17$) for the same values of $q_c, x, \lambda$ and preserved values of $(k_1 + k_2)/2, (x_1 + x_2)/2$ (But $q_s$ somewhat varies). The Table lists the values of $\beta^\infty, \beta^c, q_s$ for such equilibria.

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$\chi_1$</th>
<th>$\chi_2$</th>
<th>$\beta^\infty$</th>
<th>$\beta^c$</th>
<th>$q_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>1.6</td>
<td>0.3</td>
<td>0.3</td>
<td>5.19</td>
<td>3.5</td>
<td>2.17</td>
</tr>
<tr>
<td>1.7</td>
<td>1.5</td>
<td>0.3</td>
<td>0.3</td>
<td>5.10</td>
<td>3.45</td>
<td>2.18</td>
</tr>
<tr>
<td>1.8</td>
<td>0.3</td>
<td>0.3</td>
<td>5.0</td>
<td>3.3</td>
<td>3.3</td>
<td>2.20</td>
</tr>
<tr>
<td>1.6</td>
<td>1.6</td>
<td>0.4</td>
<td>0.2</td>
<td>5.1</td>
<td>3.3</td>
<td>2.19</td>
</tr>
<tr>
<td>1.6</td>
<td>1.6</td>
<td>0.5</td>
<td>0.1</td>
<td>4.94</td>
<td>2.9</td>
<td>2.27</td>
</tr>
<tr>
<td>1.8</td>
<td>1.4</td>
<td>0.5</td>
<td>0.1</td>
<td>4.91</td>
<td>2.25</td>
<td>2.32</td>
</tr>
<tr>
<td>1.8</td>
<td>1.4</td>
<td>0.1</td>
<td>0.5</td>
<td>4.76</td>
<td>3.1</td>
<td>2.27</td>
</tr>
</tbody>
</table>

For asymmetric equilibria

- The $\beta^\infty$ and $\beta^c$ values are less than in the symmetric case. The smallest $\beta^c$ takes place for configurations close to a real divertor one (see N 6 in the table).
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Fig. 1. $\beta_c^\infty$ and $\beta_c^L$ as functions of normalized current $I_N$ for plasma with D-shaped cross-section: $k=1.6, \delta = 0.3$; (a) $A=4$, (b) $A=3$; ○ for $\beta_c^\infty$ and * for $\beta_c^L$ correspond to $\lambda = 2$ in (2.2); ⊙ for $\beta_c^\infty$ and × for $\beta_c^L$ correspond to $\lambda = 1$. The scale $Q_s$ is plotted by points $\beta_c^L$ for $\lambda = 2$.

Fig. 2. $\beta_c^\infty$ and $\beta_c^L$ as functions of $I_N$ for the circular plasma.
FREE BOUNDARY PLASMA EQUILIBRIA IN A NON CIRCULAR SHELL

L. De Menna, G. Miano, G. Rubinacci
Dipartimento Elettrico per l'Energia
University of Naples - Italy

1. INTRODUCTION.

As it is well known, the equilibrium of a plasma magnetically confined in axisymmetric conditions, can be brought, in the frame of the NDDH theory, to the solution of an elliptic partial differential equation with suitable boundary conditions. For a particular class of toroidal current density profiles the equation is linear and, for a given plasma boundary, the problem itself is linear. On the other hand, the exterior problem in this case is "ill posed". If instead the plasma is free of determining its shape inside, for instance, a conducting shell, the problem is "well posed", but intrinsically non linear.

These free boundary problems have been extensively treated in the literature. In particular J.P. Goedbloed in ref.[1] has given a very exhaustive review on the argument.

In this paper the free boundary equilibrium of a sharp boundary high beta Tokamak with a conducting shell is solved, on the basis of the same integral equation for the poloidal magnetic field described in [1].

However a different method is used in order to obtain an analytical solution. In particular, the non linear functional describing the free boundary problem is expanded into a Volterra functional series, thus obtaining a hierarchy of linear integral equations, which can be solved analytically.

Here we describe the mathematical model and the adopted method and we give some results obtained for plasmas confined in elliptically shaped and D-shaped conductive shells.

2. THE MATHEMATICAL MODEL.

By using the sharp boundary model, as it has been shown in ref.[1], to which we refer for further details, the problem of determining the plasma shape inside a conductive non circular shell can be reduced to a two dimensional problem for the magnetic flux function $\psi$. The function $\psi$ should satisfy the Laplace's equation in the vacuum region $\Omega$ bounded by the conducting shell $C$ and the unknown plasma boundary $C_0$, both constant flux curves.

The problem is to find the unknown curve $C_0$ in such a way that the solution $\psi$ provides the appropriate poloidal field, satisfying the pressure balance at the plasma boundary. A conformal mapping of the original shape of the shell allows the reduction of the problem to the circular one where the Green's function technique can be easily adopted. Another conformal mapping, which centers the plasma cross section with respect to the origin at the horizontal axis leaving the unit circle unchanged, allows $C_0$ to be described in the transformed plane $\zeta$ by the function $\rho = g(\theta)$, $g(\theta)$ being a unique value function defined in $(0, 2\pi)$.

The first mapping transforming $C$ into the unit circle $C_s'(w-plane)$, and $C_0$ into $C'_0$ leaving the origin unchanged can be written as:
The other mapping is the Moebius transformation centering \( C_0' \) and leaving unchanged \( C_1' \):

\[
w = \frac{\zeta + \delta}{1 + \delta \zeta}
\]

Letting \( g(0)=g(\pi)=\gamma \), the pair \((\delta, \gamma)\) can be computed from the shift of the plasma center \( \Delta \) and the plasma half-width \( a \) in the physical plane, by the condition:

\[
z = \Delta \pm a \quad \text{or} \quad \zeta = \pm \gamma
\]

Then the application of the Green's theorem to the double connected region between \( C_0' \) and \( C_1' \), using the Green's function for the unit circle and the appropriate boundary conditions for the flux function, leads to the following integral non-linear equation in the unknown function \( g=g(\theta) \):

\[
\int_0^{2\pi} G[\zeta, \theta - \theta'] V[g, \theta', K^2, \delta, \gamma, a_1, \ldots, a_m] \, d\theta' = -\psi
\]

with the condition:

\[
g(0) = g(\pi) = \gamma
\]

Here

\[
V = F \, h_0 \left( g^2 + \frac{a^2}{g^2} \right)^{1/2}
\]

where \( h_0 \) is the scale factor of the transformation between the physical plane and the computational plane and \( F \), proportional to the poloidal field at the plasma boundary, is defined as:

\[
F = (1 + K^2 \left[ \text{Re}(z) - \Delta - a \right] / a)^{1/2}
\]

The parameter \( F \) is proportional to the flux on \( C_1 \) while \( K^2 \) is defined as:

\[
K^2 = 1 - \left[ F \left[ \text{Re}(z) = \Delta - a \right] \right]^2 / \left[ F \left[ \text{Re}(z) = \Delta + a \right] \right]^2
\]

3. THE ANALYTICAL SOLUTION.

The solution of the problem is obtained by expanding the non linear functional describing the free boundary problem into a Volterra functional series that gives rise to a hierarchy of linear integral equation. This hierarchy of integral linear equations has been derived in ref. [2], where a description of the adopted method can be found with particular reference to a circular shaped wall.

To study the influence of the wall shape on the plasma shape and on the poloidal beta, walls slightly deformed from circular shape are considered. To
leading order in the wall distortion the coefficients $a_m$ of Eq.(2.1) can be related to the coefficients of the Fourier expansion of the wall contour:

$$ r(\theta) = 1 + \sum_{m} a_m \cos m\theta $$

by means of the following relationships, [3]:

$$ a_0 = 1 + \frac{\eta}{0} $$

$$ a_m = \frac{\eta}{m-1} \quad m > 1 $$

Then, following ref.[2], the solution can be obtained by expanding $g(\theta)$, $K^2$ and $\psi$, in a power series of $\delta$, $\eta_0$, $\eta_1$, ..., $\eta_m$, to leading order in $\eta_m$ and neglecting cross-terms in $\delta$ and $\eta_0$, as:

$$ g = \sum_{n} g_c(n) \delta^n + \sum_{i} g_{w,i} \eta_i $$

$$ K^2 = \sum_{n} \lambda_c(n) \delta^n + \sum_{i} \lambda_{w,i} \eta_i $$

$$ \psi = \sum_{n} \psi_c(n) \delta^n + \sum_{i} \psi_{w,i} \eta_i $$

In the limit $\delta = 0$, $\eta_m = 0$, for $m=0,1,...$, the solution is easily found to be $g=Y$, $K^2 = 0$ and $\psi = -\gamma \ln Y$, therefore $g(0) = Y$, $\lambda(0) = 0$ and $\psi(0) = -\gamma \ln Y$. Now first inserting eqs. (3.3) into (2.4), next differentiating the resulting identity $1,2,...,k$ times with respect to $\delta$ and once with respect to $\eta$ for $m=0,1,...$, and finally setting $\delta = 0$, $\eta = 0$, a hierarchy of Fredholm's linear integral equations of the second kind, with equal and symmetric nuclei is obtained. The nuclei of the hierarchy admit, as eigenfunctions, the sinus and cosine functions. Then $g_c(n)(\theta)$ and $g_{w,m}(\theta)$ can be expanded in Fourier series where only cosine terms are present because of the up-down symmetry of the configuration with respect to the equatorial plane. As consequence the solution of the hierarchy can be recursively found analytically.

Then $\lambda_c(n)$, $\psi_c(n)$, and $\lambda_{w,m}$, $\psi_{w,m}$ can be computed by imposing the constraints:

$$ g_c(n)(0) = g_c(n)(\eta) = 0 $$

$$ g_{w,m}(0) = g_{w,m}(\eta) = 0 $$

(3.4)

4. RESULTS.

The following cases have been studied: circular wall, elliptical wall and D-shaped wall.

a) Circular wall. In this case $\eta = 0$ for every $m$. To the third order in $\delta$ the solution is:

$$ g_c(\theta) = Y + 3 \delta^2 Y^2 \frac{1-Y^4}{1+3Y} (1-\cos^2 \theta) + 4 \delta^3 Y^4 \frac{1-Y^6}{1+2Y} (\cos^3 \theta - \cos \theta) $$

(4.1)

while the poloidal beta, defined as $2p/\langle B_p \rangle^2$ to the first order in $\delta$ is given by: $a_p \approx R^2/4 \approx 2 \delta Y$. Here $\langle B_p \rangle$ is the poloidal magnetic field.
Fig. 1. Plasma shapes to the different orders in $\delta$: 1a circular, 1b elliptical and 1c D-shaped shell, respectively (--- up to 1st order; - - - up to 2nd order; - - - up to 3rd order; - - - up to 4th order; numerical solution). $a=0.5$ $A=3$.

averaged on the plasma section.

b) Elliptical wall. In this case $\eta_0 = -\eta_2 = \lambda/2$ and $\eta_0 = 0$ for $m=0$ and $m=2$, where $\lambda$ is the ellipticity. Let $g_E = g_C + \Delta g_E$, $K_E^2 = K_C^2 + \Delta K_E^2$, to the leading order in $\lambda$ the solution is:

$$\Delta g_E(\theta) = 3/2 \ldots \text{for } m=0 \text{ and } m=2$$

By taking into account, in the expansion (3.3) also the cross-terms $\delta \eta$, it can be shown that $\Delta K_E^2 = \delta \lambda$; hence the elongation of the wall increases the poloidal beta only if combined with a toroidal shift.

c) D-shaped wall. In this case to the leading order in $\lambda$ and $t$: $\eta_0 = -\eta_2 = \lambda/2$ and $\eta_1 = -\eta_3 = -t/4$, where $t$ is the triangularity. Let $g_D = g_C + \Delta g_D$, $K_D^2 = K_C^2 + \Delta K_D^2$.

The solution is:

$$\Delta g_D(\theta) = 3/2 \ldots$$

Here again the ellipticity in $\Delta K_D^2$ appears only in combination with the toroidal shift. The triangularity of the wall increases the poloidal beta also at $\delta=0$.

In Fig. (1a) we have plotted the plasma shapes at different orders in $\delta$ for the circular boundary case together with the numerical solution obtained by the method described in ref. [2]. In Figs. (1b) and (1c) we have shown the plasma shapes to leading order in $\lambda$ and to different orders in $\delta$ for an elliptical and D-shaped case, respectively.
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PREDICTION OF SAWTOOTH OSCILLATION PARAMETERS IN TOKAMAK DISCHARGES

A. G. Olivares and Mario Soler.
Div. de Fusión, JEN, 28040 Madrid (SPAIN)

I. Introduction.- A general method is presented for the prediction of sawtooth oscillations in Tokamak plasmas. The method relies on the assumption that localized perturbations resulting from violation of Suydam and Mercier conditions for stability suddenly activate reconnection at the \( m = 1 \), \( n = 1 \) magnetic island, thus causing the internal disruption. Appearance of the instability has been found in a systematic analysis of q profile evolution in cyclic disruptive regimes. The regimes were simulated by means of a perturbative transport code alternating with accurate solution of Kadomtsev's reconnecting model at each disruption, as explained in section II. Since no adjustable parameters are included in our predictions, very tight relations are established between physical quantities directly observed in experiments (such as temperature profiles, sawtooth amplitudes \( \Delta T_e/T_e \), periods \( T_s \), inversion radii \( r_i \)) and unobservable parameters characterizing the plasma behaviour (heat transport coefficients, \( Z_{\text{eff}} \), resistivity). Some of the experimental possibilities opened by the method are outlined in section III. We finally discuss in section IV the extent to which our result can be considered an independent of the assumptions made in the method.

II. Prediction of cyclic sawtooothing regimes.- Sawtooth oscillations cyclically show two clearly distinct regimes: slow diffusion during the rise of the central temperature and fast disruption at its drop. We will briefly discuss our procedure to deal with each of these phases. Diffusion can be adequately studied by means of a transport code, while disruption is sufficiently described as a sudden reconnection of the magnetic surfaces with conservation of the magnetic flux, in the manner originally pictured by Kadomtsev. A convenient transport code for the diffusive phase deals with perturbed \( T_{e,i} = T_{e,i}^{\text{eq}} \) rather than absolute temperatures \( T_{e,i} \). \( T_{e,i}^{\text{eq}} \) represent the equilibrium temperature profiles if the sawtooth oscillations were suppressed. If the densities are considered stationary it is a simple matter to write general dimensionless equations advancing in time the perturbed \( T_{e,i}^{\text{eq}} \) profiles originated by internal disruptions. These should be completed with evolution of the magnetic field after the perturbation

\[
\frac{\partial \mathbf{B}}{\partial t} = \frac{\partial}{\partial r} \left( \frac{\rho \mathbf{J}}{r} \right) - \nabla \times \mathbf{J}_{\text{m}} \quad \text{(1)}
\]

where \( \eta \) is the electric resistivity. The current distribution \( \mathbf{J} \) is immediately obtained from (1). In the transport equation for \( T_e \), besides the electron ion equilibration term \( \frac{\eta}{\rho} \mathbf{J}^2 = -\nabla T_e J_{\text{eq}}^2 \) should be kept, since both \( \eta \) and \( \mathbf{J} \) appreciably change in sawtoothering regimes. The simplicity of this diffusive system makes it very convenient for analysis of a variety of regimes in different devices, since the main features affecting the sawtooth oscillations
are included, while other complicated processes can be considered to cancel when subtracting $T_{e,i} - T_{e,i}^{eq}$. We emphasize, however, that once the method to be now described is validated, full transport codes should be used for each particular device in order to obtain best results.

The disruptive phase requires the $q$ profile to drop below 1 within a certain radius $0<r<r_s$. Clearly accurate prediction of sawtoothing regimes calls for precise knowledge of the $q$ profile evolution during a whole cycle, with a final disrupted profile equal to the initial one. In general finding profiles evolving with such property would be a hard problem. The striking stability of sawtoothing regimes which is also clearly manifest in experiments provides however an easy way out of the problem: sawtoothing immediately arrives at stationary regimes. When the period for disruption is adjusted to its experimental value, it is seen that the $q$ profile evolution for cyclic regimes can be well described, close to the end of the cycle by the expression

$$q = 1 + \frac{t_s - t}{t_s} + (\Delta - \Delta)^2 (\alpha + \beta \Delta^2) (\Delta^2 - \Delta^2)$$

where $\Delta \neq 0$ only for the largest devices, $\alpha, \beta$ are of order 1, $\Delta = r/a$ (a, minor radius) $Q = r/a$, $\Delta \ll 1$, and time units such that $t_s = 1$ is the sawtooth repetition time.

At $t = t_s$, $q = 0$, $q = 1$ for $\Delta = \Delta$. Suydam and Mercier's conditions for stability are violated. We assume that fast oscillations caused by this local stability greatly accelerate reconnection at $r = r_s$ and cause the disruption. Adjusting the period is thus no longer necessary.

A large number of runs have been made with this method, using the approximately known transport coefficients, effective and "equilibrium" $T_{e,i}$ profiles extrapolated from experimental data (about 10% higher at $r = 0$ than $T_{e,i}$ at the peak of the sawtooth). Sawteeth thus obtained are invariably in excellent agreement with those observed. Since no parameter fits are involved, the method can be turned around to predict transport coefficients if accurate transport codes are used for the sawtooth predictions.

**Fig. 1:** $q$ profile evolution for TFTR geometry and two different sets of transport coefficients producing $t_s = 80$ ms, $r_s = 33.5$ cm. For large devices where $\chi_i >\chi_{eq}$ (case (a)) $\Delta \neq 0$ in eq(2). Small devices always follow the pattern shown in (b) ($\Delta = 0$).
III. Relation between sawtooth features and transport.- The extent to which sawtooth features depend on transport provides a measure of the method's interest for determining transport coefficients. It should be mentioned that temperature profiles are seen to be most influential in some sawtooth features such as location of $r_f$. Profiles depend on transport but on other phenomena as well. It is therefore useful to compare sawtooth regimes having the same profiles ($T_e$, $T_i$, n) but different $\chi_e$, $\lambda_i$. We show for this purpose two different cases, (a), (b) of Fig. 2, corresponding to the same $\lambda_i$ but with different $\chi_e$. The sawtooth period, $\Delta T/T$ amplitude, central saturation, retardation and shape of the heat pulse are clearly shown to differ in both cases. Our third case (c) corresponds to the same $\chi_i$, $\chi_e$ as (a) but lower $Z$ effective. This produces longer periods as expected, since current penetration slows down, enhances $\Delta T/T$ because periods lasts longer, but does not change transport features such as retardation and shapes of heat pulses.

Fig. 2: Normalized code output for Dite geometry, (o) refers to profiles just after disruption, (1) at the end of a sawtooth. Sawtooth shapes are shown in inserts at fixed radial positions, $\varphi$ -0, $\varphi$ = .4, $\varphi$ = .5

(a): $\chi_e = 2000 (1+5 q^2)$, $\chi = 4$
(b): $\chi_e = 4000 (1+10 q^2)$, $\chi = 4$
(c): $\chi_e = 2000 (1+5 q^2)$, $\chi = 2$
IV. Model independent properties.- It is convenient to examine to what extent the relations obtained between observable data and physical parameters characterizing the discharge \((X_0, X_1, Z)\) and consequently \(\eta, q\) depend on the particular model here proposed. In our view such relations are independent of the model, whose main merit is to provide excellent fits to actual sawteeth. Whether or not our explanation for the onset of disruption is correct, it provides the unique cyclic evolution of temperatures and current profiles for the given periods and inversion radii. We will therefore point out some outstanding properties observed in all computationally produced sawtoothing regimes, since in our opinion there can be little doubt that they are also realized in experiments.

One basic fact is that \(q\) is extremely flat in \(0 < r < r_s\) and stays practically still. This is particularly true and particularly important in the large devices hot regimes. For these low resistivity cases, it is hard to imagine any other q diffusion pattern different from a minute change in the \(0 < r < r_s\) region from one initial almost straight position above \(q = 1\) to another just below. For they would involve such long periods as to make it impossible to fit the experimental data. On the other hand, the \(r_t\) inversion radius is shifted to large values, so for almost half of the plasma one has \(q = 1\). The current profile is consequently maintained practically stationary by the cyclic sawtoothing at a situation largely differing from equilibrium. Unless this is taken into account, there is little chance that resistivity and \(Z\) effective can be properly evaluated.

Another striking feature of sawtooth oscillations is the ease they show in changing from one regime to another. This in turn shows the great stability characterizing these regimes and the large damping with which they are arrived at. It also constitutes an added source of information, for it allows to follow the fast changes experienced by Tokamak plasmas for instance when subject to additional heating. Our numerical method clearly exhibits these same features. In fact, as mentioned above, it would be quite hard to find cyclic regimes if they did not set themselves spontaneously as observed in experiment.

Footnotes and References

1) B.B.Kadomtsev; Sov.J.Plasma Phys.,1, 710 (1975)
2) A.G.Olivares and M.Soler, to be published
3) For \(\Delta \neq 0\) cases, a situation more involved than Kadomtsev's simple reconnection picture might be present as suggested by V.V.Parail,G.W.Pereversev, Sov.J.Plasma Phys.,6, 14 (1980).
4) Island uniform growth should thus be distinguished from disruption, in line with careful observations in TFR. See M.A.Dubois,A.L.Pecquet,C.Reverdin; Nucl.Fus.,23, 147 (1983)
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Abstract
A scanning radiometer for ECE measurements using 2nd harmonic X-mode is described and its calibration is explained. Fixed and swept frequency measurements were performed for electron temperature studies. Details concerning the sawtooth activity of TEXTOR are reported.

1. Introduction
The emission of electron cyclotron radiation (ECE) represents in tokamaks of sufficient density and temperature a means to study the electron temperature distribution in a large part of the plasma volume. A calibrated radiometer channel for a millimeter wavelength in the ECE spectrum is under proper plasma conditions an easy, continuous monitor of the electron temperature and also for well behaved plasma performance. Minor disruptions are immediately recognized and additional heating of the electrons is promptly detected. Heterodyne detection systems were chosen in TEXTOR because of its easy operation requirements and the very low system noise figures realised with modern solid state technology. The ECE receivers stand in the neighbourhood of megawatt rf-transmitters but no pick-up was found so far. The power received with a 30 dB directional horn antenna is so high that several radiometric channels can easily be supplied with the required ECE-power.

2. System Description
The ECE from TEXTOR is detected by heterodyne receiver systems. They are interfaced to a diagnostic data acquisition system as shown schematically in Fig. 1. The central part of the plasma is surveyed by a scanning radiometer covering a frequency range of 11 GHz from 113 to 102 GHz with a scan rate up to 100 Hz. A low system noise figure of 7 dB was realised using a varactor tuned Gunn oscillator and a Schottky barrier diode integrated into a frontend. A sensitivity of -78 dBm was found for an IF-bandwidth of 400 MHz yielding a radial resolution of $\Delta R = 1.5$ cm. A 30 dB gain antenna mounted outside of the vessel on the low magnetic field side and an overdimensional waveguide system transfer the ECE to the scanning receiver. A careful calibration over the broad frequency band was performed to take into account the damping properties of the various microwave components involved. A lock-in-technique was employed for calibration. The thermal radiation of an oven and the emission of the heated liner surface ($T = 400^\circ$C) in the TEXTOR vessel were measured over the real optical path. The scanning ECE-data were then corrected with a frequency dependent sensitivity curve by a computer processing routine.
The frequency and power of the electron cyclotron emission (2nd harmonic extraordinary wave):

\[ \omega(R) = 2 \frac{e B_0}{m_e} \cdot \frac{R_0}{R} \]

\[ P(\omega) \sim \omega^2 T_e(R(\omega)) \left[ 1 - e^{-\alpha R} \right] \]

For standard electron temperature monitoring a calibrated fixed frequency radiometer is installed. For a magnetic field of 2 Tesla on axis the central electron temperature is available. \( Z_{\text{eff}} \) on axis can be obtained if the safety factor \( q(0) \) on axis is provided.

3. Experimental Results

The temporal development of the electron temperature in the central part of a TEXTOR discharge is shown in Fig. 2. The step in the temperature around 1 sec is caused by an ion cyclotron resonance heating pulse which leads also to an electron temperature increase via a mode conversion process. The increase of the electron temperature at the end of the discharge is due to a density decrease in the current ramp-down phase. The ripple on the surface in the temperature diagram is generated by sawtooth activity.
in the ECE. Since the scan frequency of the radiometer is lower than the sawtooth frequency the local temperature oscillations are scrambled over the surface. With fixed frequency operation of the radiometer the sawtoothing activity in the center of the discharge is demonstrated in Fig. 3. The slope of the sawteeth together with the local electron density \( n_e \) allows an estimate of the local power deposition on the electrons: \( \Delta P_{\text{el}} = n_e \Delta T_{\text{eo}} / \Delta t \). From the Ohmic input power on axis 20 to 50 % are calculated to be expelled from the central plasma by the internal disruption. A multiple of the Ohmic heating power is indicated by the drastic change in slope of the sawteeth when the ICRH is turned on.

\[
T_e [\text{keV}] = f(t)
\]

Fig. 2: Electron temperature distribution within the \( q=1 \) surface of TEXTOR

\[
T_e(R_0) = f(t)
\]

\( I_p = 340 \text{ kA} \)

\( R_0 = 175 \text{ cm} \)

Fig. 3: Sawtooth activity before and during ICRH-heating
The internal disruptions and connected with it the emission of a temperature wave are shown in Fig. 4. For different shots the radiometer was set at different receiver frequencies and therefore different positions on the radius of the plasma. After crossing the $q = 1$ surface at $R = 190.5$ cm the sawteeth show a phase flip and an attenuation in amplitude.

![Fig. 4: Sawteeth observed at different radial positions of TEXTOR](image)

Well behaved discharges show sawtoothing after a relaxation of the current density distribution at the end of the start-up phase and the establishment of a broad electron density profile. The disappearance of sawteeth indicates deformed peaked electron profiles which soon lead to a disruptive behaviour of the plasma. Discharges which do not exhibit sawteeth after the start-up show them occasionally (see poster) after a minor disruption which then has readjusted the density profile. Sawtoothing activity stops shortly before a density disruption occurs. Again peaked electron density profiles are observed. Strong $m = 2$ modes are then observed which possibly could interact with the internal mode activity.
SIMULATION OF TOKAMAK DISCHARGES WITH SAWTEETH
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Introduction

The simulation of tokamak discharges for which the safety factor \( q \) drops below 1 at the centre requires modelling of the internal disruptions, which are responsible for most of the outward transport from the central plasma. We have developed such a model and attached it to the 1D radial transport code ICARUS [1]. In the model an internal disruption is triggered when the resistively growing \( m=1 \) island reaches a critical value, \( \delta_c \), which depends on the radius of the \( q=1 \) surface and on the local shear. The disruption itself is modelled by a strong increase of the radial transport in the plasma centre. This paper shortly discusses the model and its application to discharges in the T-10 and TFR tokamaks, with and without auxiliary heating by electron cyclotron waves.

Model for internal disruptions

Analyses of the soft X-ray data of TFR [6,7] have shown that the size of the \( m=1 \) island at the onset of the internal disruption is some function of the local shear at the \( q=1 \) surface (\( \delta = r_s (3q/3r) \)) [2]. Ascribing the onset of the internal disruption to a transition to chaos predicts a critical island size, \( \delta_c \), which is inversely proportional to \( \delta \) [3]. Also ascribing the onset of the disruption to turbulence [4] is expected to give such a law. In order to have some flexibility, we have chosen \( \delta_c / r_s = A \delta^{-\alpha} \) in our simulations, where \( A \) and \( \alpha \) are adjusted in accordance with available experimental data on the saw-tooth activity. For the growth of the island we have chosen the law

\[
\delta^2(t) = \int_0^t \rho_s n \, dt',
\]

for nonlinear evolution given by Dubois and Samain [4], where \( \rho_s \) is the resistivity and \( t \) the time elapsed since the previous disruption.

The disruption itself is modelled by an increase of the radial transport of particles and energy within and around the \( q=1 \) surface, typically by a factor of 50-500. This increment and the duration of the disruptive phase are chosen such, that the decrease in density and temperature at the centre is in accordance with the experiments. The resistivity is not enhanced in the disruptive phase, so the \( q \)-profile is not affected.
Simulations of T-10 discharges

Measurements of the electron-temperature profile in T-10 [5] have provided us detailed information on the behaviour of this profile during disruptive discharges, both in ohmically-heated plasmas and in plasmas with a substantial additional heating with electron-cyclotron waves at the fundamental harmonic. Furthermore, measurements of the evolution of the perturbation on the $T_e$-profile caused by the sawtooth activity have given information on the heat conductivity in the outer 10 cm of the plasma.

Adjustment of the critical island parameters to the sawtooth data of an ohmic discharge with $B_T = 3$ T, $I_p = 440$ kA, $n_e(0) = 9 \times 10^{19}$ m$^{-3}$, $T_e(0) = 1100$ eV yielded $A = 0.11$ and $\alpha = 2$. For the transport coefficients we took the $x_e$ deduced from the evolution of the temperature perturbation, $x_e = 0.3$ m$^2$ s$^{-1}$ for $r < 15$ cm, $x_e = 0.3 + 9.7 \times 10^{-2} (r-15)$ m$^2$ s$^{-1}$ for $r$ up to 32.5 cm, the limiter radius. This $x_e$ is approximately 0.6 times the ALCATOR-INTOR value. The particle transport we took as $D_e = 0.35 x_e$, while for the ion thermal transport we used the neo-classical value. The neo-classical resistivity described the current profile evolution.

Figure 1 shows the behaviour in time of the central electron temperature, as simulated and as measured. Figure 2 shows at which time, elapsed since the occurrence of a disruption, the temperature disturbance reaches its maximum at different radii outside the region where the fast redistribution has taken place. These data which are closely related to the electron thermal transport in the outer parts are also in agreement with experimental values.
With the same set of transport and disruption parameters, simulation of a discharge with a lower plasma current $I_p = 350$ kA, with the same $B_T$ and $n_e(0)$, again yielded good agreement with experimental data, both in the ohmic phase and with additional heating with 400 kW of 0-mode microwave power at the fundamental electron-cyclotron harmonic. Figure 3 shows the behaviour of the central temperature in both phases, as simulated and as measured.

![Figure 3](image)

**Fig. 3.** Central temperature of T-10, ohmic and EC-heated. $B_T = 3$ T, $I_p = 355$ kA.

**Simulations of TFR-discharges**

An analysis of experimental data of TFR has shown us that in discharges with a toroidal magnetic field of 4 tesla, the critical island size is approximately $\delta_c/r_s = 0.011$ s$^{-2}$ [2]. Simulations of these discharges with $n_e x_e = (1.5+0.5 r/a) \times 10^{19}$ m$^{-3}$, $D_e = 0.25 x_e$, $x_i$ neoclassical and with Spitzers' resistivity yielded the sawteeth on $T_e(r)$ as presented in Fig. 4. For this discharge the plasma current was 300 kA, $T_e(0) = 1200$ eV and $n_e(0) = 1.7 \times 10^{20}$ m$^{-3}$. The results closely agree with experimental values [6].

Also simulations of discharges at a lower magnetic field (2.1 tesla) with and without electron-cyclotron heating showed reasonable agreement with experiments.
Conclusions

Prescribing the onset of an internal disruption when a resistively growing \( m=1 \) island reaches a critical value, \( \delta_c/r_s = A\tilde{s}^{-\alpha} \), which depends only on the shear on the \( q=1 \) surface, \( \tilde{s} \), yields simulations of tokamak discharges in agreement with experimental observations. Both discharges in T-10 and TFR can be simulated with \( \delta_c/r_s \sim \tilde{s}^{-2} \), the amplitude \( A \) being a factor of 10 different. This difference is to a large extent due to the fact that in TFR discharges the neoclassical correction on the resistivity was not taken into account, which gives higher values for \( q_0 \) and lower values for \( \tilde{s} \), while \( r_s \) is hardly affected.
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Abstract. Two new types of magnetic activity have been measured by the internal magnetic coils on a very fast time scale during the thermal relaxation produced by the internal disruption. They indicate a propagation at a wave speed, in addition to the usual thermal diffusion pulse.

I. INTRODUCTION. JET is at present the largest magnetic confinement device. The parameters are $B_\phi < 3.45$ T, $I_p < 5$ MA, $R = 2.96$ m, $a = 1.25$ m, discharge elongation $b/a < 1.6$ and energy confinement time close to a second.

JET is equipped with 144 magnetic coils distributed in 8 equidistant poloidal planes with 18 coils in each octant. This permits both toroidal and poloidal mode determination. These coils measure the magnetic field component parallel to the vacuum vessel wall (i.e., that principally oriented in the $b_\theta$ direction). These coils are protected by a 2.5 mm thick inconel 600 tube which integrates $b_\theta$ above 10 kHz. The signal is therefore proportional to $b_\theta$ below 10 kHz, whereas above 10 kHz it is proportional to the magnetic field $b_\theta$.

The other diagnostics used are electron cyclotron emission (ECE) in the Fabry-Perot mode, providing the electron temperature evolution on axis, various provisional soft X-ray diodes, viewing horizontally and tangentially through a central chord, the $H_\alpha$ light emission from the limiter, and a reflectometer signal measuring a constant density layer displacement.

II. FAST MAGNETIC PULSE. The first type of observed magnetic activity, which has been called the Gong-mode, takes the form of a fast $b_\theta$ pulse, lasting typically 1 ms and having a toroidal mode number $n = 1$. Its transient resembles a strongly-damped ($Q \sim 1-2$) motion, with an oscillation frequency between 2-6 kHz (Fig. 1).

The arrival of the "Gong"-motion at the edge is much in advance of the heat pulse as indicated by the limiter $H_\alpha$ light emission (Fig. 2). It appears in perfect simultaneity with the internal disruption, as measured by
the ECE central electron temperature fall on axis, which has been acquired on the same ADC-unit, with a sampling frequency of up to 40 kHz. During the internal disruption, the electron temperature drop lasts typically 50-200 μsec. The \( b_0 \) "Gong" signal measured at the edge sometimes even precedes the explosive phase of the internal disruption, as exhibited by the rapid fall of \( T_e \) on axis. Thus \( b_0 \) is capable of revealing the very first phases leading to the explosive process. The radial motion revealed by the reflectometer yields very similar information to the integrated \( b_0 \) signal.

The toroidal mode number \( n \), determined by using 4 low field side quasi-equatorial probes and integrating \( E_0 \), yields clearly an \( n = 1 \) motion, \( n = 0 \) and \( n = 2 \) components being an order of magnitude smaller. The poloidal distribution is evolutive and strongly asymmetric: the pulse occurs first predominantly on the outside equatorial position (coil 1 and 18, Fig. 3), then progressively "invades" the other poloidal angles. The \( m \)-number is seen to evolve rapidly towards higher \( m \)'s, with typically \( 3 \leq m \leq 5 \), as determined by the number of poloidal periods. The strong low/high field side asymmetry is of the order of 5 to 10, even with the plasma closer to the probes located near the inner wall than to the probes at the outer wall. One should stress the essentially different character of the "Gong" oscillation compared to the periodically enhanced \( m = 2, n = 1 \) island activity at lower frequency sometimes observed around the sawtooth drop\(^2\). These two activities are often observed to coexist. The helicity of the deformation is measured to be of the same sign than that of the field lines.

The amplitude of the "Gong" motion increases with decreasing \( q_0 \). It also increases when the sawtooth amplitude is enhanced during rf-heating. Typical \( b_0 \) amplitudes are in the range of \( 10^{-4} \) Tesla.

The mode structure obviously strongly "remembers" the \( n = 1, m = -1 \) helical structure of the \( q = 1 \) surface, located close to the core, from where the motion presumably originates. The observation of the \( n = 1 \) toroidal mode number can obviously not be explained by an \( n = 0 \) rearrangement of the equilibrium. Furthermore, the \( n \) number cannot be modified by toroidal and non-circular shape coupling, consistent with the observation. On the contrary, the poloidal modes \( m \) are coupled which may explain the various \( m \)-number measured, depending on conditions. The very fast transmission from the core to the edge indicates a wave phenomenon. The observed helicity is characteristic of the \( n > 0 \) side of the spectrum where the stable MHD-modes are close to zero frequency, i.e. \( n + m/q(r) = 0 \), with \( n = 1, q > 0 \) and \( n \) and \( m \) of opposite sign. The radial propagation may either originate from the coupling of such a low frequency wave with a fast wave (kink), or may be due to a global MHD-wave\(^3\). More experimental and theoretical investigations are needed.

II. MAGNETIC BROADBAND ACTIVITY. The level of magnetic broadband turbulence has been shown to be strongly related to electron confinement time both in ohmic discharges\(^4\) and in neutral beam-injected discharges\(^5\).

The \( b_0 \) spectrum measured between 10 and 60 kHz shows a \( f^{-2\pm1.5} \) dependence.
dence, with typical levels of a few $10^{-8}$ Tesla kHz$^{-1/2}$ at 10 kHz. This level is not sensitive to the amplitude of the $m = 2 \ n = 1$ Mirnov activity, except at the very high predisruptive amplitudes, for which it dramatically increases.

After each internal disruption, the magnetic broadband activity (at 15 kHz) exhibits a periodic enhancement of more than a factor 2 in low $q$ ($q_\psi < 3$) discharges, with a sharp rise less than half a millisecond after the internal disruption (Fig. 4). This increased activity is measured at the edge at a time before the heat pulse has reached the edge, as measured by the periodic H$_e$-light enhancements. We therefore conclude that confinement properties in the core and magnetic broadband activity are inversely related, and on time scales that seem to reveal a faster than a diffusive propagation.

IV. CONCLUSIONS. We have measured magnetic activity at the edge of the discharge related to the very central $q = 1$ internal disruption activity. The time scale indicates for both the described activities a wave rather than a solely diffusive propagation. The "Gong"-mode is characterised by $n = 1$, strong poloidal ballooning-like asymmetries, a step in $b_\theta$ with the main frequency component between 2-6 kHz, and the same sign of helicity as the field lines.
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Fig. 1: The "Gong"-mode exhibited by the $b_\theta$ signal at the time of the internal disruption, shown together with the central electron temperature drop (ECE)
Fig. 2: The internal disruption on $T_{e0}$, $b_\theta$, and the heat pulse indicated by the limiter $H_\alpha$ light emission.

Fig. 4: The magnetic broadband turbulence pulse ($b_\theta^{15\text{kHz}}$), shown together with soft X-rays, limiter $H_\alpha$, and the "Gong"-mode as a time-marker of the internal disruption.

Fig. 3: A poloidal section of the "Gong"-mode, showing the strong asymmetry.
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1. INTRODUCTION
Sawtooth instabilities /1/, which are observed in virtually all JET 'flat-top' discharges, have been investigated with a wide range of diagnostics: electron cyclotron emission, neutron emission, soft x-ray diodes, density interferometry and reflectometry, Hα and impurity emission, magnetic pick-up coils, and limiter viewing camera. Aspects of sawtooth activity studied include the onset of sawteeth at early discharge times, MHD oscillations associated with sawteeth, sawtooth fall times, 'giant' (double) sawteeth, and the variation of sawtooth behaviour when additional heating (ICRH) is applied. It is found that sawtooth behaviour in JET is not satisfactorily described by conventional models /2/ of the sawtooth instability.

2. INSTRUMENTATION
Second harmonic, extraordinary mode ECE is used to determine the temporal evolution of the electron temperature in JET /3/. An absolutely calibrated Michelson interferometer measures the electron temperature profile with a scan time of 15 ms. A static Fabry-Perot interferometer and, more recently, a twelve channel grating polychromator /3/ provide high time resolution measurements of the variation of electron temperature at predetermined radii. Both instruments may be scanned across the plasma on a shot-to-shot basis. Ion temperature measurements are obtained from a neutron total yield monitor /3/.

A provisional 4-channel surface barrier diode array viewing just above and below the JET midplane provides measurements of soft x-ray emission. Density measurements are obtained from a seven-channel far-infrared interferometer, and a single channel 2-mm interferometer. Although the latter instrument measures the line integral of the electron density along a vertical chord, correlations of sawtooth measurements with the soft x-ray and ECE measurements reveal that it is a sensitive detector of sawtooth activity and
associated MHD oscillations. In addition, a microwave reflectometer monitors the variation of plasma density near the plasma edge.

Edge diagnostics available include Hα and impurity line emission, infrared thermography of the limiters, and magnetic pick-up coils.

3. SAWTOOTH ACTIVITY IN OHMIC DISCHARGES

Analysis of sawtooth behaviour in JET indicates that two distinct sawtooth regimes exist during ohmic discharges. During the current rise phase (which lasts several seconds), and during the current flat-top in discharges with high values of $q_{\text{eq}}$ ($\approx 10$), sawteeth are generally preceded by a growing odd $m$ (presumably $m=1$) oscillation with a frequency in the range $0.1-1$ kHz. At such times the electron temperature profile is very peaked and the sawtooth inversion radius may be only 10 cm. Figure 1(a) shows a striking example, measured by 2 mm interferometry, in which the MHD oscillation frequency decreases during successive sawteeth. The corresponding electron temperature profile is shown in Figure 1(b) (note that $R_0 = 2.96$ m and $a = 1.25$ m).

During the current flat-top in most JET discharges, a second sawtooth regime is observed: sawtooth behaviour may be very irregular with 'single' and so-called 'giant' sawteeth /4/ occurring, apparently at random. The principal characteristic of this regime is that precursor oscillations are invariably absent, though successor oscillations are often observed. In addition, 'giant' sawteeth exhibit a partial sawtooth which i) does not penetrate to the plasma axis, ii) may occur on either the high-field or low-field side of the plasma axis, and iii) within the resolution of the diagnostics ($\approx 5$ cm), has the same inversion radius as the full sawtooth. Figure 2 shows such a sawtooth measured by the twelve-channel ECE grating polychromator. Note that only every second channel is shown.

There are several possible explanations for the lack of precursor oscillations in this regime: there may be no magnetic island; an island may exist but be locked; there may be a very small rotating island which is beyond the resolution of the diagnostic instrumentation; or the growth time of the island may be so short that no significant rotation occurs before the disruption. These possibilities are currently under investigation, but it is clear that there is a discrepancy between these observations and the conventional picture of the sawtooth instability /2/. Similar discrepancies have been observed previously in TFR/5/.

A further aspect of sawtooth activity in JET not explained by the conventional model is the collapse time. Figure 3 shows a time interval of 1 ms around the collapse of central electron temperature. This observation was obtained from an ECE Fabry-Perot with signal bandwidth of 100 kHz and a sampling rate of 40 kHz. The electron temperature profiles obtained from the Michelson interferometer before and after the sawtooth collapse are also shown. It is clear that the collapse time is $\approx 100 \mu$s. Typical sawtooth collapse times in JET lie in the range 100-200 $\mu$s, though a range of times of up to 1 ms have been observed within a single discharge. The model of the sawtooth collapse due to Kadomtsev /2/ predicts that

$$\tau_c \approx \left( \frac{\tau_R \tau^*}{\tau_R^*} \right)^{1/2}$$

(1)

where $\tau_c$ is the resistive diffusion time, and $\tau^*$ the Alfvén transit time in the helical magnetic field $B^*$ associated with the sawtooth. For the discharge parameters relevant to the case shown in Figure 3, and making the simplest assumptions about the development of $B^*$, equation (1) gives $\tau_c \gtrsim 10$ ms.

4. SAWTOOTH ACTIVITY WITH ADDITIONAL HEATING

During additional heating experiments in JET, carried out with up to 5 MW of ICRH for periods of 1 - 3 seconds /3/, sawtooth activity exhibits the same
basic behaviour as in ohmic discharges, though with some modifications. The most striking of these is a substantial increase in sawtooth amplitude. Whereas the electron temperature fluctuation due to sawteeth in ohmic discharges is ~15%, during ICRH the fluctuation on axis rises to 30 - 50% of the maximum electron temperature. By comparison, the ion temperature shows a modest increase from ~10% during ohmic heating, to 10 - 15% during ICRH (while the average ion temperature on axis may show a substantial increase of order 30%).

The sawtooth inversion radius increases slightly during ICRH, but this may simply reflect an acceleration of the gradual expansion of the inversion radius which occurs during the current flat-top. In addition, the sawtooth period increases slightly relative to the ohmic phase, but giant sawteeth with a period ~300 ms have been observed. However, the details vary depending on the target plasma, heating mode, antenna coupling, and power level.

A remarkable feature of this heating regime is the observation at relatively low values of $q_{\text{cyl}}$ ($I_0 = 4$ MA, $B = 3.4$T, $q_{\text{cyl}} = 3.3$) of a large saturated MHD oscillation preceding the sawtooth collapse. This mode may exist in a saturated state for up to half the sawtooth period, with an amplitude >30% of the sawtooth amplitude. An example of this phenomenon is shown in Figure 4. Correlation of soft x-ray and ECE signals indicate that this is an $n = 1, m = 1$ mode.

5. PLASMA DIAGNOSIS BY SAWTEETH

Analysis of the measured changes in temperature and density associated with sawteeth permits the determination of plasma parameters inaccessible to conventional diagnostic techniques. The use of the sawtooth heat pulse to investigate thermal diffusivity is well known /6/ and has been applied to JET plasmas /3/.

Measurements of sawtooth fluctuations in the line integrated density have been used, together with some modelling assumptions about the variation in the electron density profile, to investigate particle convection in the centre of the discharge. It is found that the fuelling of the core of the discharge, and restoration of the peaked density profile between sawteeth can be explained by the neoclassical pinch effect /7/, with pinch velocities in the range $5 - 10 \times 10^{-2}$m/s. The role of this effect in the buildup of the plasma density profile is still under investigation.

Study of the periodic electron and ion temperature variations during sawteeth allows the different components of the energy balance in the central region to be distinguished. Using an axial current derived from the condition that $q = 1$ on axis, ohmic heating during sawteeth can be derived. The mean rate of increase in the electron temperature during the sawtooth recovery phase then gives a measure of the central resistivity and hence of $Z_{\text{eff}}$. Thus, for a typical JET ohmic discharge, this yields $Z_{\text{eff}}(o) = 5$ compared with $Z_{\text{eff}} = 4$, derived from the neoclassical resistivity, and $Z_{\text{eff}} = 3$, calculated from visible Bremsstrahlung measurements.

REFERENCES
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/5/ M A Dubois et al, Nucl. Fus. 23 147 (1983)
Figure 1: (a) Sawtooth density fluctuations measured by 2 mm interferometry during the rise phase of a JET discharge. (b) Temperature profile at this time measured by an ECE Michelson interferometer.

Figure 2: Partial and complete temperature sawtooth measured by an ECE grating polychromator.

Figure 3: (a) A time interval of 1 ms around the collapse of a sawtooth measured by an ECE Fabry-Perot interferometer. (b) The temperature profiles measured before (solid lines) and after (dotted lines) the collapse, measured by an ECE Michelson interferometer.

Figure 4: Sawtooth measured by an ECE Fabry Perot interferometer, during ICRH, showing large saturated MHD oscillation.
COMPOUND SAWTEETH AND HEAT PULSE PROPAGATION IN TFTR
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ABSTRACT: A compound sawtooth in TFTR [1] is shown to consist of a subordinate relaxation, which typically does not affect the central electron temperature, but flattens $T_e$ in an annulus around the magnetic axis, followed by a main relaxation, which reduces $T_e(0)$ but has a smaller inversion radius. The $\chi_e$ determined from heat pulse propagation in TFTR [2] usually exceeds that determined from background plasma power balance considerations by a factor ranging from 2 to 40.

SAWTOOTH ACTIVITY: Three types of sawtooth activity have been identified in TFTR: (1) simple or normal sawteeth, (2) small sawteeth and (3) compound sawteeth. Figure 1(a) shows simple sawteeth which are observed in TFTR plasmas with small minor radius ($a < 60\text{cm}$) and/or high $q_a$. The compound sawteeth shown in Fig. 1(c) are sometimes observed in bursts interspersed with small sawteeth (Fig. 1(b)). Table 1 lists some of the characteristics for the three types of sawteeth in TFTR.

<table>
<thead>
<tr>
<th>TABLE 1: TFTR SAWTOOTH SUMMARY</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMPLE/SMALL/COMPOUND</td>
</tr>
<tr>
<td>NORMAL/SUBORDINATE/MAIN</td>
</tr>
<tr>
<td>$r_1$</td>
</tr>
<tr>
<td>$q$</td>
</tr>
<tr>
<td>$\tau_{ek}$</td>
</tr>
<tr>
<td>Crash time($m/n=0/0$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m/n=1/1$ PRECURSOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A/A$ ($m/n=1/1$)</td>
</tr>
<tr>
<td>Growth time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m/n=3/2$ SUCCESSOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A/A$</td>
</tr>
<tr>
<td>Damping time</td>
</tr>
<tr>
<td>Mixing zone $\chi_{HP}/\chi_{PB}$</td>
</tr>
</tbody>
</table>
Simple tokamak sawtooth oscillations are a series of \( m/n=0/0 \) relaxations, each with an \( m/n=1/1 \) precursor mode. In contrast, compound sawteeth (observed in recent large tokamaks [3-6]) consist of a subordinate relaxation followed by a large (up to 20%) main relaxation with a smaller inversion radius. Compound sawteeth are commonly called "double sawteeth" because of their approximate double period in most cases.

Compound sawteeth appear frequently in ohmically heated TFTR plasmas with high plasma current (\( I_p > 1.0 \) MA) and/or high density (\( n_e > 2.0 \times 10^{19} \) m\(^{-3}\)). However, compound sawteeth do not always appear in these discharge regimes; instead, small sawteeth can be present. For these conditions, flat or slightly hollow current profiles form from the previous relaxation and evolve slowly between sawteeth because of the long skin time in the central region of the plasma. Thus, the compound sawteeth may be associated with relatively flat or hollow current profiles. Figure 2 shows that the main relaxation flattens the central temperature profile while the subordinate relaxation affects only the intermediate radii of the plasma. This suggests that the main relaxation is caused by a full reconnection, including the hot core at the center, while the subordinate relaxation does not affect the hot core. Because small and compound sawteeth are usually observed together, this suggests that a small or localized change of plasma parameters affects the characteristics of the sawtooth significantly. Small sawteeth are very similar to simple or normal sawteeth, except that the amplitude of the \( m/n=1/1 \) precursor is low and the \( m/n=1/1 \) successor oscillations are large. These observations suggest the presence of two \( q=1 \) surfaces.

Expanded views of one compound sawtooth are shown in Fig. 2. The \( m/n=1/1 \) precursor oscillation is seen to be small. This may imply that
The time evolution of the precursor mode is different from that of the simple sawtooth observed in earlier tokamaks; the main relaxation is associated with a small amplitude m=1 precursor mode, and the subordinate relaxation has an m=1 precursor with a larger amplitude m=1 successor.

**HEAT PULSE PROPAGATION:** The propagation of the sawtooth induced heat pulse is measured using a horizontally viewing soft x-ray array with about 5cm resolution at the tangency radius and with a fast ECE system which gives a $T_e$ profile with about 5cm resolution every 4ms. The data are analysed using the time-to-peak method [7] as well as by a phase shift analysis based upon a Fourier expansion in time of the perturbed heat diffusion equation [2]. The solution of the resulting equation shows
that the phase shift of a given harmonic increases linearly with radius, with slope \( \frac{d\phi}{dr} = \frac{3n\omega}{4X} \) where \( \omega = 2\pi/t_{\text{saw}} \) and \( n \) is the harmonic. Analysis of the ECE and soft x-ray data using these techniques yields similar results.

Analytic and computer solutions of the electron heat diffusion equation have been used to clarify previous work, develop new methods for determining \( \chi_e \) from phase analysis and pulse shape techniques, and make comparisons with the experimentally observed space-time evolution of \( T_e[2] \).

The sawtooth induced electron temperature perturbations are found to diffuse through the TFTR plasma at a rate \( \chi_e^{\text{HP}} \) which is faster than that expected from the overall equilibrium electron heat transport \( \chi_e^{\text{PB}} \), as shown in Figure 3. While extensive work has shown that the space-time evolution of the heat pulse is consistent with a diffusive process we do not have a viable model to explain why \( \chi_e^{\text{HP}} > \chi_e^{\text{PB}} \). Resolution of this discrepancy could shed considerable light on the anomalous transport mechanisms operative in large tokamak plasmas such as TFTR.
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ANALYSIS OF SAWTOOTH RELAXATIONS IN OHMIC AND RF HEATED DISCHARGES OF THE FT TOKAMAK
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PROPAGATION OF THE HEAT AND ELECTRIC FIELD PULSES

The effect of the sawtooth activity is often felt in FT (in particular at low $q_L$) as modulation of various signals such as soft X-rays diodes looking up to $4/5$ of the minor radius $a = 20$ cm, $D_0$ emission and loop voltage. The time delay between the signals observed in the central region of the plasma and those observed at the edge is very short (1-2 msec) as shown in Fig. 1. The Kadomtsev model [1] for the sawtooth activity predicts that perturbations of electron temperature $T_e$ and magnetic field $B_0$ are generated in the central region of the plasma. The $B_0$ perturbation after the internal disruption is evaluated by assuming $m/n = \frac{1}{1}$ helical flux conservation and the $T_e$ perturbation by assuming energy conservation during the reconnection up to the reconnection radius $r = r_c$. We study whether the diffusion of such perturbations is in agreement respectively with the anomalous thermal conductivity $\chi_e(r)$ as deduced from the power balance of the discharge and with the neoclassical electrical conductivity $\sigma(r) = \sigma(T_e)$ calculated from the steady state electron temperature profile $T_e(r)$. We solve in cylindrical geometry the two linear decoupled diffusive equations

$$\frac{\partial^2}{\partial r^2} \tilde{T}_e(r,t) + \frac{1}{r} \frac{\partial}{\partial r} \tilde{T}_e(r,t) - \frac{3}{2} \frac{1}{\chi_e(r)} \frac{\partial}{\partial t} \tilde{T}_e(r,t) = 0$$

(1)

$$\frac{\partial^2}{\partial r^2} \tilde{B}_0(r,t) + \frac{1}{r} \frac{\partial}{\partial r} \tilde{B}_0(r,t) - \frac{\tilde{B}_0(r,t)}{r^2} - \mu_0 \sigma_0(r) \frac{\partial}{\partial t} \tilde{B}_0(r,t) = 0$$

(2)

with boundary conditions

$$\tilde{T}_e(a,t) = 0, \quad \tilde{B}_0(a,t) = 0$$

(3)

and initial conditions $\tilde{T}_e(r,0), \tilde{B}_0(r,0)$ as deduced from the Kadomtsev reconnection model. In Fig. 3 the calculated $\tilde{T}_e(r,t)$ evolution is shown for radii outside the reconnection region ($r > r_c$). The calculated time-delay at the edge is in remarkable agreement with the experimental results. If the thermal conductivity is multiplied by an arbitrary factor $\alpha \chi_e(r)$ the agreement is still reasonable in the range $0.5 < \alpha < 2$. Also the calculated loop voltage time delay is in agreement within a factor 2 with the experimental observations. A more detailed comparison with the experimental soft X-ray flux is shown in Fig. 4. We compute the SXR emission from a plasma contaminated by Fe and O whose concentrations are deduced from spectroscopic measurements and match the resistive $Z_{eff}^B$ Bremsstrahlung, recombination and K and L lines radiation are taken into account assuming coronal equilibrium.
ELECTRIC FIELD PROFILE AT LOW $q_L$

At low $q_L$ ($\sim 2.5$) the electron temperature profile appears to be quite flat in the central region of the discharge, the sawtooth inversion radius is between 7 and 9 cm with a period $T_R$ between 3 and 9 msec, amplitudes $\Delta n / n_1 \sim \sim 3\%$ and $\Delta T(r_0) / T(r_0) \sim 15\%$. From the measured profiles, assuming $Z_{\text{eff}}(r)$ = constant, the following parameters are obtained: $q$ on magnetic axis $0.4 < q(0) < 0.7$, radius of $q = 1$ resonance $9 < r < 11$ cm, effective ion charge $1 < Z_{\text{eff}} < 1.5$. Such $q(0)$ value is quite low and it is not very sensitive to neoclassical corrections for the resistivity neither to various attempts of peaking the $Z_{\text{eff}}(r)$ profile. So the main questionable point remains the assumed $T_{\text{eff}}$ coupling between electron temperature and current density. In order to investigate such question we have solved the system of coupled non-linear diffusion equations for the perturbed quantities $T_e$ and $B_\theta$:

$$\frac{\partial^2}{\partial r^2} \tilde{T}_e(r,t) + \frac{1}{r} \frac{\partial}{\partial r} \tilde{T}_e(r,t) - \frac{3}{2} \frac{1}{X_e(r)} \frac{\partial}{\partial r} \tilde{T}_e(r,t) = \frac{J^2(r,t)}{(\sigma_0(r)+\sigma(r,t))} - \frac{J^2_0(r)}{\sigma_0(r)}$$

$$\frac{\partial^2}{\partial r^2} \tilde{B}_\theta(r,t) + \frac{1}{r} \frac{\partial}{\partial r} \tilde{B}_\theta(r,t) - \frac{\tilde{B}_\theta(r,t)}{r^2} - \mu_0 \sigma_0(r) \frac{\partial}{\partial r} \tilde{B}_\theta(r,t) = \mu_0 \tilde{\sigma}(r,t) \frac{\partial}{\partial r} \tilde{B}_\theta(r,t) + \mu_0 \left[ E(r,t) \frac{\partial}{\partial r} \sigma(r,t) - E_0 \frac{\partial}{\partial r} \sigma(r) \right]$$

where $E_0$ is the steady state ($T_R \to \infty$) applied electric field, $J(r) = \sigma(r)E$ is the steady state current density, $\sigma(t) = \sigma(T + T)$ is the perturbed electrical conductivity, $J(r,t) = \sigma_0(r) + \sigma(r,t) - \sigma(r,t)$ is the current density and $E(r,t) = J(r,t)/\sigma(r,t)$ is the electric field. The asymptotic solutions of Eqs (4), (5) with boundary conditions (3), has been derived by an iterative procedure in which the initial conditions $\tilde{T}_e(r,0), \tilde{B}_\theta(r,0)$ are iteratively calculated from the Kadomtsev reconnection model after a given sawtooth repetition time $T = T_R$. In the case of low $q_L$ discharges, the observed repetition time is imposed: the asymptotic solution for the current density profile is remarkably lower, in the central region, than the steady state profile [2] (see Fig. 5). Consequently the time averaged electric field profile can not be considered uniform over the plasma cross section for the low $q_L$ discharges in FT. This suggests that the real $q$ in the center is at all times very near to $q(0) = 1$. On the other hand the electron temperature is able to recover during the sawtooth period as shown in Fig. 6.

SAWTOOTH REPETITION TIME FOR OHMIC AND RF HEATED DISCHARGES

The model of the coupled non-linear Eqs (4), (5) shows that two characteristic times are present in the relaxation of the current density profile: the shorter one is related via non-linear terms to the evolution of the temperature profile and the longer one is the resistive diffusion time for the decay of the initial condition $\tilde{B}_\theta(r,0)$. If the asymptotic solution of Eqs (4), (5) is searched prescribing a repetition time $T_R$ shorter than the first characteristic time the $q$ value is greater than one in the centre inhibiting any further reconnection. After that $q(0) \leq 1$ appears in the centre and a
sudden variation of $r$ is obtained increasing the imposed $\tau_R$ which is at the end followed by a much slower variation toward the steady-state ($\tau_R \to \infty$) [3]. Figure 7 and Figure B show this behaviour for two different ohmic discharges: in both cases it appears that the experimental repetition time is near the minimum $\tau_R$ that allows the reconnection. Using this self consistent argument it is possible to analyze the observed sudden increase of the sawtooth period when the LH heating is applied on a sawtoothing discharge (see Fig. 2). This sudden increase can be justified either by a sudden increase of the electrical conductivity of the discharge or by a sudden decrease of its thermal conductivity as soon as the RF wave is applied. A rough model in which these two quantities are multiplied by a factor constant over the radius, i.e. $\sigma_{RF}(r) = k_1 \sigma(r)$ or $\chi_{\text{eff}}(r) = \chi_e(r)/k_2$ has been used. An increase of the sawtooth period consistent with the experimental results is obtained respectively for values of $k_1 \approx 1.75$ or $k_2 \approx 4$.

Fig. 1 - Experimental delay between central SXR sawtooth, loop voltage and $D_\alpha$ emission at the edge.

Fig. 2 - Increase of the sawtooth period when 300 kW of LH heating on applied.

Fig. 3 - Calculated $\bar{T}_e(r,t)$ evolution outside the reconnection radius $r=r_0$.

Discharge parameters are $B_0=38.3$ kG, $I_p=362$ kA, $n_e(0)=7 \times 10^{13}$ cm$^{-3}$, $T_e(0)=1080$ eV, $Z_{\text{eff}}=1.7$, $q_L=2.5$, $\tau_R=2.7$ msec.

Fig. 4 - Comparison between experimental and calculated SXR emission.
Fig. 5 - Typical low $q_L$ discharge: steady state $J(r)$ profile, $J(r,t)$ profile excursion resulting from sawtooth activity and time averaged electric field $\langle E(r) \rangle$.

Fig. 6 - Typical low $q_L$ discharge: steady state $T_e(0)$ profile and $T_e(r,t)$ profile excursion resulting from sawtooth activity.

Fig. 7 - Calculated radius $r$ of $q=1$ vs sawtooth repetition time $\tau_R$ for a low density discharge ($n_e = 4.5 \times 10^{13}$ cm$^{-3}$).

Fig. 8 - Calculated radius $r$ of $q=1$ vs sawtooth repetition time $\tau_R$ for a high density discharge ($n_e = 3 \times 10^{14}$ cm$^{-3}$).
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Internal Disruption Study in T-10 Plasmas
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The study of internal disruption has been carried out since 1973 /1/, but its nature is not clear yet. ECRH provides new opportunities for such a study because it allows actively affect internal disruption. The main diagnostics used in this study on T-10 are X-ray imaging system with a slot aperture, Si(Li)-spectrometers and 2-channel superheterodyne EC-radiometer. The imaging system has a spatial resolution 1.5 cm and a time resolution 0.04 ms. The plasma parameters were \( I_p = 50-600 \) kA, \( B_t = 1.5-3.5 \) T, \( a_L = 17-34 \) cm, \( n_e = (1.5+6) \times 10^{13} \) cm\(^{-3}\).

1. Internal disruption is known to be often accompanied by sinusoidal oscillations \( m=1, n=1 \) which should exhibit on the \( q=1 \) surface /1/. The phase analysis of signals from the detectors spread in poloidal and toroidal directions on T-10 indicates that the \( m=1, n=1 \) structure too. A maximum in the relative amplitude of sinusoidal oscillations falls to a phase-reverse radius of sawteeth, \( r_s \), on T-10, as well as in /1/. Hence, one can conclude that the \( r_s \)-surface coincides with the \( q=1 \) surface. Also, close to 1 is \( q(r_e) \) calculated from the \( T_e \)-profile (see Fig.1).

2. Studies of sinusoidal oscillations which regularly accompanied internal disruptions led to the conclusion /1,2/ that internal disruption was the result of the \( m=1, n=1 \) mode growth. However, an irregularity in the emergence of sinusoidal oscillations in a series of internal disruptions is registered on T-10: the oscillations can accompany only some disruptions and have different amplitudes in different cases, they can continue or emerge after a disruption, can appear instead of a disruption. On the other hand, sinusoidal oscillations, as it has been shown in /1/ and confirmed on T-10, is a result of the \( m=1 \) mode rotation with a definite velocity, namely, that of the electron dia-
magnetic drift. Therefore, the irregular emergence of sinusoidal oscillations means most probably the absence of perturbation than the absence of rotation. The irregularity indicates that there is no connection between the \( m=1 \) mode and internal disruption, although they are often correlate with each other. The absence of connection contradicts the heuristic theories developed in /2, 3/.

3. Coincidence between the \( r_s \)-surface and the \( q=1 \) surface means that the presence of the latter in the plasma column is the necessary condition for the development of internal disruption. However, this condition is not sufficient: time which is needed to suppress sawteeth at the ECRH start-up /4/ is considerably shorter than their period, so that the \( q=1 \) surface should remain inside the plasma column. To find the sufficient condition a logarithmic gradient in \( T_e \) on the \( r_s \)-surface has been analyzed and it has been shown that it is equal to \( (4.7 \pm 0.6) \times 10^{-2} \) cm\(^{-1}\) just before disruption in all the regimes under study. Therefore, one can conclude that the fulfillment of this equality is the second necessary condition for the development of disruption. This condition is equivalent to the presence of a critical value of

\[
\frac{d \ln (n_e T_e)}{dr} \text{ at } r_s,
\]

as the \( n_e \)-gradient is close to 0 there. Satisfaction of both necessary conditions mentioned above could be considered as the sufficient condition for the development of disruption. However, some cases have been registered on T-10, when sawteeth were absent though both conditions were fulfilled.

4. During ECRH: a) sawteeth are suppressed when the resonance zone is displaced out of the \( r_s \)-surface /4/; b) sawteeth are excited in plasma with low \( \bar{n}_e < \bar{n}_e \text{ cr} \), at which they are absent at the Ohmic stage (Fig.2), in this case \( r_s \) is the same as that in plasmas with higher \( n_e \) at the Ohmic stage; c) "additional" internal disruption appear, their \( r_s \) being less than that of the "main" ones (Fig.3, see also Fig.1).

5. Study of dependence of the main characteristics of internal disruption, \( r_s \) and \( T \), on plasma parameters has shown that: \( r_s \propto \frac{1}{q_L} \) (Fig.1), \( r_s \) does not depend on \( n_e \) and is not practically changed under ECRH at any position of the resonance zone; period \( T \) is proportional to \( \bar{n}_e \) at \( q_L<3 \), does not depend on \( n_e \) at \( q_L>3 \), weakly depends on \( q_L \) at \( \bar{n}_e= \text{ const} \), considerably changes under
ECRH. Comparison between the dependences of $r_s$ and $T$ on the plasma parameters points out the absence of the direct connection between these two values. This conclusion contradicts both the numerical simulation /5/ based on the model /2/ and the experimental results from TFR /6/.

6. Comparison between a quasi-stationary profile of $T_e$ and the amplitude of $T_e$-change in sawteeth, measured by radiometer, shows that the reconnection is not complete at the moment of disruption within the $r_s$-surface, at $q_L \gg 4$. Probably, the full reconnection takes place in plasmas with $q_L \approx 2$. The absence of the full reconnection at higher $q_L$ is indicated also by the conservation of sinusoidal oscillations and of the peaked profile of X-ray intensity after disruption.

In summary, some results obtained yet in /1/ and explained in /2/ were confirmed on T-10, but some phenomena are in contradiction with the model /2/: a) the complete reconnection inside $r_s$ does not occur at the time of disruption, at least with $q_L \gg 1$; b) there is no direct connection between internal disruption and $m=1$ mode and between $r_s$ and $T$; c) presence of the $q=1$ surface in plasma is not sufficient for the internal disruption development; d) coexistence of disruptions with different $r_s$'s is possible.

/2/. B.B. Kadomtsev. Fizika Plasmy. 1, 710(1975)

Figure Captions:
Fig.1. The dependence of $x_s$ ($\circ$), of the $q=1$ radius ($\circ$) and of $x_s$ for additional disruptions ($\Delta$) on $q_L$ ($x_s$ are the chords of phase inversion). The curves are the $1/q_L$ dependence.

Fig.2. The regions of the internal disruption existence (above the curves) in Ohmic phase (solid curve) and under ECRH.

Fig.3. The X-ray detector signal scopes under central ECRH. The additional disruption is shown. $B_t = 3.04$ T, $q_L = 2.5$. 
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TOPOLOGICAL INvariant OF THE TOKAMAK CONFIGURATION AND
ITS ROLE IN PROCESSES LEADING TO FAST REDISTRIBUTION OF
THE PLASMA CURRENT

A. Montvai, S. Zoletnik
Central Research Institute for Physics
H-1525 Budapest, P.O.Box 49, Hungary

It is shown, that the total helicity of the plasma
-magnetic configuration of the tokamak type:

\[ I_\theta = \int A \cdot B \, d\vec{u} \]

delivers a measure for the topological complexity of the
system of magnetic lines of force. Here \( \vec{A} \) and \( \vec{B} \) is the
magnetic vector potential and the vector of induction
respectively, and the integration is done in a volume
appropriately chosen, which is limited by magnetic surfaces.

Numerical investigation reveals the strong dependence
of the invariant upon: the current density distribution
of the plasma. As a consequence, in processes which are
fast as compared to the skin time-scale of the system,
the invariant plays significant dynamical role. This
effect gives a natural explanation of the current jump
encountered in the regimes of the MT-1 tokamak denoted as
regimes with "giant sawtooth oscillation".
DENSITY LIMIT DISRUPTIONS IN JET
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Abstract
The experimental observations on density limit disruptions in JET are consistent with a model in which radiation losses lead to a strongly mhd unstable configuration.

Introduction
The operating regime in JET has a disruption density limit given approximately by

\[ \left[ \frac{\bar{n}}{10^{13}} \right] < 12 \frac{B_T}{R_0 q_c} \]

where \( \bar{n} \) is the mean electron density, \( B_T \) the toroidal magnetic field, \( R_0 \) the major radius of the plasma and \( q_c = 2AB_T/\mu_0 I_R \), \( A \) being the plasma area and \( I \) the plasma current. For a given value of plasma current the highest electron density is achieved at disruptions on the current fall, that is for currents lower than the peak current. Figure 1 shows a plot of such disruptions in the Hugill diagram.

Radiation [1-7]
It is found that prior to density limit disruptions, the total radiation in the plasma increases, reaching a value \( \sim 100\% \) of the input power at the time of disruption. This radiation comes mainly from the edge of the plasma. The relationship between this variation in radiated power and the quantity \( \bar{n}Rq_c/B_T \) can be seen from a simple model. Inside the radiating layer the radiation losses are balanced by thermal conduction, and taking the layer to be thin
$K \frac{d^2 T}{dr^2} = R(T) f n_e^2$

where $K$ is the thermal conductivity, $R(T)$ the radiation parameter and $f$ the ratio of impurity ion density to electron density. Integration of this equation across the layer gives the radiated power as a fraction, $\Phi$, of the total plasma heating power.

$$\Phi = 1 - \left[ 1 - \frac{8 \pi^2 A K R \int_0^{\infty} f n_e^2}{p^2} \right]^{\frac{1}{2}}$$

(2)

where $R_1 = \int R \, dT$, $P$ is the plasma heating power per unit length and $A$ is the plasma area.

Now $2 \pi R_0^2 P = V I = V 2 A B T / \mu_0 R_0 Q_C$ where $V$ is the loop voltage, and substitution into equation (2) gives the relationship between $\Phi$ and $n_e R_0 Q_C / B_T$,

$$\Phi = 1 - \left[ 1 - \alpha^2 \left( \frac{n_e R_0 Q_C}{B_T} \right)^2 \right]^{\frac{1}{4}}$$

(3)

where

$$\alpha^2 = 8 \pi^2 K R_1 (\mu_0 R_0 / V)^2 / A.$$

This relationship is complicated but it can be seen from equation (3) how the observed growth of the radiation fraction $\Phi$ can occur as the disruption parameter $n_e R_0 Q_C / B_T$ is increased. Figure 2 shows the result of a bolometer measurement of $\Phi$ as a function of $n_e R_0 Q_C / B_T$ during a particular discharge together with a normalised plot of equation (3) assuming $\alpha$ is a constant and that $n_e \approx R$.

Stability to contraction

When $\Phi = 1$ the plasma is thermally disconnected from the limiter. This may or may not lead to a contraction of the plasma. Some understanding of this question can be obtained from a simple model in which the plasma is taken to be circular and the radius, $a_p$, of the radiating layer is taken as the dependent parameter. Thus the energy balance equation may be written

$$\frac{d}{dt} \left( \pi a_p^2 \varepsilon \right) = I^2 R_p (a_p) + 2 \pi \left[ - c n_e (a_p) a_p - K \frac{T_R}{\alpha - a_p} a_p \right]$$

(4)

where $\varepsilon$ is the average plasma energy density, $I$ is the plasma current and $R_p$ the plasma resistance per unit length. The second term gives the radiation loss, the linear dependence on $n_e$ coming from the analysis outlined above, and the last term gives the thermal conduction loss from the layer, $T_R$ being the temperature of the peak in the radiation parameter and $a$ the radius of the limiter. Linearisation of equation (4) with constant $I$ leads to the stability equation:

$$\gamma T_E = \left[ \frac{a_p}{R_p} \frac{d R_p}{da_p} - \phi \left[ 1 + \frac{a_p}{n_e} \frac{d n_e}{da_p} \right] - (1 - \Phi) \frac{a_p}{\alpha - a_p} \right]$$

where $\gamma$ is the growth rate and $T_E$ is the energy confinement time.

It is seen that under normal circumstances, with $\Phi$ well below unity, the last
term dominates because of the small denominator \( a - a_p \). The plasma is then stable to contraction. However as \( \phi \) approaches unity this term goes to zero. The plasma is then unstable to contraction if

\[
\frac{a}{n_e} \frac{dn}{da} > 1 - \frac{a}{R_p} \frac{dR}{da}
\]

It is very difficult to determine this criterion theoretically because of the complexity of physics involved. However the experimental results indicate that both stable and unstable behaviour is possible. Figure 3 shows the contraction of the radiation layer observed before a disruption and Figure 4 shows the contraction of the electron temperature profile.

![Figure 3: Radiated power against radius before disruption.](image1)

![Figure 4: Electron temperature profiles](image2)

Disconnection and disruption

Contraction of the temperature profile leads to an increasingly unstable current profile and ultimately disruption can result [8]. The condition for 100% radiation as given by equation (3) is

\[
\frac{n e^R}{B_T} = \frac{1}{\alpha} \frac{1}{d \phi_c}
\]

It is clear that the form of this relation is similar to that of the disruption boundary shown in Figure 1. However what is plotted in Figure 1 is the instant of disruption whereas condition (5) is the condition for 100% radiation. These must be separated in time by a time \( \gamma^{-1} \approx \tau_e \approx 1 \text{sec} \). A consistent description requires therefore that there should be an event prior to the disruption which marks the onset of the contraction. A candidate for this is the onset of a hesitation in the density \( \tilde{n}(t) \), which is observed typically 1 second before the disruption as shown in Figure 5. In Figure 6 the hesitation onsets are plotted for discharges during a given period of operation.

In many discharges no disruption occurs and the time trajectory in the Hugill diagram follows the direction of the hesitation and disruption lines. It seems likely that these are cases where the 100% radiation limit is reached but where the plasma is stable to contraction.
Simulation

A computer calculation has been carried out to simulate the disruption model outlined above. The code uses the large aspect-ratio, circular approximation. Maxwell's equations are solved together with an energy transport equation including the effects of impurity radiation losses. The self-consistent quasi-linear tearing mode island growth and the effect of the m=1 mode are followed in time. Figure 7 gives results from these calculations showing the inward movement of the radiating layer leading to a disruptively unstable current profile.

![Image of Fig 5: Time dependence of electron line density showing hesitation before disruption.]

![Image of Fig 6: Hesitation onsets plotted in (I, ∫n d²) diagram.]

![Image of Fig 7: Plots of simulation results showing time development of the temperature and current density.]
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Introduction

The main aim of JET is the study of plasmas in which α-particle heating is a significant part of the input power and this depends on reaching a value of the product \( n^4 T_e > 5 \times 10^{21} \text{m}^{-3} \text{s}^{-1} \text{keV} \). With ohmic heating alone all 3 parameters are about a factor 3 too small. The maximum value of \( n \) reached up until now is \( 3.75 \times 10^{19} \text{m}^{-3} \) and limited by the high density disruption. It has been shown elsewhere that additional heating brings this limit up with a factor 1.5 to 2 which is not enough. Moreover it is undesirable to induce a disruption at every pulse when heating is switched off. Study of high density disruptions is therefore a key issue for JET.

2 Disruption Database

A database has been developed in order to document the occurrence of disruptions. For every disruptive pulse 16 plasma quantities are stored at 3 moments in time:

a) the moment of energy quench is undistinguishable from the start of the current quench and is defined as the plasma current data point where after \( \frac{dI}{dt} \approx -0.4I \);

b) one time slice preceding a) because often diagnostics are wiped off during the energy quench.

c) The start of the MHD-precursor \( (m=2/n=1) \) defined as the time slice in which the MHD-activity is twice as large as the average over the preceding second.

3 Operational Window

The database can be used for the construction of Hugill-diagrams. Fig. 1 gives as an example the 1984 disruptions in the \((1/q_r) - (\bar{n}R/B)\) plane. Two categories can be observed:

a) disruptions connected to the rise phase or early flat-top: their probability is enhanced by increasing current ramp-rates [1] and shows a maximum around \( q_r=3.3 \) although these disruptions may occur at any \( q \)-value.

b) high density disruptions. It is shown [2] that these disruptions occur when the radiative loss about equals the input power. Low Z radiation is dominant. The fact that also in JET these disruptions follow the well known diagonal in the Hugill diagram can be described by a simple model: assume that the input power is dissipated within the \( q=2 \) surface and the
radiative loss takes place outside this surface. When radiation is 100% of the input power a disruption will occur. If one takes the empirical dependence of the input power on \( B, q \) and dimensions and for the low-Z radiation the corona-model predictions for the second "helium-like" radiation peak one finds the following for JET:

\[
\frac{n R}{B} = 1.210^{20} B^3 q^{0.1} \left[(q - 2)(Z_{\text{eff}} - 1)\right]^{-\frac{1}{2}}
\]

Curves of this dependence for typical values of \( B \) and \( Z_{\text{eff}} \) are shown in the diagram. In 1985 the Murakami parameters obtained are about 20% higher than in 1984. The record value being \( 4.7 \times 10^{17} \text{m}^{-2} \text{T}^{-1} \) was obtained without disruption at low \( B = 1.7 \text{T} \) and \( q = 3.2 \).

4 Precursors

On a timescale of about 1 sec before disruption noticeable changes in the plasma edge can be observed: changes in the recycling pattern, i.e. reduction at the limiter, increase at the wall, increase in low Z radiation, increase in \( \beta_{\text{pol}} \). Often this leads to a development of a "marfe", sometimes to the development of a growing cool plasma mantle leading to a thermal collapse. On shorter timescales (100 to 500ms) an increase in MHD - activity mainly \( m = 0 \) leads finally to a disruption in most cases with the mode locking to a "standing wave". this mode-lock occurs always in the same toroidal location. This preference can either be explained by a toroidal asymmetry in the poloidal field distribution or by the fact that the position control acts on magnetic signals from one toroidal location.

![Hugill diagram for 1984 disruptions. The drawn lines give the results of eq. (1) for a few combinations of toroidal field and \( Z_{\text{eff}} \)-values.](image)
5 Energy quench

From fast e.c.e. measurements [3] the width of the magnetic island can be estimated as being the width of the shoulder in the Te-profile at the q=2 radius. A few ms before the final collapse the width starts to grow rapidly such that Te inside the q=2 surface decreases by several 100eV and outside increases with a similar amount. This time scale is in good agreement with the scaling law [4].

\[(\gamma)_{q2} \propto \frac{3}{5} \cdot \tau_{pol.\text{Alfvén}}\]

However the final collapse occurs on a much faster timescale: T_e drops over the whole cross-section to a flat profile of about 100eV within one data sampling time of 200\mu s. The data suggests that this collapse occurs when the magnetic island has grown so far that it either touches the limiter or contacts the q=1 surface.

6 Current-quench

Depending on the magnitude of the energy quench and the plasma current level at disruption the subsequent current quench is "soft" (decay time around 300ms) if the position control circuitry is able to maintain control by ramping down the vertical field fast enough. If the power amplifier comes into saturation position control is lost and the current quench is much faster. Current quenches up to 180MA/s have been observed. Fig. 2 illustrates the difference between slow and fast current quenches by showing the magnetic surfaces as calculated from the magnetic diagnostics. In Fig. 3 the influence of the voltage capability of the position control power amplifier on the I-value as function of the current value at the moment of

- Slow disruption
  - Pulse No. 2234
  - Energy quench
  - Current quench
  - Time = 5.13s
  - Time = 5.14s
  - Time = 5.45s

- Fast disruption
  - Pulse No. 2050
  - Energy quench
  - Current quench
  - Time = 7.27s
  - Time = 7.28s
  - Time = 7.30s

Fig. 2 Examples of a slow and a fast current quench. The magnetic surfaces are reconstructed from diagnostics by the ODIN-code. Note the blow-up during the energy quench and the loss of position in the fast quench example

*case a:* $I=1.5\text{MA}; \dot{I}=4\text{MA/s}$
*case b:* $I=1.9\text{MA}; \dot{I}=56\text{MA/s}$

B_t=2.5T; q_{cyl}=4.8 for both.
disruption is shown. A high voltage capability (o) lowers I compared with a low capability (l). The ohmic driving voltage during the rise-phase is about 4 x larger than during the flat-top. Therefore the input power is higher which slows the current quench of rise-phase disruptions (x) down compared with quenches occurring in the flat-top or decay-phase. This again raises the chance that position control is maintained.
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Fig. 3
The current quench rate as function of the current at disruption. As long as the position is controlled the decay rate is given by a time constant of about 250ms. Above IMA this becomes difficult and the decay-rate is enhanced by the loss of position.
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ABSTRACT

JET discharges near the density limit frequently form a region of high-density strongly radiating plasma localised at the plasma edge, on the small major radius side. A detailed description of such an event is presented. The onset of such an event coincides with a decrease in the kinetic energy content of the discharge. The asymmetric state initiates a transition of the discharge to a new poloidal symmetric state characterized by high edge radiation and decreased interaction with the limiters. The concomitant modifications of the density and energy dynamics of the discharge are observed.

INTRODUCTION

In this paper we present observations of the formation and evolution of regions of high density and enhanced radiation localised at the edge of JET plasmas, on the small major radius side. Similar events in ALCATOR C discharges [1] have been termed 'marfes' and the same designation is adopted here.

'Marfes' in JET occur near the density limit of the operating regime (see Figure 1). They have been observed to form during all phases of JET discharges: current rise, flat-top and decay. No correlation has been observed with details of vessel conditioning history. Beyond the general characteristics mentioned in the proceeding paragraph, 'marfes' exhibit a varied phenomenology. For consistency we shall concentrate in the following on a typical 'marfe' which occurred during pulse 3428. Important differences with observations of other 'marfes' in JET will be pointed out.

STRUCTURE

Figure 2 shows the position, in a poloidal plane, of the 34 chords of the bolometer arrays and the 7 vertical chords of the far infrared interferometer. These diagnostics are separated toroidally by 135°. Also shown is the plasma boundary (deduced from magnetic measurements) for pulse 3428 (at t=10 s).

Figure 3 shows the time evolution of the plasma current. the line integrated electron density along 3 interferometer chords, the poloidal B and the radial position of the inside plasma boundary at z=0. The radial position of the outside plasma boundary is at the limiter. At 10.1 seconds, the line integrated density on the innermost chord (R=1.883 m, 0.1 m inside the plasma boundary at z=0) rises by nearly 10^19 m^-2 in 300 msec. This event is clearly poloidally asymmetric (as no corresponding change occurs on the outer interferometer channels) and is not due to motion of the plasma boundary. Figure 4 shows the evolution of bolometric and spectroscopic signals.
Comparison of signals from single bolometers situated toroidally around the plasma confirms that the 'marfe' is axisymmetric. At its onset the 'marfe' is most pronounced on channels V12-V14, UH2-UH6 and LH1-LH4. By referring to Figure 2, one deduces that it is localised poloidally between Θ=145° and Θ=210°. Figure 5 (however taken from a different pulse) shows the relative increase in several spectral line intensities during a 'marfe' as a function of the ionization potential of the emitting ion. Probe measurements yield a temperature at the plasma boundary of about 50 eV. The enhancement of lines with ionization potentials of about 100 eV shows that the 'marfe' is situated within the plasma boundary. Localisation of the 'marfe' inside the plasma boundary permits us to interpret the line integrated density as a mean density in the 'marfe' of at least $1.2 \times 10^{19}$ m$^{-3}$. The density at the centre of the discharge is $2 \times 10^{19}$ m$^{-3}$. The line-integrated density through the 'marfe' location exhibits large (10%) modulations both prior to and during the 'marfe'.

DENSITY DYNAMICS AND TRANSITION TO A NEW POLOIDALLY SYMMETRIC STATE

The increase in poloidal B during the current decay is arrested when the marfe occurs (see Figure 3). The increase in the rate of loss of kinetic energy which this implies can be interpreted as due to the increased rate of loss of bulk plasma particles.

A horizontally viewing analyser in the mid-plane shows a large ($\approx 2$) enhancement of the neutral particle efflux at all measured energies (2-15 keV) during a 'marfe' (see S Corti et al, this conference). D$_{α}$ light from the initial 'marfe' location is not monitored in this pulse, but as the 'marfe' spreads into the line of sight of vertically viewing D$_{α}$ monitors, an increase in D$_{α}$ light is observed. This supports the hypothesis that there is an increased source of neutrals at the wall.

The end of the 'marfe' usually coincides with a sudden increase in C III signal (Figure 4) and a burst of D$_{α}$ light from the inner wall. The radiation asymmetry subsides by spreading poloidally beginning at about 10.5 sec. This is best seen on the vertical bolometer channels (Figure 4). At about 11.3 sec this asymmetry is no longer observed and the 'marfe' is terminated. The density asymmetry, evidenced by the innermost interferometer channel, subsides simultaneously with the radiation asymmetry.

The end of the 'marfe' coincides with an increase in the total radiated power, and a progressive shrinking of the radiating shell away from the plasma edge. The electron density profile also becomes increasingly peaked. Figures 6 and 7 compare the density and radiation profiles at 10 sec (before the 'marfe') and 12 sec (after the 'marfe').

The D$_{α}$ and C III light measured at the vessel wall continue to rise, while that at the limiter decreases, indicating that the wall is becoming a relatively more important source of electrons compared with the limiters. We refer to this as detachment from the limiters.

Taking as definition of the global particle confinement time, $T_p$, the equation

$$\dot{N} = - \frac{N}{T_p} + \dot{\phi}_l + \dot{\phi}_w + \dot{\phi}_e$$

where $N$ is the total number of electrons, and $\dot{\phi}_l$, $\dot{\phi}_w$ and $\dot{\phi}_e$ are the limiter, wall and external fluxes, assuming that the wall flux is uniform everywhere, and accounting for the presence of impurities, we obtain $T_p = 0.60$ sec before the 'marfe' and $T_p = 0.93$ sec after. No attempt is made to estimate the
confinement time during the 'marfe', since the assumption of uniformity is not valid.

This change in plasma behaviour can be seen very clearly in the evolution of the discharge in the Hugill diagram (Figure 8). At the end of the 'marfe', the Murakami parameter begins to increase, and the discharge evolves towards the density limit.

Not all 'marfe' events lead to detachment of the plasma from the limiters, although this is often the case. Further elucidation of such a bifurcating process requires a more detailed knowledge of the parameters at the plasma edge.

CONCLUSION
In the 'marfe' state, a discharge is characterised by poor particle confinement. The end of a 'marfe' frequently signals the transition to a state of increased particle confinement and decreased interaction with the limiters.

FIGURE 3: Evolution of JET pulse 3428.

FIGURE 4: Some bolometric and spectroscopic signals.

FIGURE 5: Enhancement factor for some impurity lines.

FIGURE 6: Density profiles.

FIGURE 7: Bolometric profiles.

FIGURE 8: Hugill diagram evolution.
INVESTIGATIONS INTO THE DENSITY LIMIT OF THE TOKAMAK WITH OHMIC AND NEUTRAL BEAM HEATING
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Introduction: In¹/ we showed that in ASDEX the disruption at the density limit in an Ohmic discharge at \( q = 4.2 \) \( (q = 2\pi B_T a^2/\mu_0 I_p R) \) is preceded by the poloidally asymmetric formation of a cold high density plasma near the boundary ("marfe"²/2/) and a shrinking of the current profile. In order to get an improved data base for an empirical density limit scaling and more insight into the phenomena involved we now extended our investigations to discharges in a large parameter range including neutral beam heating. Results from discharges with continuous pellet injection are reported in³/.

The experimental method: After non-gettered divertor discharges had reached a current plateau and quasi-stationary conditions with sawtooth activity, the line averaged electron density was slowly increased by controlled gas puffing until a disruption was detected. When desired, neutral beam injection started simultaneously with the density increase. With injection, slow density ramp up was made possible by extending the heating pulses in time at the cost of power by firing our two beamlines one after the other. The reduced maximum beam power of 1.7 MW permits only L-type discharges.

Parameter scaling: Figure 1 shows Hugill-diagrams⁴/ for Ohmically and beam heated discharges in hydrogen with a toroidal magnetic field \( B_T \) of 1.9 T (left) and various \( B_T \)-values between 1.3 T and 2.5 T (right). The data points represent peak values of \( \bar{n} \) (electron density averaged along a horizontal chord in the midplane). Ohmic data show the well known linear dependence \( \bar{n} \sim 1/q \sim I_p \) for high \( q \)-values and the bending off at \( q \)-values below about 3. Discharges with beam heating reach an appreciably higher \( \bar{n} \) for all \( q \)-values.

While at the density limit \( \bar{n}/B_T \) is fairly independent of \( B_T \) and only a function of \( q \) in the Ohmic case, we see in Fig. 1, that the maximum density reached in beam heated discharges is a more complicated function of \( B_T \). At least at this power level \( \bar{n} \) is also a function of the beam power.

¹ CNEN Frascati, Italy
² Nuclear Development Corp. of South Africa, Pretoria
³ GA Technologies Inc., San Diego, USA
⁴ CEN Grenoble, France
⁵ University of Washington, Seattle
\( n R/B_T \) obviously being no scaling parameter for beam heated discharges we plot the maximum density as a function of the variables \( I_p \) and \( B_T \) (Fig. 2). We see again that \( n \) is proportional to \( I_p \) in Ohmic discharges for \( q > 3 \). The maximum of all the curves corresponds to \( q = 2.7 \). For beam heated discharges we still have an explicit variation of the density limit with \( I_p \). A function proportional to the square root of \( I_p \) fits well all data points from discharges with \( q > 3 \).

In both cases the total heating power varies with the plasma current. The heating power shortly before the disruption varies roughly with the square root of \( I_p \) in Ohmic discharges, in beam heated discharges \( P_{OH} \) is only a small fraction of the total power, so that despite of a variation of \( P_{OH} \) with \( I_p \) the total power is constant within 10% at fixed beam power. The few data available for different beam powers are compatible with \( n \sim F^a, a = 0.3 \ldots 0.4 \). This scaling applied to Ohmic discharges together with an assumed "intrinsic" \( I_p \)-scaling is too weak to explain the linear \( I_p \) scaling observed. If we assume a universal scaling law to be valid for all heating methods we have to postulate a more complicated power dependence.

**Phenomena observed before the disruption:** As one might already presume from the strong bend in the density limit curves we have to distinguish between low \( q \) and high \( q \) discharges, the boundary \( q \) value being about 2.7 in ASDEX. Typical signal traces from \( q=2.2 \) and \( q=4.7 \) discharges with Ohmic and beam heating are plotted in Fig. 3.

The Ohmic high-\( q \) discharge shows all signs of a growing marfe and shrinking current channel as described in /1/: increase of \( U_L \) and \( I_L \), strong increase of radiation from low ionization states of low-Z impurities (CIII), reduced divertor loading (\( H_\alpha \)). The difference between the interferometer signals at half radius above and below midplane shows that the "marfe" is located below the midplane. This is also confirmed by space resolved bolometer measurements (not shown). Poloidally asymmetric radiation sources are not measured correctly by the bolometers. Nevertheless we can state that the power radiated from the marfe is substantial. Strongly growing MHD activity (probably \( m = 2 \), localized at the \( q=2 \) surface) sets in about 15 - 20 ms before the disruption.

With beam heating we observe the signs of a marfe mentioned above already at rather low densities. (See also shaded areas in Fig. 1). \( I_L \) measurements do not clearly indicate a shrinking of the current profile, but Thomson scattering measurements show a peaking of the \( T_e \) and \( n_e \) profiles well before the disruption. The power radiated from the marfe seems to be higher than in the Ohmic case but small compared to the total power. About 50 ms before the disruption the lower edge channels of the bolometer array (which see the region of the lower stagnation point) detect a strong increase of the radiation. This might indicate a stronger marfe or a dramatic change of the scrape-off plasma at the divertor entrance. We do, however, not observe a drop of the neutral gas density in the divertor chamber. The onset of MHD-activity is similar to the Ohmic case.

The behaviour of low \( q \)-discharges with Ohmic or NB-heating is completely different before the disruption compared to the high-\( q \) case: Nothing indicates a thermal instability at the plasma edge. Thomson scattering shows also in this case that \( T_e \) decreases all over the cross section when \( n \) is being increased, but there is no sign of a slow current shrinking. It seems that in low \( q \)-discharges an MHD instability not being triggered by a thermal instability leads to the disruption. Discharges at very low \( q \)-values do not even show the strongly increasing oscillations indicating rotating modes: the plasma simply disrupts.
Spurious density limits: In a few discharges, especially in deuterium one observes completely different phenomena leading to a density limit at lower values than given by the scaling described above.

Ohmic discharges in D₂ at low \( I_p \) showed an increase of the radiation from the plasma centre with increasing \( \bar{n} \), then a stop of the sawtooth activity and finally a disruption at a rather low \( \bar{n} \) value. Thomson scattering confirmed the radiational collapse from the centre: \( T_e \)-profiles flattened at the plasma centre or became even indented the outer part of the profiles staying unperturbed. The flat area expanded until it reached about half the plasma radius, then the discharge disrupted. This effect results from the higher content of metal impurities in D₂-discharges.

Other (beam-heated) discharges showed some kind of "density clamping" obviously caused by an increased mode activity. By strongly increased gas puffing it was possible to further increase \( \bar{n} \), but we cannot exclude that the density limit would be higher, if we were able to avoid these modes.

We believe that limits of this kind can be overcome by improved discharge scenarios, wall conditioning or other choice of wall materials and excluded them from further discussions.

Conclusion: The increase of \( \bar{n} \) beyond the density limit is finally prevented by MHD phenomena, probably an instability arising at the \( q=2 \) surface. But all our observations indicate that this is related to the power balance.

In high \( q \)-discharges the \( q=2 \) surface considered to be most sensitive is so distant to the boundary that it is not directly affected by the power losses at the edge. With increasing losses edge cooling does not simply flatten gradients at the edge, but leads to a thermal instability which causes a shrinking of the current channel and finally an MHD unstable situation.

In low-\( q \) discharges the \( q=2 \) surface is very close to the boundary. The zone of strong volume losses (ionization, charge exchange losses, low-Z radiation) overlaps with it. The discharge becomes MHD unstable before the boundary becomes thermally unstable.

A theoretical treatment of the problem suffers from the poor knowledge of particle transport. A simple model leads to the conclusion that the power lost only by refuelling is proportional to \( D \cdot n^2 \), \( D \) being the particle diffusion coefficient. Assuming a proper functional dependence of \( D \) on \( n \), \( I_p \), \( B_T \) and \( P \) we can explain any empirical density limit scaling by thermal effects. An increase of \( D \) with power would explain the weak increase of the density limit with power. Vice versa we might deduce the functional dependence of \( D \) from empirical density limit scaling laws.
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Fig. 1: Hugill diagrams for $B_T = 1.9$ T (left) and various $B_T$-values. Shaded area: appearance of marfes.

Fig. 2: Density limit as a function of $I_p$ and $B_T$ for Ohmic (left) and neutral beam heated discharges (right).

Fig. 3: Characteristic behaviour of different types of discharges in a short period before the density limit disruption (marked by vertical lines).
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Introduction. In the interpretation of tokamak diagnostics the amount of experimental information that is utilized is often not limited by the rate at which measurements can be made, but more by the rate at which the raw diagnostics can be interpreted. Clearly then, efficient methods of data analysis are highly desirable. A very efficient procedure, function parametrization, was developed by H. Wind (CERN) for the purpose of fast momentum determination from spark chamber data [1], [2]. Although this method had not previously been noticed outside the high energy physics field, it has a much wider range of applicability, and can be considered whenever many measurements are to be made with the same diagnostic setup. Its utility for tokamak physics applications, and in particular for the determination of characteristic equilibrium parameters from magnetic measurements, was proposed in [3], and is demonstrated in the present paper.

Function parametrization relies on an analysis of a large data set of simulated experiments, aiming to obtain an optimal representation of some simple functional form for intrinsic physical parameters of a system in terms of the values of the measurements. Statistical techniques for dimension reduction and multiple regression are used in the analysis. The resulting function may be chosen to involve only low-order polynomials in only a few linear combinations of the original measurements; this function can therefore be evaluated very rapidly, and needs only minimal hardware facilities.

Three steps have to be made for experimental data evaluation based on function parametrization. (1) A numerical model of the experiment is used to generate a data base of simulated states of the physical system, in which each state is represented by the values of the relevant physical parameters and of the associated measurements. (2) This data base is made the object of a statistical analysis, with the aim to provide a relatively simple function that expresses the physical parameters in terms of the measurements. (3) The resulting function is then employed for the fast interpretation of real measurements.

Determination of characteristic parameters of a magnetically confined plasma is a particularly indicated application. The MHD equilibrium model provides a well defined and generally accepted connection between the unknown intrinsic plasma parameters, the externally applied fields, and the magnetic measurements. Identification of the position and the profile of the plasma column is the basis for interpretation of practically all other diagnostics, and requires an efficient algorithm. Ultimate aim of our work is in fact on-line real-time analysis, with use of the derived information for feedback plasma control.

Mathematical description. A classical physical system is considered, of which \( P \) denotes a typical state. The system may have any number of degrees of freedom, but
interest will be restricted to a (partial) characterization by \( n \) intrinsic real parameters, represented collectively by a point \( \mathbf{p} \in \mathbb{R}^n \). In the experimental situation \( \mathbf{p} \) is to be estimated from the readings of \( m \) measurements, represented by a point \( \mathbf{q} \in \mathbb{R}^m \).

The aim of the function parametrization is to obtain some relatively simple function \( F : \mathbb{R}^m \to \mathbb{R}^n \), such that for any state \( \mathbf{r} \) the associated \( \mathbf{p}(\mathbf{r}) \) and \( \mathbf{q}(\mathbf{r}) \) satisfy \( \mathbf{p} = F(\mathbf{q}) + \mathbf{e} \) for a sufficiently small error term \( \mathbf{e} \). The functional form of \( F \) may typically be chosen as a low-order polynomial in only a few linear combinations of the components of \( \mathbf{q} \). The unknown coefficients in \( F \) are then determined by analysis of a data base containing the values of the parameters \( \mathbf{p}_\alpha \) and of the measurements \( \mathbf{q}_\alpha \) corresponding to \( N \) simulated states \( \mathbf{p}_\alpha \) \((1 \leq \alpha \leq N)\). This is a problem for which techniques from multivariate statistical analysis are appropriate.

Since the dimensionality \( m \) of the space of the measurements lies between several tens and several hundred in many cases, the dimensionality of the space of trial functions with which the parameters are to be fitted can be very large. A polynomial model of degree \( l \) in all variables, for instance, has \( \sim m^l / l! \) degrees of freedom for each physical parameter. It is therefore desirable to first reduce the number of independent variables (the components of \( \mathbf{q} \)) by means of a transformation to a lower-dimensional space. A second, and also very important, aim for this transformation of variables must be to eliminate or reduce multicollinearity (near linear dependencies) between the data points, and thus to improve the conditioning of the regression problem. Multicollinearity is expected to be present whenever the number of measurements is much larger than the number of independently determinable physical parameters.

A common statistical technique to find a lower-dimensional space in which to represent the measurements is based on principal component analysis. From the \( N \) suitably scaled pseudo measurements, \( \{\mathbf{q}_\alpha\}_{1 \leq \alpha \leq N} \), the sample mean, \( \bar{\mathbf{q}} = N^{-1} \sum_\alpha \mathbf{q}_\alpha \), and the \( m \times m \) sample dispersion matrix,

\[
S = \frac{1}{N} \sum_{\alpha=1}^{N} (\mathbf{q}_\alpha - \bar{\mathbf{q}})(\mathbf{q}_\alpha - \bar{\mathbf{q}})^T, 
\]

are calculated. \( S \) is symmetric and positive semi-definite. An eigenanalysis will yield \( m \) eigenvalues, \( \lambda_1^2 \geq \ldots \geq \lambda_m^2 \geq 0 \), with corresponding orthonormal eigenvectors \( \mathbf{a}_1, \ldots, \mathbf{a}_m \). Any measurement vector \( \mathbf{q} \) may be resolved along these eigenvectors to obtain a set of transformed measurements, \( \mathbf{z}_i = \mathbf{a}_i \cdot (\mathbf{q} - \bar{\mathbf{q}}) \). The sample variance of the component \( \mathbf{z}_i \) is given by \( \lambda_i \). Now the assumption is made that the most significant information will be contained in those transformed measurements that show the largest variation over the simulated data, viz. in the components \( (\mathbf{z}_i)_{1 \leq i \leq s} \), where \( s \leq m \), and preferably \( s \ll m \). These \( s \) components are called the 'significant components', and the associated first \( s \) eigenvectors \( \mathbf{a}_i \) are the 'significant variables'. The desired dimension reduction is thus achieved through the transformation \( \mathbb{R}^m \to \mathbb{R}^s \) defined by \( \mathbf{x} = \mathbf{A}^T \cdot (\mathbf{q} - \bar{\mathbf{q}}) \), where \( \mathbf{A} \) is the matrix that has columns \( \mathbf{a}_i \) \((1 \leq i \leq s)\).

Having obtained the preliminary linear transformation \( \mathbf{q} \to \mathbf{x} \) it is next necessary to face the task of fitting the, in general nonlinear, relation between \( \mathbf{x} \) and \( \mathbf{p} \). It is desired to find for each component \( p_j \) \((1 \leq j \leq n)\) a regression, \( p_j = f_j(\mathbf{x}) + \epsilon_j \), to fit the data \((\mathbf{x}_\alpha, p_\alpha)_{1 \leq \alpha \leq N}\). A polynomial model, of the form

\[
p_j = \sum_k \sum_i c_{kj} \cdot \prod_{i=1}^s \phi_{ki}(\mathbf{z}_i / r_i) + \epsilon_j, 
\]

(1)
is suitable. Here, the multi-index $\mathbf{k}$ has $s$ components $k_1, \ldots, k_s$ in the nonnegative integers, the $c_{k_j}$ are the unknown regression coefficients, which are determined by a least-squares fitting procedure over the data base, $(\phi_\ell)_{\ell \geq 0}$ is some family of polynomials (Chebyshev, Hermite, Legendre, or monomials), $r_i$ is a suitable scaling factor for the component $x_i$, and $\varepsilon_i$ is the error term. An upper bound on some norm of $\mathbf{k}$ must be supplied in order to make the model finite, and in addition it is possible to employ with the above model some form of subset regression, the objective being to retain in the final expression only the terms which make a significant contribution to the goodness-of-fit.

Function parametrization thus leads to simple explicit approximations for the physical parameters in terms of the measurements. Although a significant effort may be involved in generating and analyzing the data base, the evaluation of the final function — and this is the operation that has to be performed many times — is almost trivial.

**Application to magnetic data analysis.** As an initial study we applied function parametrization to the determination of a limited set of characteristic equilibrium parameters for the ASDEX experiment, using only magnetic signals measured outside the plasma. The relevant measurements consist of three differential flux measurements, four field measurements, the current through the multipole shaping coils, and the plasma current. However, the plasma current can be scaled out of the problem, so that 8 independent measurements remain. The physical parameters to be determined include the position of the magnetic axis, the geometric center of the cross section, the current center, the horizontal and vertical minor radius, $\beta_p + \ell / 2$, a normalized $q$-value at the separatrix, the flux difference between the separatrix and the vacuum vessel, the position of the lower and upper saddle points, and the point of intersection of the separatrix with each of the four divertor plates.

The data base was generated using the Garching equilibrium code [4], which has recently been much optimized, and computes an equilibrium on our $64 \times 128$ grid in $\sim 0.6$ sec on the Cray 1. The free parameters of the code were randomly varied in order to cover the operating regime of the ASDEX experiment in the divertor mode, and for each of the $\sim 4000$ calculated equilibria the corresponding magnetic measurements and physical parameters were recorded.

**Results.** A principal component analysis of the correlation matrix obtained from the simulated measurements gave the following sequence of eigenvalues: 3.67, 1.91, 1.39, 0.99, 2.01 $\times 10^{-2}$, 1.12 $\times 10^{-2}$, 1.90 $\times 10^{-3}$, 8.93 $\times 10^{-4}$. It thus appeared that 4 significant variables should be retained for the regression analysis. Of these four, the first two are even under up-down reflection of the equilibrium, and together already provide a measure of the radial position and of $\beta_p + \ell / 2$. The third significant variable is odd under reflection, and is related to the vertical position of the plasma, and the fourth one (again even under reflection) is essentially the multipole current.

Further analysis showed that the measurement of the multipole current is of little overall importance, but is mainly relevant for the determination of the intersection of the separatrix with the divertor plates. After experimenting with various possible regression models we selected a model that is second order in the first three significant variables, and first order in the fourth: For each of the physical parameters $p$,

$$p = c_0 + c_1 x_1 + c_2 x_2 + c_3 x_3 + c_4 x_4 + c_5 H_2(x_1)$$
$$+ c_6 x_1 x_2 + c_7 x_1 x_3 + c_8 H_2(x_2) + c_9 x_2 x_3 + c_{10} H_2(x_3)$$

(2)
where \( H_{\xi}(x) = (x^2 - 1)/\sqrt{2} \). In order to overcome a first-derivative discontinuity in the physics of the system, separate fits were used for the two cases when the separatrix x-point is located in the lower, resp. in the upper half plane. The results obtained with this model for some representative physical parameters are shown in the following Table.

<table>
<thead>
<tr>
<th>parameter</th>
<th>aver</th>
<th>min</th>
<th>max</th>
<th>variance</th>
<th>( \delta (\varepsilon = 0.0) )</th>
<th>( \delta (\varepsilon = 0.1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{\text{axis}} )</td>
<td>1.72</td>
<td>1.63</td>
<td>1.83</td>
<td>( 5.6 \times 10^{-2} )</td>
<td>2.2 \times 10^{-3}</td>
<td>4.1 \times 10^{-3}</td>
</tr>
<tr>
<td>( r_{\text{curr}} )</td>
<td>1.71</td>
<td>1.61</td>
<td>1.82</td>
<td>( 5.6 \times 10^{-2} )</td>
<td>3.1 \times 10^{-4}</td>
<td>3.4 \times 10^{-3}</td>
</tr>
<tr>
<td>( z_{\text{axis}} )</td>
<td>0</td>
<td>-0.10</td>
<td>0.10</td>
<td>( 5.4 \times 10^{-2} )</td>
<td>2.3 \times 10^{-3}</td>
<td>5.8 \times 10^{-3}</td>
</tr>
<tr>
<td>( z_{\text{curr}} )</td>
<td>0</td>
<td>-0.10</td>
<td>0.10</td>
<td>( 5.4 \times 10^{-2} )</td>
<td>2.5 \times 10^{-3}</td>
<td>6.0 \times 10^{-3}</td>
</tr>
<tr>
<td>( a )</td>
<td>0.367</td>
<td>0.290</td>
<td>0.463</td>
<td>( 3.0 \times 10^{-2} )</td>
<td>3.8 \times 10^{-3}</td>
<td>6.2 \times 10^{-3}</td>
</tr>
<tr>
<td>( b )</td>
<td>0.358</td>
<td>0.295</td>
<td>0.438</td>
<td>( 2.5 \times 10^{-2} )</td>
<td>1.9 \times 10^{-3}</td>
<td>4.7 \times 10^{-3}</td>
</tr>
<tr>
<td>( \beta_p + l_i/2 )</td>
<td>1.79</td>
<td>0.56</td>
<td>3.43</td>
<td>0.63</td>
<td>( 1.2 \times 10^{-2} )</td>
<td>( 4.4 \times 10^{-2} )</td>
</tr>
</tbody>
</table>

For each of the parameters the Table shows first the average, minimum, and maximum values occurring in the data base, and the standard deviation about the average. The last two columns show the standard error, \( \delta \), of the model in Eq (2), first for exact measurements (\( \varepsilon = 0.0 \)), and then for measurements which have been randomly perturbed by a term coming from a normal distribution with average 0 and width equal to a fraction \( \varepsilon = 0.1 \) of the variance of the measurements.

Conclusion. The application described above establishes function parametrization as a straightforward and effective way in which to obtain numerical approximations for a variety of characteristic equilibrium parameters in terms of the magnetic measurements. These approximations are not only extremely easy to evaluate, but are also more accurate than the analytic approximations that are now in common use. The procedure does not require very specific assumptions about the MHD equilibrium, and is also well suited to a consistent analysis of a system consisting of several different diagnostics. We expect that in the future function parametrization will have an important rôle both for on-line data analysis and for real-time plasma control.
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MHD equilibrium calculations using multigrid. A code has been written to demonstrate the utility of the multigrid numerical method for the computation of axisymmetric ideal MHD equilibria. This code achieves optimal multigrid efficiency, and is several times faster than codes based on direct rapid elliptic solvers. A solution on a 128 x 128 grid is computed in \( \approx 120 \) milliseconds on the Cray 1.

Following up on this work, two other prospective applications have been investigated. The first of these is to the axisymmetric MHD equilibrium problem in the ‘inverse coordinates’ formulation, computing the Cartesian coordinates \( r \) and \( z \) as a function of \( \psi \) and \( \theta \), where \( \theta \) is an angle-like variable. In previous work, \( \theta \) has been defined either via orthogonality or through an equation for the Jacobian of the transformation. An analogy with grid generation through elliptic equations suggests instead to employ for \( \theta \) the homogeneous equilibrium equation, \( \Delta^* \theta = 0 \). Then \( r \) and \( z \) are governed by a quasi-linear elliptic system that should be particularly suitable for multigrid treatment.

The other prospective application that was investigated is to three-dimensional equilibrium and evolution calculations. We attempted to construct a suitable distributive relaxation scheme, using local mode analysis as a guide. Our best point relaxation scheme will still be slowly converging for two classes of disturbances: the shear Alfvén and the slow magnetosonic modes, in both cases with the wavevector nearly transverse to the magnetic field. These are the lowest frequency (\( \rightarrow 0 \)) modes in the MHD spectrum. We therefore do not yet have a method that can achieve full multigrid efficiency for 3-D equilibrium, but something has been learned. Distributive line relaxation along the magnetic field may improve the treatment of the troublesome modes; this emphasizes the need for an adaptive, flux-tied grid for 3-D MHD calculations. The proposed relaxation scheme may be suitable for ideal MHD evolution calculations when one wants to follow the low-frequency disturbances, while at the same time efficiently eliminating the faster time scales.

Higher order discretization for 2-D equilibrium. Conventional second order accurate discretization methods for the equilibrium equation, \( \Delta^* \psi = f(r, \psi) \), are of the five point molecule form,

\[
\begin{pmatrix}
* & * & * \\
* & & * \\
* & & *
\end{pmatrix} \psi = f.
\]
Better methods are available for smooth \( f \), in particular a fourth order accurate 'compact' discretization of the shape,

\[
\begin{pmatrix}
* & * & * & * \\
* & * & * & * \\
* & * & * & * \\
* & * & * & *
\end{pmatrix}
\begin{pmatrix}
\psi \\
\psi \\
\psi \\
\psi
\end{pmatrix}
=
\begin{pmatrix}
* \\
* \\
* \\
*
\end{pmatrix}
\begin{pmatrix}
f \\
f \\
f \\
f
\end{pmatrix}.
\]

Specifically: Consider a uniform rectangular mesh with spacing \( \delta x = h \) and \( \delta y = k \). Consider the natural splitting, \( \Delta^* = \mathcal{L}_x + \mathcal{L}_y \), and define the second order accurate difference approximations \( \mathcal{L}^h_x \) and \( \mathcal{L}^k_y \) by,

\[
[\mathcal{L}^h_x \psi](x, y) = \frac{1}{h^2} \left( \frac{x}{x + h/2}(\psi(x + h, y) - \psi(x, y)) - \frac{x}{x - h/2}(\psi(x, y) - \psi(x - h, y)) \right)
\]

\[
[\mathcal{L}^k_y \psi](x, y) = \frac{1}{k^2} (\psi(x, y + k) - 2\psi(x, y) + \psi(x, y - k))
\]

Then a fourth order discretization of \( \Delta^* \psi = f \) is obtained from the identity,

\[
\left[ \mathcal{L}^h_x + \mathcal{L}^k_y + \frac{1}{12} (h^2 + k^2) \mathcal{L}^h_x \mathcal{L}^k_y + O(h^4 + k^4) \right] \psi
= \left( 1 + \frac{1}{12} h^2 \mathcal{L}^h_x + \frac{1}{12} k^2 \mathcal{L}^k_y \right) f.
\] (1)

A special treatment on the plasma-vacuum interface is required in order to take full advantage of the higher accuracy obtained for the interior equations.

**Free field boundary conditions.** For plasma in a given external field the proper boundary conditions for the equilibrium problem demand regularity at \( r = 0 \) and at \( \infty \) for that part of the flux function that is due to currents in the plasma. On a finite computational domain, \( G \), which must completely enclose the plasma, these conditions may be replaced by an integral equation relating \( \psi \) and \( \partial \psi / \partial n \) on the boundary \( \partial G \). This is a simplification of the method described in [3].

Let \( \psi_{ext} \) be the given external field, and define \( \psi_{pl} = \psi - \psi_{ext} \). Let \( K(r, r') \) be the Green function for the problem in the infinite domain: \( \Delta^* K = r' \delta(r - r') \), and \( K \) vanishes at \( \infty \) and at \( r = 0 \). By application of Green’s second identity one finds,

\[
\mu_m^{-1} \varphi(r') \psi_{pl}(r') + \oint_{\partial G} r^{-1} \mu_m^{-1} \psi_{pl} \frac{\partial K}{\partial n} \; ds = \oint_{\partial G} r^{-1} \mu_m^{-1} K \frac{\partial \psi_{pl}}{\partial n} \; ds,
\] (2a)

and

\[
\mu_m^{-1} \varphi(r') \psi(r') + \oint_{\partial G} r^{-1} \mu_m^{-1} \psi \frac{\partial K}{\partial n} \; ds = \oint_{\partial G} r^{-1} \mu_m^{-1} K \frac{\partial \psi}{\partial n} \; ds + \mu_m^{-1} \varphi_{ext}(r'),
\] (2b)

where

\[
c(r') = \begin{cases} 
0, & \text{if } r' \text{ is an interior point of } G, \\
\frac{\varphi(r')}{2\pi}, & \text{if } r' \in \partial G, \\
1, & \text{if } r' \text{ is an interior point of } G_c,
\end{cases}
\]

and where \( \varphi(r') \) is the exterior angle subtended by \( \partial G \) at the point \( r' \in \partial G \). Either Eq. (2a) or Eq. (2b), in each case restricted to \( r' \in \partial G \) may be used as the integral equation boundary condition connecting \( \psi \) and \( \partial \psi / \partial n \) on \( \partial G \).
Integral relations for current profile determination. The following family of integral relations [4] (with modified notation) relates moments of the current in \( G \) to the normal and tangential components of the poloidal magnetic field on \( \partial G \).

\[
\int_G \chi dS = \frac{1}{\mu_0} \oint_{\partial G} (\xi B_n + \chi B_s) ds,
\]

where \( \chi \) is any solution to \( \Delta' \chi = 0 \) in \( G \), and \( \nabla(r^{-1} \xi) = \nabla \chi \times \nabla \phi \). The polynomial solutions given in [4] are extended to all orders by defining, for \( n > 1 \),

\[
\xi_n = \sum_{k=0}^{[n/2]-1} (-4)^{-k} \frac{(n-1)!}{k!(k+1)!(n-2k-2)!} r^{2k+2} x^{n-2k-2},
\]

\[
\chi_n = \sum_{k=0}^{[n/2]-1} (-4)^{-k} \frac{(n-1)!}{(k!)^2 (n-2k-1)!} r^{2k+1} x^{n-2k-1},
\]

as may be found by separation of variables in spherical \((\rho, \theta, \phi)\) coordinates [2]. This family of solutions is incomplete for the study of tokamak configurations, not only because of the neglect of the negative power of \( \rho \) solutions, but also because the solutions involving conical functions of \( \phi \) have been neglected. A complete family is more suitably obtained by separation of variables in cylindrical or in toroidal coordinates [2].

Current profile from flux surface geometry. Christiansen and Taylor [5] have discussed the possibility of determining the plasma current profile from purely geometric information about the magnetic surfaces. They conclude that for a toroidal configuration this determination is always possible, but the following simplified treatment shows their argument to be incorrect, and clarifies under which circumstances this method of current profile determination will be well-conditioned.

Assume that some function \( \sigma \), known to be a flux-surface quantity, has been measured over the poloidal cross-section of the plasma. As

\[
\Delta' \sigma = \frac{d\sigma}{d\psi} \Delta' \psi + \frac{d^2 \sigma}{d\psi^2} |\nabla \psi|^2
\]

\[
= -\frac{d\sigma}{d\psi} \frac{dF}{d\psi} - \mu_0 \frac{d\sigma}{d\psi} \frac{dp}{d\psi} r^2 + \frac{d^2 \sigma}{d\psi^2} |\nabla \sigma|^2 / \left( \frac{d\sigma}{d\psi} \right)^2,
\]

where \( p \) is the pressure and \( F = r B_t \), it follows that

\[
\Delta' \sigma = -\alpha - \beta r^2 - \gamma |\nabla \sigma|^2,
\]

where \( \alpha, \beta, \gamma \) are flux surface quantities; specifically, \( \alpha = \sigma' F F', \beta = \mu_0 \sigma' p', \gamma = \sigma'' / (\sigma')^2 \), where ' denotes \( \partial / \partial \psi \). The representation of \( \Delta' \sigma \) in Eq. (4) is unique, and the functions \( \alpha, \beta, \gamma \) are determinable from knowledge of the function \( \sigma \), provided that \( |\nabla \sigma|^2 \) is not, on any flux surface, linearly dependent on \( 1 \) and \( r^2 \). One may then consider \( \psi \) as a function of \( \sigma \), and derive from \( \gamma = -\sigma'' / (\sigma')^2 \) the differential equation,

\[
\frac{d}{d\sigma} \ln \left( \frac{d\psi}{d\sigma} \right) = \gamma(\sigma).
\]
With two integrations $\psi$ is obtained as a function of $\sigma$, and therefore also as a function of $(r,z)$. Of the two free constants arising from the integrations, one is determined by the total current, and the other is irrelevant.

Thus, except in a degenerate case, the current profile in a toroidal configuration can be determined from the flux surface geometry together with a measurement of the total plasma current. The procedure fails if $|\nabla \psi|^2 = c_1(\psi) + c_2(\psi)r^2$ over a range of values of $\psi$, for some two flux functions $c_1$ and $c_2$. That such equilibria exist is shown in [6] and [7]. If the degeneracy occurs only on isolated flux surfaces or only approximately then the procedure may still be feasible, but will be badly conditioned.

**Integral relations for nonideal MHD.** The following family of integral relations [4], valid for ideal MHD equilibrium, is well known,

$$
\int_T \left[ p \nabla \cdot Q + \frac{1}{2\mu_0}(B_t^2 - B_{t0}^2)r^2 \nabla \cdot (r^{-2}Q) \right. \\
\left. - \frac{1}{\mu_0} B_p \cdot \left( \nabla Q - \frac{1}{2} (\nabla \cdot Q) I \right) \cdot B_p \right] dV
$$

$$
= \frac{1}{\mu_0} \oint_{\partial T} \left. \left[ \frac{1}{2} B_p^2 Q \cdot n - (Q \cdot B_p)(B_p \cdot n) \right] \right| dA
$$

where $T$ is an axisymmetric toroidal region enclosing the plasma, $p$ is the pressure, $B_t$ ($B_{t0}$) is the (vacuum) toroidal magnetic field, $B_p$ is the poloidal field, and $Q$ is an arbitrary axisymmetric poloidal vector field. The corresponding relations valid in the presence of pressure anisotropy and plasma rotation are obtained by the simple substitutions [2],

$$
p \rightarrow \frac{1}{2}(p_{ii} + p_{\perp} + \rho \nu^2),
$$

$$
B_t^2 - B_{t0}^2 \rightarrow \sigma B_t^2 - B_{t0}^2 - \mu_0 \nu^2,
$$

$$
B_p^2 \rightarrow \sigma B_p^2 - \mu_0 \nu_{\perp}^2,
$$

where $\sigma = 1 + \mu_0(p_{\perp} - p_{ii})/B_t^2$, and the other quantities have their usual meaning. This clarifies how anisotropy and rotation affect the determination of the characteristic plasma parameters $\beta_t$, $\mu_t$, and $l_t$.
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The Grad-Shafranov equation for the flux function $\psi$

$$\frac{\partial^2 \psi}{\partial R^2} + \frac{\partial^2 \psi}{\partial Z^2} - \frac{1}{R} \frac{\partial \psi}{\partial R} = \mathcal{L} \psi = -2\pi \mu_o R J_{\phi}(R,Z) \quad (1)$$

can be solved in toroidal coordinates $(\theta,\tilde{\omega})$ [1] by using a decomposition in multipolar moments

$$\psi(\theta,\tilde{\omega}) = \frac{1}{\sqrt{\sin(\theta)\cos(\tilde{\omega})}} \sum_{m=0}^{\infty} \left\{ [M^m_+(\theta)f_m(\chi \theta) + M^m_-(\theta)g_m(\chi \theta)] \cos(m \tilde{\omega}) \right\} + C \quad (2)$$

where the functions $f_m(\chi \theta)$ and $g_m(\chi \theta)$ are the Fock functions and $C$ is a constant. The use of the Green's function method leads to define the internal and external multipolar moments $M^m_+(\theta)$ and $M^m_-(\theta)$ as integral expressions of the current density flowing in the plasma and in the external windings [1]. The plasma contribution to the multipolar expansion is specified by the equilibrium current density

$$J_{\phi}(R,\psi) = 2\pi R \frac{dP(\psi)}{d\psi} + \mu_o \frac{dI^2(\psi)}{d\psi} \quad (3)$$

where a reasonable choice for $P(\psi)$ and $I^2(\psi)$ can be

$$P(\psi) = \begin{cases} \alpha \psi^\lambda & \text{for } \psi > 0 \\ 0 & \text{for } \psi \leq 0 \end{cases} \quad I^2(\psi) = \begin{cases} \alpha \psi^\lambda & \text{for } \psi > 0 \\ 0 & \text{for } \psi \leq 0 \end{cases} \quad (4)$$

Equations 1-4, together with the constraint on the total plasma current (that is proportional to the sum of the internal multipolar moments [2]) and the assignment of boundary conditions (expressible in terms of the external multipolar moments) are the basis for the iterative scheme for our predictive equilibrium code. Fixed boundary plasma equilibrium problems can be solved by assigning the plasma contour and computing, during the iterative procedure, the necessary external multipolar expansion. On the other hand, for free boundary problems the external multipolar expansion is immediately evaluated from the current in the poloidal field system. In particular the fixed and the free boundary codes can be used in series to optimize the poloidal field system in order to obtain particular plasma configurations. The fixed boundary code provides the external multipolar expansion necessary for the given plasma shape; the unknown currents in the external windings that best fit such expansion can be, at this point, evaluated by solving a linear deter-
mined or overdetermined system. Finally the free boundary code can be used in order to check the result. In Fig. 1 an expanded boundary equilibrium, simulated for the future Frascati Tokamak FTU (at reduced plasma current performance), is shown.

The use of the fixed boundary code has allowed to obtain the internal multipolar expansion for a large set of plasma parameters: 0.05 < β_p < 2.5; 0.3 < ξ_i/2 < 1.3; 2 < R/a < 4; 1 < b/a < 1.5 (where R/a is the aspect ratio and b/a is the elongation). For a given β_p + ξ_i/2 the internal multipolar spectrum exhibits a clear variation as a function of β_p. If such variation is greater than the uncertainty on the moments produced by random errors on the measured fluxes and fields, separate measurements of β_p and ξ_i/2 is possible (see Fig. 2) after a threshold value of β_p + ξ_i/2. The analysis shows that the threshold in β_p + ξ_i/2 is lower for smaller value of aspect ratio R/a; moreover the enhancement of the elongation b/a strongly and fastly lowers such threshold [3] (see Fig. 3). Intuitively that means that the information on the splitting of β_p and ξ_i/2 is available only when the constant jₜ surfaces are sensibly detached from the isoflux surfaces.

This suggests a possible approach to a reconstructive equilibrium code that can be interfaced with experimental magnetic measurements. In a purely mathematical sense the equilibrium identification problem is not well posed, as the internal multipolar expansion Mₗ has not an ordered correspondence with the two Taylor expansions of the analytical functions p(ψ) and I²(ψ). On the other hand, when the experimental uncertainties are considered, it turns out that, at most, the first four terms (M¹ to M₄) can be measured; correspondingly the experimental results allow to restrict the functional dependence of p(ψ) and I²(ψ) to

\[
\begin{align*}
\{ & p(\psi) = p_\alpha \psi^\alpha + p_\beta \psi^\beta; \\
I²(\psi) = I_\alpha \psi^\alpha + I_\beta \psi^\beta
\end{align*}
\]

1 < α, β < 4, α ≠ β

The exponents α and β provide a degree of freedom that allows slight profile adjustments without large influence on averaged parameters such as β_p and ξ_i/2. The identified equilibrium is solved by iteratively determining the coefficients p_α, p_β, I_α, I_β by means of a linear system having as known terms the m = 0, 1, 2 and 3 internal moments at the plasma boundary.

Examples of application of the reconstructive code are given in Figs. 4, 5 and 6 for three different JET shots [4]. Figure 4 shows steady state plasma; Fig. 5 reports the equilibrium behaviour during a major disruption; Fig. 6 shows a spontaneous expanded boundary configuration at low plasma current and high β_p.
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Fig. 1 - Simulated expanded boundary equilibrium for the future Frascati Tokamak (FTU).

Fig. 2 - Behaviour of \( \Delta M_3^{\text{ERROR}} \) (RMS deviation) with \( \pm 1\% \) signal perturbation and of \( \beta \) induced variation \( \Delta M_3^i \) versus \( (\beta_p + \xi/2) / \text{Thr} \) for circular plasma with \( R/a = 3 \).

Fig. 3 - Variation of the threshold value of \( \beta_p + \xi/2 \) for separability of \( \beta_p \) and \( \xi/2 \) as a function of the elongation \( b/a \) for plasma aspect ratio \( R/a = 3 \). Random perturbations of \( \pm 1\% \) on the measurements are assumed.

Fig. 4 - Equilibrium identification for a typical JET shot.
Fig. 5 - Equilibrium identification during a major plasma disruption in JET. a) before disruption; b) just after loop voltage spike; c) during current quench.

Fig. 6 - Equilibrium identification during spontaneous expanded boundary formation in a JET shot at low plasma current and high $\beta_p$. 
COMPARATIVE STUDIES FOR THE NUMERICAL SIMULATION
OF IMPURITY TRANSPORT IN TOKAMAK PLASMAS

F. Spineanu, M. Vlad
Institute of Physics and Technology of Radiation Devices
P.O.Box MG-7, Magurele, Bucharest, Romania

Despite of the considerable progress achieved in obtaining low
degree of contamination of the tokamak discharge, the impurity evolution
still remains an important problem. It is especially connected with the cold
plasma edge where radiative cooling dominates and the fast dynamics of va­
rious particle species influences the parameters of the whole plasma. The
physical and mathematical aspects of the problem of impurity transport are
examined in this work by means of a system of computer codes which solve
the problem as described by various models, using different numerical methods.

The one dimensional model of the diffusion of a certain species of
impurity ions in a hydrogen plasma, accompanied by ionization and recombi­
nation processes consists of the system of equations:

$$\frac{\partial n_k}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} (r \Phi_k) - n_e S_k n_{k-1} + n_e (\alpha_k + \beta_k) n_k - n_e \alpha_{k+1} n_{k+1} = f_k$$  (1)

where \( n_k \) is the density of the ions in the \( k \)th stage of ionization, \( S_k \) and
\( \alpha_k \) are ionization and recombination rates and \( f_k \) is a source term. \( \Phi_k \) is
the diffusion flux having a general expression of the form:

$$\Phi_k = a \frac{\partial n_k}{\partial r} + b_k n_k$$  (2)

which permits the inclusion of the neoclassical and of various anomalous
contributions. In particular, we have introduced the diffusion flux contain­
ing the classical, Pfirsch-Schluter and banana-plateau terms and also
taking into account the collisions with the impurity ions. Anomalous fluxes
are introduced by suitable modifications of the functions \( a \) and \( b_k \) in (2).
Additional loss of ions in the cold plasma edge and scrape off layer are
simulated by the term \(-n_k/\tau_C\), \( \tau_C \) being an equivalent confinement time.

2. The system (1) was transformed into a matrix equation by three
different discretisation procedures /1/, briefly described in the following:

- finite difference discretisation using a Crank-Nicholson scheme, the
derivatives of $a$ and $b_k$ being determined numerically;
- cubic spline representation of the unknown functions $n_k(r)$ and of their derivatives, the coefficient $a$ and $b_k$ being analytically differentiated;
- an integral formulation of the problem (Galerkin's method) in which the unknowns $n_k(r)$ are represented as a superposition of integrable functions ("chateau"). The integrals involving $a$ and $b_k$ are approximated with the average value on each interval of the radial mesh.

Having a large dimension (determined by the number of charge states multiplied by the number of points in the radial mesh), the algebraic system of equations was solved using two methods:
- an iterative procedure (conjugate gradient) which has the advantage of consisting only of matrix multiplication operations. (About 10 iterations are sufficient to obtain the result.)
- the Gaussian elimination adapted to the form of the matrix.

The codes allow the specification of the conditions at the plasma edge in two forms, i.e. by giving either the absolute values of the densities or the fluxes. Because in the quasi steady stage of the tokamak discharge the impurities can reach stationary profiles (which are solutions of (1) with $\partial n_k/\partial t = 0$), the codes are designed to solve, at option, this problem too. In general, the functions $a$ and $b_k$ depend on the impurity ion densities $n_k$ determining the equations (1) to be nonlinear. An iterative procedure is used in the codes to deal with this nonlinearity for the stationary problem and a predictor-corrector algorithm for the evolution problem.

The three codes have been tested in various situations and their results compared. A very good agreement (within 1%) is obtained, but cubic spline method is recommended because it has the advantage of giving accurate results even on discretisation meshes with small number of points. Consequently, a module which provides the adaptation of the necessary input plasma parameters was added to this spline code which was specially developed in order to be used in connection with any experimental data or plasma transport computer simulations /4/.

As an alternative to the system (1), the impurity problem can be treated by a less accurate but simpler and computationally more efficient method /3/. A diffusion equation for the total impurity density is solved and the population on the various charge states are distributed according
to the corona model. We have developed for this simplified model a code which can work both independently and coupled with a one dimensional full plasma transport code /2/.

4. The full model (1) requires initial and boundary conditions for each charge state impurity ion density. It is difficult to provide this set of data on a firm experimental basis, so that it is necessary to know the sensitivity of the solution \( n_k(r,t) \) to variations of these parameters.

The initial profiles of impurity densities have a two-fold influence on the numerical simulations. First, due to the nonlinearity caused by the dependence of the functions \( a \) and \( b_k \) on the unknowns \( n_k \), the iterative procedures may not converge both in the stationary and nonstationary cases. E.g., for parameters of the early stage of a T-10 discharge (\( T_e = 200 \text{eV}, n_e = 5 \times 10^{13} \) at \( r=0 \)), the corona equilibrium densities assumed at start for the stationary problem are modified in the iterations (in the highest charge states) by two orders of magnitude. Second, in the nonstationary case, the same initialisation leads to rapid changes following the start of the simulation. Many similar experiments support the conclusion that in the current rise stage of the discharge both the corona equilibrium and the stationary impurity ion profiles cannot be assumed.

The importance of the boundary conditions is a more complex problem, depending on their form (densities or fluxes at \( r=a \)) and on the expression of the diffusion flux. We have performed computations with various formulas for \( b_k \) and found that its radial dependence strongly determines the influence of the given boundary densities \( n_k(a) /1/). For \( b_k \) (arising from purely neoclassical diffusion) having positive values at the plasma edge, the boundary condition influence is restricted to a narrow region near \( r=a \). For \( b_k = 0 \) or \( b_k < 0 \) in the outer part of plasma, the influence is extended to the whole range and the necessity of choosing physically reasonable values is more stringent. For instance, the highest levels may appear to be radially uniform populated, with a density given by the boundary value even when corona equilibrium indicates that these levels are practically empty. The condition prescribed as boundary flux has always a strong influence on the solution. To a large extent this is connected with the model of neutral impurity behaviour.

5. A simple model of the neutral impurity component of the plasma consists of considering the flux of atoms radially penetrating from the
border with a constant velocity \( v_0 \), being ionized along their path. This implies the following expression for the neutral atom density:

\[
n_0(r) = n_0(a) \exp\left(-\int \frac{n_e S_1}{v_0} \, dr\right)
\]

This model imposes serious restrictions on the range of the decisive parameter \( n_0(a) \), due to the strong influence which the neutral atom profile has on the low ionization stage populations. The complicated physical problem was restated in another formulation involving the flux of neutral atoms.

Defining \( \Phi_0 \) as the flux emitted by a unit surface at the plasma edge in the unit solid angle in a certain direction, the total flux at a point \( P(r, \theta, z=0) \) inside plasma is given by:

\[
\Phi(r, \theta) = \int_{-h}^{h} \int_{-\pi}^{\pi} \frac{\Phi_0}{(1+S_v(S,P))} \exp\left(-\int_{0}^{1} \frac{n_e S_1}{v_0(S,P)} \, dl\right)
\]

where \( S(a, \chi, z) \) is the current point on the plasma surface in cylindrical coordinates, \( l_{SP} \) is the distance between \( S \) and \( P \), \( v_0(S,P) \) is the velocity of the neutral atoms leaving \( S \) in the direction of \( P \), and \( \Phi_0 \) is the versor of this direction. The density \( n_0 \) in \( P \) now depends on \( \Phi_0(\chi, z; r, \theta) \) which was analytically modelled. Physically, \( \Phi_0 \) can be connected with the flux of particles impinging on the wall or with a recycling process.

6. Various computations lead to the conclusion that the simplified impurity ion transport model described in paragraph 3 cannot accurately account for the low charge ion densities in the cases when an inward neutral atom flux must be considered. The full model (1) reveals important populations in these states when recycling (either constant or variable in time) was assumed. In general, even when the inward neutral flux is very small the results of the simplified model agree only qualitatively with those of the extended model (1). However, the effective charge obtained by the two simulations are not too different on the plateau of the discharge, indicating that the simplified model can be used in a full plasma transport code.
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Numerical Simulation of MHD Effects on Tokamak Plasma Confinement

Japan Atomic Energy Research Institute
Mukoyama, Naka-Machi, Naka-Gun, Ibaraki-Ken 311-02, Japan

Various kinds of MHD activities are observed in a tokamak discharge. These MHD activities deteriorate the plasma confinement and limit the operation region of plasma parameters. In the plasma center, m=1 modes excite sawtooth oscillations and flatten the temperature profile. High-frequency oscillations and fishbone oscillations for high beta operations enhance the high-energy-particle loss. Tearing mode activities produce magnetic island and may reduce the confinement. The contact of m/n=2/1 island with a limiter, or the overlapping of m/n=2/1 island with m/n=3/2 island are considered to cause major disruptions.

The purpose of this paper is to clarify the operation region for joule heated plasma of JT-60 by using a tokamak transport code with MHD effects. In order to simulate the sawtooth oscillations, the model similar to that given by Waddel et al. [1] is incorporated into the tokamak code. When the safety factor at the plasma center q₀ is lower than unity, the magnetic island grows around the q=1 resonance surface, \( r = r_s \), as \( W_s = W_0 \exp \int \gamma \, dt \), where \( \gamma \) is the linear growth rate including the diamagnetic effect. When the width of this island, \( W_s \), becomes larger than \( r_s \), the minor disruption occurs and the current density is mixed inside the critical radius on the basis of Kadomtsev model [2] as well as the flattening of the electron temperature.

The stability of m/n=2/1 and 3/2 tearing modes is examined by the
marginal mode equation. When the mode is unstable ($\Delta'(0)>0$), the saturated island width is estimated by using the non-linear $\Delta'$ analysis [3]:

$$\Delta'(W_s) = \left( \frac{d\Psi}{dr}|_{r_+} - \frac{d\Psi}{dr}|_{r_-} \right) / \Psi(r_s) = 0$$

where $\Psi$ is the eigenfunction of perturbed helical flux and $r_s = r_s \pm W_s/2$.

The impurity transport equations [4] are solved by combining with the plasma transport in order to investigate the radiation cooling effect on the current density. These equations describe ionization, recombination and anomalous diffusion ($\Gamma_k = -D_\| d\mu_k/dr + V_\| n_k$ with $D_\|=1 \ m^2/s$ and $V_\|=D_\|=2r/c^2$) for each charge state $k$.

The calculations have been carried out by using the parameters of JT-60 as listed in Table 1. We adopt the Neo-Alcator scaling for the electron thermal conductivity. $\chi_e = 4.4 \times 10^{20} r/R^2 n_e \ m^2/s$. At first, we investigate the possibility of the low-q operation ($q_a < 3$). Figure 1 shows the dependence of the magnetic island width on the safety factor at the plasma surface, $q_a$, in the steady state with the volume-averaged density of $<n_e> = 3.5 \times 10^{19} \ m^3$. The m/n=2/1 island width is sensitive to the wall position $r=b$, especially for the low-q operation; for the case of $q_a=2.5$, the 2/1 island contacts with the limiter for $b/a>1.5$, while the mode is stable for $b/a=1.0$. In the following, we set the wall at $b/a=1.2$. The 2/1 island width is little changed in the range of $2.5<q_b<7$ and the 3/2 tearing mode is stable, as shown in the figure. The position of resonance surface of the 1/1 mode is also plotted in the same figure. The tearing mode stability in the low-q operation depends on the current rise rate $dI_\|/dt$. Figure 2 shows the time evolution of magnetic islands during the current rise-up phase. The rapid increase of the plasma current ($dI_\|/dt>0.75 \ MA/s$) increases the current density gradient at the
resonance surface and leads the contact of the 2/1 island with the limiter. The disruption due to the rapid current rise can be prevented by the surface cooling by the gas-puffing, although the large gas-puffing (d<n_e>/dt>2×10^{10} m^{-3}s^{-1} for dI_p/dt=0.75 MA/s) shrinks the current channel and again leads to the disruption due to the overlapping of 2/1 and 3/2 magnetic islands. These results indicate that the careful control of the current rise and the gas-puffing is required for the stable low-q operation.

We also study the dependence of the maximum plasma density on the plasma current. As the plasma density is increased with fixed impurity content and plasma current, the radiation loss increases almost proportionally to the square of the density. When the radiation loss becomes comparable to the joule heating power, the current channel starts to shrink. This shrink due to the surface radiation cooling destabilizes the tearing modes, and causes the overlapping of 2/1 and 3/2 magnetic islands. Figure 3 shows the critical density due to the disruption as the function of the plasma current for the oxygen impurity content of 1% and 2%. This result qualitatively agrees with experimental results and indicates the importance of the impurity control for the high density operation.
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Table 1  JT-60 parameters

- Major radius  \( R = 3.03 \, \text{m} \)
- Minor radius  \( a = 0.95 \, \text{m} \)
- Toroidal field  \( B_t = 4.5 \, \text{T} \)
- Total current  \( I_p = 2.7 \, \text{MA} \)

\[
\begin{array}{|c|}
\hline
\text{Parameter} & \text{Value} \\
\hline
R & 3.03 \, \text{m} \\
a & 0.95 \, \text{m} \\
B_t & 4.5 \, \text{T} \\
I_p & 2.7 \, \text{MA} \\
\hline
\end{array}
\]

Fig. 1  Saturated island v.s. \( q_a \).

Fig. 2  Time evolution of island width for low-\( q \) operation.

Fig. 3  Density limit caused by overlapping.
THREE-DIMENSIONAL CALCULATIONS OF THE TRANSPORT OF NEUTRAL HYDROGEN AND MOLECULAR IMPURITIES IN TFTR

D. B. Heifetz, W. D. Langer, A. B. Ehrhardt
Plasma Physics Laboratory, Princeton University
Princeton, N. J. 08544

1. Motivation

Knowledge of the density and temperature of atoms and neutral molecules in TFTR is necessary for the interpretation of measurements of limiter heating, charge-exchange emission spectra, hydrogen line radiation, and residual gas analyzers, and estimation of getter pumping. It is also important in the modeling of the bulk plasma transport and energetic ion behavior, the generation and transport of impurities, and in determining the overall particle and power balances. Future modifications in machine design, such as, for example, its pumping system, will require understanding of neutral particle kinetics in TFTR.

Information about the spatial variation of neutral particle density and temperature in TFTR has been experimentally determined using two pressure gauges, four \( \text{H}_2 \) detectors around the torus, and charge-exchange emission detectors. The edge neutral pressure is typically seen to drop below \( 10^{-7} - 10^{-8} \) torr, which is the lower bound of the gauges' sensitivities. The \( \text{H}_2 \) detector nearest the movable limiter usually sees 10-100 times the emission rate that is seen by the other three detectors. Particle flux measurement by the charge-exchange analyzers has not been absolutely calibrated.

In order to refine this very rough picture of neutral particle behavior, a multi-dimensional model of neutral particle transport has been applied to the TFTR geometry for a range of plasma parameters. Results from these calculations are presented here.

2. The Numerical Model

A three-dimensional Monte Carlo algorithm [1] was used in order to include the effects of asymmetric device geometry and neutral particle sources. Discharges modeled used the TFTR movable limiter. The model geometry included a complete three-dimensional torus containing a sector of a torus of the correct dimensions to simulate the movable limiter. While this was not a faithful representation of the actual limiter, it does simulate the major geometric effects of the actual limiter.

The plasma characteristics remain fixed in the calculation. Profiles of plasma density and temperature were taken, where possible, from fits to experimental data. Three sources of neutral particles were included: those produced by plasma recycling of the limiter, recycling off the vacuum wall, and by recombination. Gas fueling is typically negligible in TFTR, with the overall particle confinement time longer in TFTR than the discharge time. No sources due to beam heating or pellet injection were included.

One uncertainty in the calculation is the relative strengths of the sources, in particular, the ratio of the ion current onto the limiter to the current onto the wall. Uncertainties also exist in the models for wall reflection and reaction rates for neutral/plasma interactions.

Reflection of ions and neutral particles off the limiter and first wall is not understood. We only have guidance from experimental measurements made under very different conditions. Thus a range of models for particle reflection was used in order to include this uncertainty in our results.

*Work supported by the U.S. DOE Contract No. DE-AC02-76-CHO-3073.*
Some results proved to be very sensitive to the variation in models while others were relatively insensitive. Other aspects of the overall reflection model, such as wall pumping, and the rate of molecular desorption, were also varied so as to test the sensitivities of the results to the model used.

Neutral/plasma interactions are better known. Even so, some cross sections in some temperature ranges may not be known even to within a factor of two. Again the sensitivity of the results to these unknowns has been explored.

3. Calculated Neutral Hydrogen Distributions

As a sample case, we considered an ohmically heated deuterium plasma with a minor radius of 85 cm, $\langle n_e \rangle = 4.2 \times 10^{13} \text{ cm}^{-3}$, $Z_{\text{eff}} = 1$, $n_e = n_1$

$$r=85 \text{ cm} = 10^{13} \text{ cm}^{-3}, T_e = T_i = T_f (r=85) = 75 \text{ eV},$$

and density and scrape-off lengths of 2 cm [2]. A confinement time of 200 ms was assumed, resulting in a current of $7.4 \times 10^{21}$ D/sec onto the movable limiter. Based on past experience from PLT [3], the total ion current onto the first wall was taken to be a tenth of this limiter current.

The base case model for wall reflection assumed: (1) reflection coefficients for normal incidence, (2) rough walls (so the effective wall reflection coefficient was a power of that for smooth walls), (3) the walls were fully saturated with all D$_2$ desorbing at wall temperature, and (4) no getter pumping. The primary result of our calculation was the high computed for the TFTR base case.

The poloidally averaged density of D$_0$ resulting from each source is shown in Fig. 1, along with the total D$_0$ density. Atoms in the outer 15 cm were due primarily to the first wall source. Those in the central 60-70 cm are from recombination, $e^- + H^+ \rightarrow H^0$. The effect of the asymmetric limiter source is apparent only very near the limiter where, however, the density of D$_2$ was factor of 100 times greater than anywhere else. Note also that this peak in D$_0$ density in front of the limiter extended to $r < 40 \text{ cm}$. The D$_0$ density also shows a similar peak in front of the limiter face.

We note that this localization is a consequence of the mean free path length for atoms at the plasma edge ($r=85 \text{ cm}$) being small compared to the
limiter dimensions (5-10 cm versus a limiter width of ~ 60 cm). Particles are trapped, with a highly ionizing plasma on one side, and a carbon limiter on the other, and few atoms reaching the edges of the limiters.

Other quantities which are functions of neutral densities also show large asymmetries. The radially and poloidally averaged D$_e$ emission rate varied toroidally, peaking at the limiter position and dropping a factor of 100 15-20° toroidally away, and remained constant around the rest of the machine.

The particle and energy sources due to ionizing neutrals were also localized near the limiter. Almost 100% of the neutrals formed by the limiter source reionized within 10 cm of the limiter face. Preliminary results using the one-dimensional BALDUR [4] plasma transport code coupled with this detailed neutral transport model also showed a strong localization of neutral particle density near the face of the PDX scoop limiter [5], and a resulting flattened profile in the plasma density.

Gas pressure near the vacuum vessel wall was computed to be in the $10^{-10}$ - $10^{-9}$ torr range. This is below the sensitivity of the existing gauges on TFTR (~ $10^{-8}$ torr). This sensitivity will be lower during the next experimental series.

Neutral particle and energy fluxes peaked on the movable limiter in the area of plasma contact. The atomic particle flux there was $3-4 \times 10^{16}$ cm$^{-2}$ sec$^{-1}$, dropping to $2 \times 10^{15}$ cm$^{-2}$ sec$^{-1}$ at the limiter ends. The toroidally averaged particle flux was roughly a constant $6 \times 10^{14}$ cm$^{-2}$ sec$^{-1}$. Contribution of the limiter source to the first wall flux was negligible.

Particle flux from this source peaked at $6 \times 10^{13}$ cm$^{-2}$ sec$^{-1}$ at a point behind the limiter edge, at the same poloidal position as the plasma/limiter contact area, and dropped quickly in strength from there.

Thus when computing the removal rate of the TFTR getter system [6] only the flux of the first wall source is relevant. Assuming a 9% getter wall coverage and a 50% trapping efficiency, the getters would then remove approximately $3.4 \times 10^{19}$ D$^+$/sec plus $5 \times 10^{19}$ D$^0$/sec.

Some results proved more sensitive to the physical models assumed than others. One sensitive quantity was edge neutral pressure. By varying the wall reflection model (reducing roughness, using angularly dependent reflection coefficients and specular reflection, and introducing anomalous wall pumping) the D$_2$ edge pressure due to the limiter source varied by factors of 10-100. Other quantities, such as central D$^0$ density varied less. Such sensitivity studies will be systematically tabulated in future work.

A study of the effect of plasma rotation on neutral particle kinetics was also made using two plasmas. The first was a simplified beam heated plasma: 100% D$^+$, $Z_{\text{eff}} = 1$, $\langle n_D \rangle = 1.4 \times 10^{13}$ cm$^{-3}$, $T_D(r=0) = 10$ keV, and $T_e(r=0) = 6.9$ keV, a 200 ms particle confinement time, and a wall source one-tenth the limiter source. Two cases were modeled, a stationary plasma, and one rotating with a velocity equal to the local sound speed.

Plots of the toroidal variation of the poloidally averaged D$^0$ density are shown in Fig. 2. The effect of the plasma flow is dramatic, with the neutral density increasing in the rotating case over the stationary case at all radii up to 100 degrees toroidally on the downstream side.

A second, more realistic plasma, was modeled assuming $Z_{\text{eff}} = 2.7$, $\langle n_{H^+} \rangle = \langle n_{H^+} \rangle$, a peak $n_D$ at $r=0$ cm and a peak $n_{H^+}$ at $r=40$ cm. The same qualitative behavior as in the D$^+$ plasma was seen, with little difference in the computed H$^0$ versus D$^0$ populations. In particular, charge-exchange emission spectra for H$^0$ looked similar to that for D$^0$. 
4. Neutral Methane Kinetics

It is important to understand the mechanism for the introduction of carbon and oxygen into the TFTR plasma. Substantial amounts of methane and water are detected by RGA's between discharges, and it must be assumed that carbon and oxygen may enter the plasma originally as part of these molecules.

A one-dimensional model for the transport of methane including the important dissociation processes is given in [7]. It was shown that the isotropic dissociative processes return roughly half of the produced carbon to the wall, with the remaining carbon atom penetrating further into the plasma than a carbon atom released directly from the wall.

The three-dimensional model of neutral transport will be applied to methane and carbon to improve and expand on the earlier calculations. The new calculation will enable us to follow transport both across and along the field lines. We can calculate not only the penetration of carbon into the plasma, but how much reaches a divertor or a pump. The energy distribution of the molecules and atoms in the plasma can be determined for use in impurity transport codes. New experimental information is available on the collisional processes involving the plasma with methane and its derivative radicals, and these will replace those used in the earlier calculations [7]. Finally, the radiative properties of carbon and the carbon bearing molecules will be included to calculate impurity radiative cooling at the edge.
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Introduction
The CATI-code is an extension of the CAT-code including the effects of an iron-core transformer. The CAT-code has been introduced in /1,2/. Both codes describe two-dimensional axisymmetric plasma motions on a time scale \( \tau_{\text{Alfvén}} \ll \tau \ll \tau_{\text{diffusion}} \) and include all external electric components treatable by an axisymmetric model. The above relations on the one hand ensure the plasma to be in equilibrium at every moment \( (\nabla \cdot \mathbf{j} = 0) \) and on the other hand to behave as superconducting and isentropic. The codes are used as equilibrium codes for given external currents and for positional stability and positioning problems. While the CAT-code uses for the solution of Ampère's law a fast Buneman solver on a rectangular mesh, the CATI-code, to handle the complicated iron geometry, uses a POISSON-solver on a triangular mesh. To the TEXTOR device the code was applied to calculate self-consistent equilibria, study positional stability and to analyse the sensitivity of the Faraday-signal for the determination of the plasma current distribution.

Numerical Essentials of the Code
The presence of iron requires solving the elliptic equation \( \nabla \times \mathbf{H} = \mathbf{j}(r) \) as a boundary value problem with regions of different permeability \( \mu \). We use the old "POISSON"-code from Cern /3/ which we improved by the ICCG-method /4/ to solve the linear problem on a 13000 point triangular mesh with 2.7 s on the CRAY-XMP. Since the iron transformer of TEXTOR goes only moderately into saturation, we fix the relative permeability as a known function in space, so we have to solve only the linear problem. At each iteration step of the CATI-code we need the flux functions \( \psi_i(r) \) of all external currents and \( \psi_p(r) \) of the plasma current. We make use of the superposition principle for solutions of Ampère's law, preproduce the \( \psi_i \) and so, at each iter-
ation step, only one solution of Ampère's law for \( \Psi_p(r) \) is necessary. One iteration step requires 8 sec CRAY-XMP-time, and 5-7 iterations are necessary for one time step at an accuracy of \( 10^{-4} \).

The vacuum vessel and the liner were represented by \( \sin/\cos (m \theta) \) current distributions \((0 \leq m \leq 2)\). Also prompt field penetration through the high-resistive bellows is taken into account /5/. With a non-selfconsistent model described in /5/ we predicted an almost circular cross section (deviation < 2\%). For a selfconsistent equilibrium Fig. 1 shows the poloidal flux pattern. We found maximal deviations from circular shape of 3\% for \( \beta_{Pol} = 2 \) and peaked current distributions.

![Fig. 1](image)

Flux Pattern of a Self-consistent TEXTOR Equilibrium

In addition to the diamagnetic loop \( \beta_{Pol} \) can be determined from the vertical field. Since Shafranovs formula is no more valid for a compact torus surrounded by iron the CATI-code was used to determine \( \beta_{Pol} \) by the knowledge of the currents in the vertical field coils and in the feed-back coils. The simple formula contains a term corresponding to Shafranovs plasma inductance \( l_q \) which is a function of a current shaping factor, the latter is also being measured at TEXTOR /7/. 
Positional Stability Calculations

The presence of iron can lead to positional instability in spite of the circular cross section of the TEXTOR plasma. Earlier approximations /5/ led to instability in both directions, but our more realistic CATI-code shows that only vertical displacements are unstable. This is because of the attractive forces of the lower and upper yokes and the unstable index of the vertical field which was necessary for the circular cross section in the iron environment. We studied the stabilization by the vacuum vessel and the liner. Using the model described in /5/ for the non-axisymmetric vessel with a time constant $\tau = 8$ ms and a prompt field penetration of 50%, we calculated the displacement of the plasma column after a step disturbance. For three cases - only liner is present - only vacuum vessel - both are present - Fig. 2 shows the vertical displacement as a function of time. In the two first cases we have a purely exponential behaviour

$$Z(t) = a e^{t/\tau} - b$$

with $\tau_{\text{liner}} \approx 3$ ms and $\tau_{\text{vessel}} \approx 30$ ms.

Fig. 2
Vertical Displacement of the Plasma Column after Step Disturbance with Eddy Currents on: Liner only, Vessel only, Liner and Vessel
The CATI-code as a Mean for Interpretation of Experimental Results

The use of the equilibrium code for $\beta_{pol}$-determination was already mentioned. The Faraday-rotation measurements /6/ which serve to determine the plasma current distribution was also considered. Since the direct inversion of the data seems to be problematic statistical regression methods - described in /8/ - seem to be adequate. To study the sensitivity of the Faraday-signals with respect to different current distributions we introduced in the CATI-code the differential equation for the Faraday-rotation of a HCN-laser beam /9/. The normalized signals of two different equilibria are shown in Figs. 3 and 4. The shape of the two curves are very similar but the maximum-minimum values are good measures of the width of the current distribution. Since the measurements are very accurate ($\epsilon < 3\%$) we hope to get much more information by applying the principle component analysis and further studies about error propagation. This work is in progress.

Figs. 3 and 4
Normalized Faraday-rotation Signals for Two Equilibria with the same Density Profile but Different Current Profiles
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1 Introduction:
Impurity transport phenomena in tokamak plasmas have received considerable attention in the last few years. This has generally shown that the impurity transport is anomalous (it needs a much larger diffusion coefficient than predicted by neo-classical theories). Experimental data used in these studies are almost always V.U.V line radiances, the utilisation of supplementary data from high resolution X-ray spectroscopy being quite recent.

Since the production of intrinsic impurities cannot be controlled at will, the best way to study impurity transport is by purposely injecting a selected impurity by laser blow-off technique. This has two distinct advantages. First, by controlling the amount of injected material, the target plasma is not perturbed. Secondly, the injection time can be selected in order to study a chosen phase of the discharge. In particular, by changing the injection time it is possible to verify if impurity transport is affected by supplementary heating. This is an important problem, since the general tendency in all devices is for the energy confinement time to decrease during supplementary heating. However, it is not clear if this applies also to the (impurity and base) ion particle confinement time.

Laser blow-off injection of impurities has already been used in TFR heated discharges [1], allowing the transport parameters to be evaluated (an anomalous expression for the impurity ion flux, characterized by a diffusion coefficient \(D_a\) and an inward convection velocity \(V_a\), is used [2]). The only clear dependence of impurity behaviour on plasma parameters was an improved confinement with increasing mass of the base ions.

In this paper, we shall present new spectroscopic results obtained by injecting vanadium, with the aim of detecting if a difference of particle behaviour exists between ohmic and ICRF-heated plasmas. Section 2 will deal with strong resonance lines of Hg-, Ha-, Be- and Li-like isoelectronic sequences in the V.U.V. region. In section 3, we shall consider the w-line (resonance line of the He-like ions \(V_{XXII}\) at 2.38\(\AA\)), in the soft X-ray region.

The plasma conditions in all the laser blow-off \(V\) injection experiments described in this paper were: plasma current \(I_p = 250-300\) kA, toroidal magnetic field \(B_t = 4.5\) T, carbon limiter radius \(a = 19\) cm. The working gas was deuterium with an admixture of hydrogen (20\%), in order to satisfy the condition of a central two-ion hybrid layer for ICRF-heating in the mode conversion regime [3]. Typically, 100 ms ICRF pulses of 600-800 kW were applied at the \(I_p\) plateau, 250 ms after the discharge beginning.

2 Numerical simulation of V.U.V. vanadium radiances:
Our impurity transport simulation code has been previously discussed [2, 4]. The code considers independently the transport of any atomic species and gives
in cylindrical geometry the density of the ions of all charges as function of time and radius; line radiances and emissivities (data available from experiments) are also calculated.

As already discussed [2], the code uses "ad-hoc" boundary conditions: the incoming neutral atom flux $\Gamma_0$ at the limiter radius $r$ is chosen, as function of time, in such a way as to correctly simulate the absolute radiances of peripheral ions (i.e., $V$ XXI 159Å and $V$ XXII 240Å). Note that the transport between the limiter radius and the shell where these two peripheral ions exists mainly depends on $D_a$. It is then necessary to adjust $\Gamma_0$ for each $D_a$ value.

Figure 1 (top experiment, bottom simulation) shows the adjustment of the two peripheral lines in the case of $V$ injection into ohmic plasmas, using $D_a = 4000$ cm$^2$s$^{-1}$ and $V = 1200$ cms$^{-1}$. Once this is done, the subsequent step is to simulate the absolute radiances of central ions ($V$ XXI 159Å and $V$ XXII 240Å). An example is given in table 1 and figure 2. We have first varied $D_a$ between 2000 and 6000 cm$^2$s$^{-1}$, keeping a constant value for the convection parameter $S = aV/2D_a = 3$ (first three columns of table 1). The peak radiances agree with the experimental ones only for $D_a = 4000$ cm$^2$s$^{-1}$ and $V = 1200$ cms$^{-1}$. Agreement on the peak radiances values can also be obtained with the other two $D_a$ values but only by modifying the convection parameter (last two columns of table 1). However, as shown in figure 2 for the three cases of peak radiancy adjustment (top experiment, bottom simulations after adjustment of $\Gamma_0$ for each $D_a$ value: solid line $D_a = 4000$ cm$^2$s$^{-1}$, dashed line $D_a = 6000$ cm$^2$s$^{-1}$), the time evolution only agrees with experimental data for $D_a = 4000$ cm$^2$s$^{-1}$ and $V = 1200$ cms$^{-1}$.

During the same series of experiments, a similar comparison has been performed for $V$ injection into ICRF-heated plasmas. The best agreement with experiments is again found for $D_a = 4000$ cm$^2$s$^{-1}$ and $V = 1200$ cms$^{-1}$. It is therefore concluded that the penetration of the puff into the peripheral plasma and the transport coefficients (i.e., the particle confinement time) are not affected by ICRF (even though the energy confinement time is reduced by ICRF supplementary heating [3,5]).

3 Numerical simulation of He-like w line radiances:

Contrary to the $\Delta n=0$ lines detected in the V.U.V. spectral region, the $\Delta n=1$ w line is sensitive to the electron temperature value through the excitation rate coefficient. It is therefore expected that the w line be saw-tooth modulated and this is indeed the case: its modulation can reach 40-50% of its peak value.

Simulations of the time evolution of the central w and $V$ XXI 240Å ion line radiances have been performed for injection into ohmic and ICRF-heated plasmas. In this section we will present the most interesting case: injection of $V$ just prior to the application of the ICRF pulse. Figure 3 shows (b and c, upper) the normalized w and $V$ XXI line radiances. Time $t=0$ is the injection time, whereas the ICRF pulse is applied 20 ms later, at the time shown by the dashed vertical line. During the first 15 ms, we have only used the electron temperature $T_e(r)$ and density $n_e(r)$ profiles at the top of the saw-teeth (the reference soft X-ray and $T_e$ signals are irregularly modulated during the transition phase that occurs in the first 5-10 ms following the V injection). We start to
consider the saw-tooth modulation on \( T_e \) and \( n_e \), two saw-teeth before the beginning of the ICRF pulse. \( T_e \) is varied discontinuously following in detail the evolution given by the time-resolved 2\( \omega_c \) channels (figure 3a: central channel), with six jumps during the recovery phase. The simulation results, shown at the bottom of figure 3b and 3c, show excellent agreement for both lines (the V XXI noise fluctuations are considerably larger than the small saw-tooth induced variations). Note that the simulation requires the same transport parameters \( (D_e = 4000 \text{ cm}^2 \text{s}^{-1}, \nu_e = 1200 \text{ cm}^2 \text{s}^{-1}) \) before and during the ICRF pulse, again showing that the impurity transport is not modified by the ICRF supplementary heating.

All these simulations imply no change of transport parameters during internal disruptions. It is worth recalling here two previously reported TFR results. In ohmic discharges, the modulation of central Mo ion emission was interpreted, as in this paper, as due only to the \( T_e \) saw-teeth [6]. On the other hand, in NBI-heated plasmas strong Ni XXV modulations could only be simulated by varying \( D_e \) and \( \nu_e \) at the disruption [4]. Attempts have been made to simulate the experimental data of figure 3 by modifying the transport coefficients at the disruption as reported in ref. [4], and also as reported in ref. [7] for giant inverted long-period saw-teeth in PLT during Al injection. In all cases, no situation giving agreement with the experiment could be obtained. It appears therefore that completely different saw-tooth regimes are possible in the same machine, depending on the experimental conditions.

4 Conclusion:

In this paper we have studied impurity transport in ohmic and ICRF-heated plasmas, using both V.U.V. and soft X-ray spectroscopy along with our impurity transport code. No difference has been observed in the two plasma heating situations in both amplitudes and time evolutions of the experimental radiances, both cases requiring the same transport parameters to be correctly simulated: impurity transport is not affected by ICRF supplementary heating. On the other hand, the same discharges have shown energy confinement degradation due to ICRF-heating [3, 5], thus implying that impurity particle transport does not follow necessarily the same variations as energy transport.

The use of the saw-tooth modulated time resolved He-like \( \alpha \) line radiance from X-ray crystal spectroscopy (beside giving an additional confirmation of the transport parameters deduced from V.U.V. spectroscopic radiances) has also allowed to show that, for both experimental conditions, the \( n_e \) and \( T_e \) modifications due to internal disruptions are sufficient to account for the experimental results.
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Introduction: Three different additional heating methods are being applied in the ASDEX divertor tokamak: neutral injection (NI), ion cyclotron heating (ICRH) at the 2nd harmonic of hydrogen, and lower hybrid heating (LH). In this paper we discuss the impurity behaviour observed for three heating scenarios. Applying all three methods in the same tokamak has the advantage of allowing a fair comparison of the concomitant impurity problems. Such a phenomenological comparison of the impurity levels has been made for the most important elements Fe, Ti, O, and C. A more profound judgement of the impurity problem, however, will have to distinguish between impurity production, penetration depth of the neutrals into the plasma boundary, and transport in the scrape-off and inner plasma regions. We are not yet in a position to identify the actual importance of these different causes, but some preliminary information was obtained from our measurements. Furthermore, the identification of the dominant production mechanisms is also a matter of crucial importance. We briefly address the problem of sputtering of wall material (Fe) by CX neutrals during NI and access the evidence for the prelilinary ion sputtering in the case of both HF-heating methods.

NI heating: Neutral injection has been applied in ASDEX up to a power level of 4.2 MW (t ≤ 0.4 s, D9 or H9 with E ≤ 45 keV). The impurity problems arising with this additional heating are in general tolerable \( (P_{\text{rad}}/P_{\text{tot}} ≤ 20\%) \) with the exception of the cases where the quiescent H-mode had been realized. In this latter case a radiation collapse is observed \( (P_{\text{rad}} ~ 3 \text{ MW}) \) which can be attributed to accumulation of iron /1/. Typical concentrations for the ohmic phase and the normal H-phase of NI \( (P_{\text{NI}} = 2.8 \text{ MW}, n_e = 2.5 \times 10^{13} \text{ cm}^{-3}, D_2) \) are in the range: O: 0.15 % (OH), 0.6 - 1 % (NI); Fe: 0.2 x 10^{-4} (OH), 1.2 x 10^{-4} (NI). Simulating the impurity behaviour with a time dependent transport code - using measured \( \tau_e \) and \( n_e \) profiles as input data - yield some information on the transport parameters and the impurity fluxes. For \( D_2 \) discharges we find \( D ~ 4000 \text{ cm}^2/\text{s} \) for OH and the normal H-phase, and \( D ~ 10^4 \text{ cm}^2/\text{s} \) for the L-phase of NI. In addition, a moderate inward drift velocity of \( v_{\|} = -2D r/a^2 \) is indicated. The Fe fluxes increase for the above NI power level by a factor of 20 to \( \Gamma_{\text{Fe}} = 3 \times 10^{13} \text{ cm}^{-2} \text{ s}^{-1} \) with respect to the OH phase. In order to estimate the influence of a change
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In penetration depth with the transition from OH + L + H the measured boundary profiles /2/ of \( n_e \) and \( T_e \) were properly taken into account in the transport calculations. For unchanged Fe fluxes we should thus expect a change of concentrations according to \( 1 \times (\text{OH}) \cdot 0.3 \times (\text{L}) \cdot 0.8 \times (\text{H}) \) for the three phases. It should be noted, however, that these ratios are actually tendency factors because of the sensitivity with regard to the exact position of the separator and the absolute values of \( T_e \). The rather low screening efficiency during the H-phase results in particular from the low \( T_e \) and \( n_e \) values in the scrape-off.

To address the question of Fe production, discharges were performed in \( \text{H}_2 \), \( \text{D}_2 \), and \( \text{Ne} \). An extended discussion of the ohmic phase of these experiments is given in /2/. The behaviour of two Fe line intensities as well as soft X-ray and bolometer traces for the NI phase are depicted in Fig. 1 for the three different gas fillings \( (P_{\text{NI}} = 2.8 \text{ MW}, \text{L-phase}, \text{H}^3, E = 45 \text{ keV}) \). For similar densities \( (n_{\text{eo}} = 3.5, 3.3, 3.8 \times 10^{13} \text{ cm}^{-3}) \) the temperatures measured were \( T_{\text{eo}} \) = 1.25, 1.80, 1.55 keV in the case of \( \text{H}^+, \text{D}^+, \text{He}^{++} \) background ions, respectively. The iron concentrations \( n_{\text{Fe}(O)}/n_{\text{e}(O)} \) in the corresponding cases were found to be \( 1.1 \times 10^{-4}, 1.0 \times 10^{-4}, \) and \( 2.4 \times 10^{-4} \). In particular, the high concentrations in the case of He are surprising in view of the low \( \text{He}^{++}-\text{He}^0 \) CX cross-sections and the impossibility of producing high-energy neutrals in the core plasma via charge exchange with \( \text{H}^+ \) beam particles. Whether sufficient CX neutrals are still produced in the outer plasma regions - as is conjectured for the ohmic phase in /3/ - to explain our results needs further investigation.

ICRH heating: First attempts with ICRH revealed serious impurity problems. In comparison with NI much higher Fe concentrations were found even for lower heating powers. An example is shown in Fig. 2 where during the same discharge 900 kW of NI and 450 kW of ICRH power were launched into the torus. We ascertain a strong increase of the Fe intensities and a further rise of the main plasma radiation losses (bolometer) with ICRH, whereas the C III signals in the main chamber and in particular in the divertor are found to decrease. This decrease of the divertor radiation is indicative of reduced power flow into the divertor, consistent with the enhanced radiation losses from the main plasma \( (P_{\text{rad}}/P_{\text{tot}} = 20\% + 40\%) \). A considerable improvement - reduction of the power losses by up to a factor of 2 - was achieved by operating at toroidal field strengths where the ion cyclotron resonance layer coincides with the divertor entrance /3/. This observation suggests that the enhancement of the Fe fluxes is caused by up drifting suprathermal ions being produced in the resonance zone. In any case, an additional Fe production mechanism probably has to be postulated since the impurity levels are already substantially increased for marginal changes of CX-fluxes and ion temperatures.

The best heating results are obtained by combining ICRH with NI. There may be two reasons for the beneficial effect of NI: better coupling of the wave to the plasma due to pre-heating, and in addition thermal stabilization of the scrape-off, this being required to prevent deep penetration of the impurities owing to a decrease of temperature in this region. However, also with NI and under optimized ICRH conditions an overproportional increase of the radiation losses with the onset of ICRH is found. In Fig. 3 this behaviour is documented for three different power levels \( P_{\text{ICRH}} = 0.6, 1.8, \) and \( 2.45 \text{ MW}, \) overlapping with NI heating at 1.75 MW. Adding the same power of \( 1.8 \text{ MW} \) to NI is seen to increase the soft X-ray \( (h\nu > 400 \text{ eV}) \) and Fe XVI intensities by a factor of 5 to 6. According to our transport code analysis this increase directly reflects the enhancement of the Fe fluxes since the \( T_e \) and \( n_e \) profile changes are small \( (T_{\text{eo}} = 1.34 \pm 1.57 \text{ keV}) \) and the trans-
port parameters can be assumed to be effectively determined by NI heating (L-phase). Further confirmation of these assumptions is inferred from the signals shown in Fig. 3, which exhibit only a moderate and non-monotonic increase with ICRH power. For the cited case of P_{NI} = P_{ICRH} = 1.8 MW we obtain n_{Fe}(0) = 3.1 \times 10^{10} \text{ cm}^{-3} \left( \frac{n_{Fe}(0)}{n_e(0)} = 7 \times 10^{-4} \right) and a total flux of \dot{\psi}_{Fe} = 1.2 \times 10^7 \text{ cm}^2 \text{s}^{-1}. This flux is to be compared with the stationary H\textsuperscript{+} flux leaving the plasma, which, however, is not well known in the case of additional heating. Taking for reference the ohmic recycling flux \dot{\psi}(H\textsuperscript{0}) \sim 2 \times 10^{21} \text{ cm}^{-2} \text{s}^{-1} as a lower limit /4/ and multiplying it by the maximum sputtering rate of 1% (H\textsuperscript{0} on SS), we obtain just the above Fe flux. Despite the rather large uncertainties, these considerations suggest that the outdrifting suprathermals are an appreciable fraction of the total ion flux.

**LH heating:** Apart from initial difficulties, caused by arcing at the grill antenna and neighbouring surfaces, no serious impurity problems generally occur with LH-heating. This statement, however, should be qualified by adding that so far only moderate powers (\leq 0.7 MW) could be launched into the torus /5/. The impurity behaviour in the case of LH shows a pronounced trend with density. In Fig. 4 a comparison between ohmic and LH heated plasmas (P_{LH} = 400kW, D\textsubscript{2}, I\textsubscript{p} = 300kA, B\textsubscript{0} = 2.17T, N\textsubscript{e} = 4, mode: \pi 0 \pi 0 \pi) is shown. Plotted in the figure are the increment of the radiation loss and the ratios of the Fe XVI, CIII and OVI line intensities as functions of \textbar n_e. For \textbar n_e \lesssim 2 \times 10^{13} \text{ cm}^{-3} the waves are coupled preferentially to suprathermal electrons. In this regime efficient plasma heating is found and the increase of radiation losses is small /5/. For higher densities coupling to the ions becomes predominant /6/. For this regime the production of badly confined suprathermal ions in the boundary region with characteristic tail energies of 3–4 keV was substantiated by CX diagnostics /7/. The corresponding fluxes increase with density up to \textbar n_e = 4.5 \times 10^{13} \text{ cm}^{-3}. It can be assumed that these particles cause the steep increase of iron above \textbar n_e = 2 \times 10^{13} \text{ cm}^{-3}, as shown in Fig.4.

**Summary:** Impurity problems arising with auxiliary heating are mainly caused by metallic impurities (Fe and to some extent Ti and Cr being released from the wall of the plasma chamber. These impurities result in peaked radiation profiles (bolometer profile measurements) with non-negligible power losses in the plasma centre. The worst case is observed for the quiescent H-mode of NI, where improved confinement leads to impurity accumulation. Apart from this exceptional case, the impurity concentrations found during NI are comparatively low. In respect of our He experiments, however, the Fe production mechanisms during NI are still uncertain. There are several indications that the increase of Fe concentration in the case of ICRH and LH can be attributed to enhanced Fe production caused by suprathermal ion sputtering. When the three heating methods are compared, ICRH is found to produce the highest Fe densities for the same power input. However, in this case too, the total power losses can be kept tolerable (\leq 35%) when combining ICRH with NI.
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Fig. 1: Traces of bolometer, soft X-ray, and Fe line intensities during ohmic and NI phase (2.8 MW) for various filling gases: H₂ (solid), D₂ (dotted), and He (dashed-dotted).

Fig. 2: Comparison between NI (900 kW) and ICRH (450 kW) heated plasmas. Plotted vs. time are radiation losses (bolometer), CIII and Fe line intensities from main plasma, and a CIII divertor signal.

Fig. 3: Soft X-rays, Fe XVI (335 Â) and O VIII (19 Â) line intensities for combined NI (1.75 MW) and ICRH heating: P_{ICRH} = 0.6 (solid lines), 1.8 (dotted), and 2.45 MW (dashed-dotted).

Fig. 4: Increase of radiation losses ΔP_{rad} vs. density for LH heating. Also shown are intensity ratios with respect to ohmic heating for Fe XVI, OVI and CIII emission.
MEASUREMENT OF THE CURRENT DISTRIBUTION IN ASDEX DURING LOWER HYBRID CURRENT DRIVE USING THE LI-BEAM/ZEEMAN EFFECT TECHNIQUE
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Abstract: Results are presented for an exploratory investigation into the behavior of the current density distribution during LH current drive. Indications are that the current profile broadens slightly, in contrast to a peaking of the electron temperature profile, thereby implying that the RF-driven current is not strictly coupled to Spitzer conductivity.

Diagnostic Description: The Zeeman technique /1/ yields the local pitch angle $\theta_p = \tan^{-1} \left( \frac{B_p}{B_T} \right)$ of the magnetic field lines, from which the safety factor $q(r)$ and poloidal field $B_p(r)$ can be determined. As illustrated in Fig. 1, a 60 keV/0.5 mA neutral Li beam /2/ is injected into the plasma for the length of the discharge. The collisionally excited Li resonance line radiation is gathered by a lens ($\approx 10^{-3}$ sr) from a volume (~1.5 x 1.5 cm) defined by the field stop image on the beam. The projection of $\theta_p$ in the plane perpendicular to the optical axis is measured by rejecting the spectrally shifted $\sigma$ components of the Zeeman triplet with a Fabry-Perot interferometer, and then determining the azimuth ($\theta$) of the remaining unshifted $\pi$ component — which is polarized parallel to $\vec{B} = \vec{B}_p + \vec{B}_T$ — by a polarimeter /1/. A profile of $\theta_p(r,t)$ is gained by scanning the beam radially from shot to shot.

Experiment: In a double null diverted discharge (H2, $R \approx 169$ cm, $a \approx 39$ cm, $B_T(R) \approx 21.2$ kG, $I_p = 292$ kA, $n_e \approx 7 \times 10^{12}$ cm$^{-3}$) 400 kW of RF power at 1.3
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GHz is injected, from \( t = 0.9 - 1.5 \) sec, into the plasma chamber via an 8-waveguide grill which is phased so that propagating waves are radiated (\( \theta = 105^\circ \), \( n_n \) spectrum peaked at \( \approx 1.8 \)). The plasma current is sustained during this time essentially entirely by the RF as evidenced by the concomitant drop of the loop voltage \( U_L \) to zero in Fig. 2. A further consequence is the increase in \( \alpha + l_i/2 \) (calculated using the equilibrium vertical field) of \( \approx 0.079 \) between \( t = 0.9 \) and 1.45 sec (OH, LH phases). The simultaneous change in \( B_{p1} \) (not shown; measured by a diamagnetic loop) of \( \approx 0.065 \) means, under the assumption that \( \alpha = \alpha_{p1} \), that \( \Delta l_i = l_i(LH) - l_i(OH) = +0.028 \); i.e., the magnetic measurements taken alone indicate a peaking of the current profile. The electron temperature \( T_e \) is measured (perpendicular to \( B_T \)) by a quasi-stationary Nd-YAG Thomson scattering system at 16 points over the vertical diameter. The two \( T_e \) traces at \( r = 0, 19 \) cm of Fig. 2 illustrate that electrons are heated preferentially in the plasma center, since the \( T_e(r=19) \) curve remains constant at \( \approx 0.7 \) keV, whereas \( T_e(0) \) goes from \( \approx 1.4 \) to \( \approx 2 \) keV.

Li-Beam Results: In Fig. 2 the experimentally measured \( \theta_p \) - smoothed with a 10 ms time window - is given as a function of time for five radial points, the radius \( r \) being measured from the center of the outermost flux surface. The base lines for the \( \theta_p(t) \) curves are determined by fitting the \( \theta_p(r,t=0.9 \) sec) profile to the value computed at the plasma edge \( (r=aa) \) using the Shafranov formula for \( B_p(a) \) in conjunction with \( \theta_p(a) = \tan^{-1} B_p(a)/B_T \).

In the OH phase, although the \( I \) flat top is attained at 0.5 sec, the \( \theta_p(t) \) signals for \( r \leq 28.6 \) cm do not reach their plateau values until \( t \approx 0.75 \) sec, which is in qualitative agreement with the time behavior of \( \alpha + l_i/2 \). Further, at \( t = 0.5 \) sec, \( \theta_p(r = 10.7, 19.5) \) have only \( \approx 70 \% \) of their plateau values, with this percentage increasing to \( \approx 90 \% \) for \( r = 37 \) cm. The failure of \( \theta_p(37) \) to follow \( I_p \) closely is presently not understood, since it would be expected for \( \theta_p \) near the separatrix to be relatively free of thermal or skin effects. The very weak dependence of \( \theta_p(1.9) \) on \( I_p \) indicates that this point is near the magnetic axis.

Switching on the RF produces a significant change in \( \theta_p \) only for \( \theta_p(10.7) \), which exhibits a continuous decrease until towards the end of the pulse.

Discussion: Radial profiles of \( \theta_p(r) \) for the OH and LH phases are presented in Figs. 3a and 3b respectively, along with the associated (cylindrical)
safety factor q curves. The vertical error bar of ±3 mrad is approximately the peak-to-peak noise level of θ_p(t). For comparison, the θ_p and q profiles derived from T_e(r) assuming Spitzer resistivity (current density \( \propto T_e^{3/2} \)) and a constant electric field over the radius are also plotted.

In Fig. 3a, although there are not enough measuring points to adequately describe q for \( r < 10.7 \) cm, the \( q_{exp}(0) \) value of -1.1 is consistent with the observed absence of sawteeth during the discharge. Moreover, there is surprisingly good agreement between the experimentally determined \( \theta_p^{exp} \), and the calculated \( \theta_p^{Spitzer} \). The corresponding values of \( L_i \) are 1.18 and 1.16, respectively.

For the LH phase (Fig. 3b) there is a large difference between \( \theta_p^{exp} \) and \( \theta_p^{Spitzer} \) for \( r < 20 \) cm, which is reflected in \( L_i \) values of 1.15 and 1.23. \( q_{exp}(0) \) is -1.25 in contrast to a Spitzer q(0) of -0.55. Comparison of \( \theta_p^{exp}(LH) \) to \( \theta_p^{exp}(OH) \) (note that for \( \theta_p^{exp}(OH) \) only the points are plotted in Fig. 3b, and not a curve) reveals that current drive causes a flattening of the current distribution within \( r \sim 20 \) cm, leading to \( \Delta L_i = -0.03 \). This is in strong contrast to the behavior anticipated, where the current profile to continue to follow \( T_e^{3/2} \), which peaks during the RF pulse due to strong central heating.

The disparity between the magnetically derived \( \Delta L_i = +0.028 \) (using \( \theta_p = \theta_p^{LH} \)) and the measured \( \Delta L_i = -0.03 \) suggests that \( \theta_p^{LH} > \theta_p^{LH} \), which would be compatible with an enhanced energy deposition by RF in the parallel electron component. In view of the uncertainties associated with the magnetic data for the small changes discussed here, no attempt at quantitatively estimating this additional parallel energy is made.

In summary, the Li-beam Zeeman diagnostic has been brought into operation on ASDEX and found – for the OH phase – to produce results in close agreement with those predicted by assuming Spitzer resistivity. During LH current drive, the current density profile appears to decouple from the bulk thermal electron population, as demonstrated by the decrease in \( \theta_p^{exp}(r < 20) \) accompanied by an increase in \( T_e \) in the plasma center region.

References:
Fig. 1: Diagnostic setup on ASDEX.

Fig. 3: Comparison between the directly measured $\Theta_p$ profiles and $\Theta_p(r)$ derived from $T_e^{-3/2}$, and their associated $q$ values for: (a) the OH phase, $t = 0.9$ sec, (b) during current drive, $t = 1.45$ sec, including the measured $\Theta_p$ (OH) points.

Fig. 2: Time behavior of $T_e (r=0,19 \text{cm}), \Theta_p, \beta_p + l_i/2, U_L, I_p$ and $\bar{n}_e$. 
CHARGE EXCHANGE SPECTROSCOPY ON DITE
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Introduction

Measurements of line emission from hydrogen-like carbon and oxygen impurity ions in DITE tokamak have been made during neutral injection of 25 keV hydrogen atoms at beam powers of up to 2 MW. Observations of the spectrum from oxygen encompass the Lyman series in the XUV region (ls-\(np\), \(n < 9\)) and \(\Delta n = 1\) transitions in the VUV and visible regions, and for carbon the visible and VUV. By investigating the possible decay routes of the impurity ions after excitation by the beam atoms it is intended to get a clear understanding of the effect of the plasma environment on the charge exchange (C/X) processes. At 25 keV the C/X process is nearly resonant, populating levels \(n \sim 2 - 5\) and electron dipole decay selection rules dictate that the decay is via the \(\Delta n = 1\) "Y-rast" route (1

DITE [2] has 4 injection beam lines, each delivering up to 0.5 MW of 25 keV hydrogen neutrals. All observations were carried out at approximately the same toroidal position, intersecting one neutral beam (B-line). The X-ray and VUV spectrometers are described in an earlier paper [3]. The visible spectrometer was a conventional 1 m monochromator fitted with a photomultiplier (time response \(\sim 1\) ms) coupled to the torus via a rotating mirror to give spatial profiles of visible light emission (scan time 2 ms).

Results

Fig.1 shows the time evolution of the \(n = 3-2\) transition (102 A) in OVIII. The signal closely follows the injector current with rise and fall times (< 0.1 ms) much faster than the OVII and OVIII ionisation times (0.4 ms, 1 ms respectively). Thus the rapid enhancement is identified as being solely due to prompt C/X excitation. Using theoretical C/X cross-sections [4,5] and a cascade model for the radiative decay, the oxygen concentration is estimated from the absolute signal intensity to be \(\sim 1-2\%\) of the electron density, \(n_e\). Similar results were obtained for the behaviour of the \(n = 4-3\) (293 A) transition in OVIII and low \(\Delta n = 1\) transitions in CVI. No rapid enhancement was observed with the injection of any beam not directly crossing the spectrometer line of sight.
In contrast, the Lyman X-ray and visible transitions show no such time signature. For the X-ray observations (Fig.2) the slow enhancement in intensity did not depend significantly on which beam was injected into the plasma, and is explained by changes in the ionisation balance due to the C/X recombination process. Since the electrons decaying from \( n = 3 \rightarrow 2 \) also decay through \( n = 2 \rightarrow 1 \), some of the X-ray intensity must be due to prompt C/X since there is negligible direct C/X population into \( n = 2 \). With a better viewing position, and lower beam attenuation it is estimated that the \( \Delta n = 1 \) Lyman alpha (19 Å) transition will show a resolvable component from prompt C/X decay.

Spatially resolved measurements have been made of the \( n = 6 \rightarrow 7 \) transition (5291 Å) in CVI. This line, like all other visible lines observed, does not show a clear C/X signature. However, from the difference between spatial scans with and without B-line injection, a C/X excited feature is revealed (Fig.3). This component of the line emission is clearly asymmetric about the toroidal axis (1.17 m) and localised to the beam-illuminated volume of the plasma.

The remaining line emission after subtraction of the C/X component can be Abel inverted to give the radial distribution shown in Fig.4. This is radiation not directly attributable to beam neutrals, and is \( \approx 10 \) times the magnitude of the C/X component. Neither C/X excitation of CVII by thermal neutrals nor radiative recombination excitation has a sufficiently large cross-section to account for the absolute intensity of the signal. Electron impact excitation of CVI ions, assuming a coronal
charge state distribution, would give rise to a signal of the wrong spatial form (Fig.4), and yields a carbon concentration which is at least a factor of 10 too large. However, if C/X recombination of CVII on thermal hydrogen ions is included in the ionisation balance, then electron impact excitation of CVI gives rise to a model line emission similar in spatial form and magnitude to the experimental data (Fig.4). The effect of impurity diffusion has been neglected in these computations, but it can be shown to be inadequate to explain the spatial form of the line emission.

The carbon concentration and charge state distribution estimated above have also been used to model the prompt C/X component, using the beam geometry defined in Fig.3, together with a reasonable approximation for the beam power profile (Gaussians of 1/e width 0.1 m, centred at 1.01 m and 1.11 m) and a beam attenuation code. The result is shown in Fig.3, where good agreement is obtained with the spatial form of the experimental data and the amplitudes agree to within a factor of 2.

Conclusions

The clear signature of prompt C/X excited radiation, a large increase in line emission with a rise-time determined by the injector switch-on time, has been observed in DITE for carbon and oxygen impurity lines in the spectral region 100-650 Å. These lines originate from
energy levels in the impurity ions most efficiently populated by C/X. The amplitudes of the observed signals are in agreement with model calculations for impurity concentrations of \( \sim 1\% \) of the electron density.

In contrast, in both the X-ray and visible regions of the spectrum no clear signature of prompt C/X is observed. Line emission from hydrogen-like carbon and oxygen ions appears to be dominated by electron impact excitation, for the plasma parameters and viewing geometry of these particular experiments.

Spatially resolved measurements in the visible region have identified the presence of C/X excited line emission from carbon, localised to the beam illuminated region, and of approximately the expected magnitude. However the majority of the emission from these carbon lines comes from the peripheral regions of the plasma, outside the beam illuminated volume, and is interpreted as being due to electron impact excitation of CVI, whose distribution is determined by a modified coronal equilibrium, where recombination of CVII is dominated by C/X on thermal neutral hydrogen. Similar behaviour of visible carbon lines has been recently observed in ASDEX [6].

In the interpretation of the carbon visible line emission data, for both the C/X and electron impact excited components, it has been necessary to include statistical redistribution in the population of the sublevels of the \( n = 8 \) state, in order to obtain signals consistent with a reasonable value of impurity concentration \( \sim 1\% n_e \).

C/X spectroscopy experiments are continuing on DITE, with viewing geometry and plasma conditions tailored to optimise C/X line intensities.
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INJECTED IMPURITY TRANSPORT STUDY IN THE T-10 PLASMA BY X-RAY AND VUV-SPECTROSCOPY
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On T-10 the transport study of impurities and main plasma have been continued in deuterium discharges with high \( n_e \) and low \( I_p \), where either anomalously low impurity confinement (S-regimes) or enhanced one (B-regimes) had been observed [1].

A VUV-monochromator (150-1200 Å), scanning across the plasma column, has been added to a set of diagnostics [1].

Behaviour of injected impurities - K (pellet) and Ar - has been studied. Recycling of K has been evaluated experimentally to be less than 5-10%. The profiles of the main plasma parameters in both regimes \((I_p=200kA, B_t=25kG)\) are given in Fig.1. In B-regime (solid line) the values of \( T_e(0) \) and \( T_i(0) \) are higher, the shape of \( n_e(r) \) is more peaked, and \( Z_{eff}(0) \) is 2-3 times higher. The influx of the main impurity, C, remains unchanged. The behaviour of the \( K^{+17} \) concentration in both regimes at \( r=0 \) and at \( r=8cm \) is shown in Fig.2 by points. In spite of the large difference in the dynamics of \( n_{K^{+17}} \) in both regimes, the magnitudes and profiles are similar (Fig.3) at the decay phase (moments \( t_1 \) and \( t_2 \) in Fig.2). The line intensity of \( Ar^{+15} \) (352 Å) in a region \( x=a/2 \) (Fig.4) reaches a stationary level for 60 ms in both regimes (Ar injection at the 610 ms). This time rises up to 200 ms in B-regime for a central zone, where this emission is determined by the recombination of \( Ar^{+16} \). The amplitude and radius of saw-tooth oscillations \( r_s \) are the same in both regimes. A sharp rise of the confinement time for K and Ar ions at \( r=0 \) in B-regimes indicates the presence of enhanced confinement zone \((r \leq a/2)\), which determines the integral impurity confinement
The results of numerical simulation (using the impurity fluxes as \( I_z = D_z \nabla n_z + V^P_{Zn} \)) are shown in Figs. 2-4 by solid and dashed lines. The distributions of impurity diffusion coefficient \( D_z \) and pinching velocity \( V^P_z \) used in the numerical calculations for both regimes, are given in Fig. 5. For the zone of enhanced confinement in B-regime the impurity transport parameters \( D_z \sim 500 \frac{\text{cm}^2}{\text{s}} \) and \( V^P_z \sim 60 \frac{\text{cm}}{\text{s}} \) and ion thermal diffusivity \( \chi_i \) are close to the neoclassical values. An experimental value of electron thermal diffusivity is anomalously low \( (\chi_e \sim 600 \frac{\text{cm}^2}{\text{s}}) \) for similar discharges [2]. However, the measurements of \( D_e \) and \( V^P_e \) for the main plasma by the technique, described in [1], in B-regime give \( D_e = 4000 \frac{\text{cm}^2}{\text{s}} \), \( V^P_e = 150 \frac{\text{cm}}{\text{s}} \) for \( r \sim 10-15 \text{ cm} \) (Fig. 6).

In S-regime, \( D_z \sim 4000 \frac{\text{cm}^2}{\text{s}} \) and \( V^P_z \sim 300 \frac{\text{cm}}{\text{s}} \), which exceed \( D_e \) and \( V^P_e \) of the main plasma almost five times. The use of \( D_e \) and \( V^P_e \) in the model [1] provides \( \tau_z \) greater than the experimental one by an order of magnitude. Note that the experimental value \( \chi_i \sim 10^4 \frac{\text{cm}^2}{\text{s}} \) corresponds to such high \( D_z \) in this regime.

Values of \( \tau_z \) for the K+17 ion vs the parameter \( n_e/I_p^2 \) in B-and S-regimes are shown in Fig. 7. Three separate branches are differed by the intrinsic impurity (C, O) level. The branches "bb" and "b" belong to B-regime, the branch "s", to S-regime. Strong dependence of \( \tau_z \) on the plasma contamination by impurities C and O is observed in the experiment. In order to find out whether \( \tau_z \) depends on \( Z_{\text{eff}} [3] \) or on the radiation losses \( F_{\text{rad}} \), neon (impurity with a higher radiation efficiency than that for C or O) has been added to S discharge to increase the bolometric signal up to its "bb" level. In spite of the fact that \( Z_{\text{eff}} (O) \) has remained to be low \( (\sim 2) \), the values of \( \tau_z \) have increased up to their "bb" levels. This fact and inverse dependences \( \tau_z \) and \( Z_{\text{eff}} \) on \( n_e/I_p^2 \) (at a good correlation between \( F_{\text{rad}} \) and \( n_e/I_p^2 \)) can lead to consideration that the impurity radiation losses at the plasma periphery are the main factor affecting so high \( \tau_z \) values.

A current rise up to 350-400 kA in B-discharges eliminates the zone of enhanced confinement, and \( \tau_z \) decreases up to 30-50 ms. Large influx of Ne (close to disruption of discharges) is not capable of increasing \( \tau_z \). The role of saw-teeth does not seem to be decisive, as the considerable changes of the \( r_s = 0-10 \)
cm, (with a variation of $B_t$) in "bb" discharges do not affect $L_z$ (Fig. 7). It can be caused by a wider zone of enhanced confinement in "bb" discharges. The discharges with anomalously high $L_z \sim 250$ ms (Fig. 7) and 2-4 times greater impurity densities $n_{x+1}$ have been obtained at high $\bar{n}_e/I_p^2$. Such discharges are observed at $q(a) \geq 3.5$ only and characterized by a decreased value of $T_e(0)$, peaked profiles of $n_e(r)$ and low levels of saw-teeth and $m=2$ mode. Transition into these regimes becomes difficult when plasma is more pure. Thus, for a branch "s", such a transition was observed at the "pre-disruptive" values of $\bar{n}_e/I_p^2$ only.

A rise of the impurity influx, a rise of $\bar{n}_e$ and a decrease of $I_p$, and a rise of $q(a)$, when $q(a) \geq 3-4$ can be considered as common reasons for decreasing the current density $j$ at the plasma periphery. This is in agreement with the measured decrease of $T_e$ at the plasma periphery and with an increase of the radius of localization for the $m=2$ mode at the transition from S- to B-regime. As a result of such changes, a rise of the gradient of $j$ and the shear, that can be responsible for a decrease of the anomalous impurity transport, can take place within the region $r \leq a/2$. A gradual accumulation of impurities within a zone with $r \leq a/2$ makes $j(r)$ more flat at the plasma column centre and suppresses saw-teeth (the very effect is observed in B discharges with $q(a) \geq 3.5$). As a result, an additional accumulation of impurities takes place, and a rectangular profile of $j(r)$ is formed. Both last effects are proportional to $Z_{eff}(0)$ [3] and capable to increase $L_z$ in the discharges with a narrow zone of enhanced confinement.

Thus, all transport coefficients are greatly different in B- and S-regimes. Heat and impurity transport approaches neo-classical values in central zone for B-regime. An appearance of this enhanced confinement zone may be connected with observed transformation of the current profile due to cooling of plasma periphery.

ABSTRACT

The confinement of the 1 MeV triton produced by the (D,D) reaction in the FT Tokamak operated at a high magnetic field and in pure ohmic heating, is evaluated using threshold activation techniques.

The fundamental requirement for an ignition fusion device, is that the charged particles produced by the fusion reactions should be well confined in order to allow them the time to transfer their energy to the plasma and in this way to overcome the plasma energy losses. This paper is intended to give experimental information on triton slowdown and confinement processes. In deuterium plasma discharges, 1.01 MeV tritons are produced by the reaction D(d,p)T with a nearly equal probability as that for the 2.45 MeV neutrons.

According to the classic theory, the fast triton born on a contained trajectory, is slowed down to the plasma thermal energy mainly by the electron drag. The (D,T) cross section after thermalization is at least 10^3 times smaller than that during deceleration. Thus, because the deceleration time and the thermalized confinement time of the triton are comparable, the contribution of the cold tritons to the production of the 14 MeV neutrons is of the order of 10^-3. It can also be shown that the contribution to the 14 MeV neutrons, due to the bombardment of the deuterium adsorbed on the wall by the fast tritons escaping from the plasma, is negligible. Thus, the (D,T)/(D,D) neutron emission ratio can be related to the confinement factor f_c of the fast tritons during deceleration by:

\[ \frac{N_{14 \, \text{MeV}}}{N_{2.5 \, \text{MeV}}} = f_c < P_{DT} > \]

where \(< P_{DT} >\) is the average probability of fusion for the confined triton in the deuterium plasma. The classic confinement factor f_c is calculated as a function of the plasma current, assuming the current density profiles related to the 3/2 power of the measured electron temperature profiles, and taking into account the finite Larmor radius.
Theoretical investigations [1] and numerical calculations, see Ref. in [2], have shown that the magnetic ripple leads to rapid loss of the fast particles which have banana-like trajectories. This is specially true for the FT device where the fast tritons on these trajectories are lost after a few hundred orbits, leaving only a few percent of their energy in the plasma [3]. In our calculation of \( f_c \) we have therefore considered all the banana orbits as unconfined.

The computation of \( \langle P_{\text{RUN}} \rangle \) is done by using a bidimensional Monte Carlo code [4]. Such a procedure is necessary because the fast tritons have large radial excursions which require the integration of the density and the electron temperature along all the possible trajectories, weighted by the triton source function.

The measurement of the 2.5 and 14 MeV neutron flux has been made by the activation of respectively Indium and Copper samples [5]. While the measurement of the 2.5 MeV neutron flux is straightforward, that for the 14 MeV is more delicate because of the low flux \( \sim 10^3 \text{ cm}^{-2} \text{sec}^{-1} \) of these neutrons in the high background of the 2.5 MeV neutrons and possible hard X-rays. The reaction \( ^{63}\text{Cu}(\gamma,2n)^{62}\text{Cu} \) which has a threshold of 10.9 MeV, has a fairly high cross section of 0.44 barn at 14 MeV, which permits, using samples of several hundreds grams, measurements on a single FT discharge. The \(^{62}\text{Cu}\) decays into \(^{62}\text{Ni}\) with a half-life of 9.73 min. by emitting a \( \beta^- \). The subsequent 511 keV gamma rays have been measured by a high purity germanium spectrometer. Account has been taken of the activation by epithermal neutrons of \(^{64}\text{Cu}\) emitting also a \( \beta^- \) with a half life of 12.71 hours.

No hard X-rays are measured at high density discharges \( (n \geq 10^{14} \text{ cm}^{-3}) \) used for activation measurements. However, in order to confirm that the \(^{63}\text{Cu}(\gamma,n)^{62}\text{Cu}\) does not contribute to the 14 MeV neutron counting, we have exposed for a few tens of shots aluminium samples to identical FT discharges, as the \(^{24}\text{Na}\) produced by the \(^{27}\text{Al}(n,\alpha)^{24}\text{Na}\) reaction cannot be obtained by photoneutron reaction. The impurity content of our samples has been checked by thermal neutron activation and has been found better than \( 10^{-5} \) for interfering elements.

The self absorption coefficient of the \( \gamma \) rays in the sample has been measured [5] and calculated [6] for our particular sample-germanium geometry.

The alteration of the 14 MeV neutron flux over the finite dimension of the sample, inserted into the massive structure of the FT toroidal coils and cryostat, has been calculated by means of the ANISN code in cylindrical geometry. Calculations, still under way, by means of a tridimensional numerical code will permit the study of toroidal geometry and non axisymmetric features like the windows and the samples themselves. As a first approximation we have found that the dominant effect is the attenuation of the 14 MeV neutron flux across the material, while the scattered neutrons due to the high threshold of the \(^{63}\text{Cu}(\gamma,2n)^{62}\text{Cu}\) have little effect.

Up to now we have analysed by means of activation about 20 shots with copper and 20 shots with aluminium. The magnetic field was \( B_t = 80 \text{ KG} \), the mean density about \( n = 2 \times 10^{14} \text{ cm}^{-3} \), and the plasma current \( I_p = 450-570 \text{ kA} \), no additional heating was used. We are convinced that, in order to obtain a fair understanding about the influence of the plasma parameters on the triton confinement, it is necessary to proceed to the calculation of the \( N_{14}/N_{28} \) classic value using the particular measured profiles and the absolute value.
for $T_e, T_i$ and $n_i$ for every single group of shots, and to monitor the MHD activities. These operations are currently underway; however, from preliminary calculations based on standard profiles for FT, the following assessments can be made:

- In our operating conditions, the hard X-rays did not alterate the copper activation measurement.

- The $(D,D)$ cross section around 1 keV varies as: $\sigma_{DD} \propto T_i^6$. This dependence on $T_i$ amplifies considerably the uncertainties on the 2.45 MeV neutron production and on the correlated 1.01 MeV triton source function.

- The preliminary results are:

<table>
<thead>
<tr>
<th>$I_A$</th>
<th>$N_{14}/N_{25}$ measured</th>
<th>$N_{14}/N_{25}$ classic theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>450 kA</td>
<td>$1.8 \pm 1.1 \times 10^{-3}$</td>
<td>$2.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>510 kA</td>
<td>$2.7 \pm 1.6 \times 10^{-3}$</td>
<td>$2.6 \times 10^{-3}$</td>
</tr>
<tr>
<td>570 kA</td>
<td>$2.9 \pm 1.7 \times 10^{-3}$</td>
<td>$2.9 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

It can be seen that within the standard total error, which has been calculated to be $\pm 60\%$, there is a substantial agreement between the measured and the classic ratio.

- The calculated cumulative probability of $(D,T)$ reaction for the confined triton is plotted as a function of its energy in Fig. 1. Using this relation the previous statement can be expressed in the following way: the average triton, born on a confined orbit, is decelerated in the FT plasma to at least 300 keV, possibly down to full thermalization.

![Cumulative Probability of Fusion for the Confined Triton](Fig. 1)
- Keeping in mind the relatively large experimental uncertainties, the above result could be compared with that of PLT [7], operated at a magnetic field of 32 kG, heated by neutral injection and where the tritons were mainly produced by collision of the deuterium beam on the deuterium plasma. Using in the same way the relation of Fig. 1, their results, with identical absolute errors could be expressed as follows: the initially confined average triton is slowed down to 500-150 keV before being lost from the PLT plasma.
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A TWELVE-CHANNEL GRATING POLYCHROMATOR FOR MEASUREMENT OF ELECTRON TEMPERATURE IN JET
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1. INTRODUCTION
A twelve-channel grating spectrometer for electron cyclotron emission measurements has recently been installed and put into operation at JET. The first measurements have yielded a wealth of information in particular about sawtooth behaviour.

2. THE SPECTROMETER
The spectrometer measures the electron-temperature as a function of time at twelve radial positions along the line of sight of the antenna, using the second harmonic, extraordinary mode e.c.e. emission. It is a grating instrument of the conical diffraction type with twelve exit channels. A prototype is described in [1]. Rotation of the grating allows for shifting of the set of twelve radial positions on a shot to shot basis. The typical spatial range is of the order of 70 cm for a particular grating angle.

Plasma radiation is collected by one of the horizontal JET ECE antennae and transmitted to the spectrometer via an oversized (S band, 34x72 mm) waveguide system approximately 40 m long [2]. The spatial resolution perpendicular to the line of sight is about ±8 cm. The spatial resolution along the line of sight is about ±3 cm as determined by the spectrometers resolving power (~60).

The grating is used in first order. The spectrometer is also sensitive however to frequencies diffracted in higher grating orders. These frequencies are rejected by low-pass filters, consisting of unidirectional gratings mounted on S band waveguide bends. Two such filters in cascade provide sufficient suppression in the stop band [3].

A radiation chopper with a 95% duty-cycle is incorporated in the feeding waveguide in order to enable signals to be corrected for drift of the amplifiers.

The diffracted radiation in the exit waveguides of the spectrometer is detected by InSb detectors at liquid helium temperature. The electronic signals are amplified, a low-pass filter is applied and the signals are digitised. The maximum electronic bandwidth is 200 kHz, the maximum sampling rate is 1 MHz and there is 16 k words of memory installed for each channel. The noise of the system when expressed in plasma temperature, is about 30 eV r.m.s. at 10 kHz electrical bandwidth.

Calibration of the system is carried out by cross-calibration with the standard JET ECE Michelson interferometer [4].
3. **MAJOR DISRUPTION**

The spectrometer has proved to be capable of following the rapid evolution of the temperature profile during major disruptions. An example is provided in Figure 1. The sampling time is 200 $\mu$s in this case. The centre of the discharge is approximately at 3.01 m and the limiter is at 4.174 m. Eleven channels cover the range of radii from 2.95 to 3.86 m. In the first stage of the disruption, the central temperature collapses. The effect of the rapid loss of confinement propagates inwards with a velocity of about 1 m/ms. The collapse of the central temperature is shown by the solid lines in the figure. From these successive profiles, it can be seen that the central temperature drops from about 1.7 keV to about 0.9 keV and that over 75% of the minor radius the temperature becomes nearly constant. Outside a radius of 3.7 m, the temperature increases by about 0.2 keV or 30%. Prior to this first phase of the disruption, the central region had a temperature gradient of about 2 keV/m, whereas at the end of this phase the gradient is almost zero. The collapse takes about 600 $\mu$s. For the next 400 $\mu$s the profile is stationary, existing in a second plateau stage. Then within 200 $\mu$s the central region reheats, while maintaining the flat profile; the temperature rises from 0.9 keV to 1.2 keV. This can be seen by comparing the profiles of Figure 1 (broken and solid lines). Finally, a second collapse occurs as shown by the broken line in Figure 1. Within 400 $\mu$s nearly all thermal energy is lost. The plasma current was observed to start decaying from this time onwards, going from 2.2 MA to zero in about 40 ms.

4. **SAWTOOTH BEHAVIOUR IN THE INNER REGION**

Sawtooth activity in JET, which is discussed in detail in [5], has been studied with the grating spectrometer. Figure 2 shows the temperature evolution at 5 different positions during part of a pulse. 2 MW of ICRH is applied at this time. The current centre is at 3.02 m major radius. The toroidal field is 2.0 T. The short straight lines in the traces are not real, but are interpolations across chopper spikes. The noise on the signals is the noise of the amplifiers and detectors.

The figure shows a common phenomenon: two normal and one partial sawtooth (47.45 sec) collapse, the partial one being followed by an oscillation which is probably m=1. The inversion radius at 0.5 m can clearly be distinguished. Comparing sawtooth amplitudes at different positions shows that the inversion radii for the normal and the partial sawteeth are equal to within 4 cm. Sometimes it was observed on other discharges that the partial sawtooth collapse affects the plasma only at major radii R > R*. At radii R < R the collapse is not seen and the temperature is affected only by the subsequent oscillation. The oscillation has its largest amplitude at R - R* = 0.26 m, well inside the inversion radius. It is remarkable that the oscillation on the inversion radius is very small: i.e. about 50 eV (2.5%).

5. **SAWTOOTH BEHAVIOUR IN THE OUTER REGION**

The sawtooth collapse perturbs the temperature profile by flattening it up to the so-called mixing radius, on a timescale of the order of 0.1 ms. On a much slower timescale the perturbation relaxes by a diffusive process with a heat conduction coefficient $\chi_e(r)$ [6] [7]. For radii outside the mixing radius this effect manifests itself as a heat-pulse propagating outwards. The delay time $t_r(r)$ between the collapse of the sawtooth and the time of the maximum of this pulse for a given minor radius r yields information about $\chi_e(r)$.

Figure 3 shows the temperature evolution for 5 different radial positions. These traces are obtained from the data by averaging over 10 sawteeth,
synchronising them by triggering on their fast edges. In addition digital filters are applied to reduce the noise, especially in the outer channels. The traces are recorded during application of 1.5 MW ICRH and similar traces were obtained for the ohmic phase.

The \( t_\text{r} (r) \) values for both cases are shown in Figure 54. It is clear that the pulse propagation velocity is very similar for both cases, although the sawtooth amplitude is greatly enhanced by the ICRH. (Central \( \Delta T = 500 \text{ eV} \) for the ohmic phase and \( \Delta T = 1500 \text{ eV} \) during ICRH.) It is observed that the mixing radius shifts slightly outwards during the ICRH.

In order to derive \( \chi \) from the measured \( t_\text{r} (r) \) values a simulation program is used that numerically solves the diffusion equation, in a cylindrical geometry, for given density and initial temperature perturbation profiles. It is assumed that \( \chi_\text{e} (r) \) is inversely proportional to the density profile \( n(r) \).

\[
\chi_\text{e} (r) = \frac{\chi_\text{eo} n_0}{n(r)} \quad \quad \quad \quad n(r) = n_0 (1 - 0.99 \frac{r_m^2}{a})
\]

where \( \chi_\text{eo} \) and \( n_0 \) are central values of \( \chi \) and \( n \). The line drawn in Figure 5.2 shows the \( t_\text{r} (r) \) for a simulation with \( \chi_\text{eo} = 1.5 \text{ m}^2/\text{s} \), \( n_0 = 2.9 \times 10^{19} \text{ m}^{-3} \) and mixing radius \( r_m = 0.66 \text{ m} \).

Figure 5 shows the corresponding \( \chi_\text{e} (r) \) in the relevant region of the plasma. The \( \chi_\text{e} \) value is significantly larger than \( \chi_\text{e} \) values obtained from transport codes[8].
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Fig. 1 Profiles during a disruption.

Fig. 2 Sawteeth inside the mixing radius.

Fig. 3 Pulse propagation.

Fig. 4 The time delay values.

Fig. 5 Heat conductivity coefficient.
ANALYSIS OF NEUTRAL PARTICLES IN JET
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This paper describes features related with the analysis of neutral particles and the ion temperature in JET as measured with a passive Neutral Particle Analyser. Ten energies for two species (Hydrogen and Deuterium) are detected simultaneously so that the two energy spectra can be obtained at any time of a discharge.

An analysis code taking into account all the relevant processes, including recombination, is available. This code, using the measured neutral particle fluxes, the measured $T_e$ and $n_e$ profiles, taking the edge neutral density as a free parameter and assuming a $T_i$ profile shape, allows to compute the neutral density profile and the maximum ion temperature along the line of sight. The ion and the electron densities are assumed equal throughout the calculation. The analyser used, one out of a final array of five, views a horizontal chord in the the equatorial plane of the torus at an angle of $10^\circ$ with respect to a major radius /1/.

In Figure 1 typical results for a deuterium pulse are shown. The fitting of the experimental points in la shows a maximum ion temperature of 2.5 keV. The contribution to the neutral density due to recombination is shown in lb while lc and ld show the radial location, along the line of sight, of the detected source functions. The importance of the recombination in obtaining information closer to the centre of the discharge should be noted.

Using the source function for each energy and the corresponding absolute measured flux it is in principle possible to determine an average ion temperature over the halfwidth of the source, obtaining thus ten points on the ion temperature profile. This has been done for a I=4 MA, B_T=3.4 T discharge and the resulting ion temperature profile is compared in Figure 2 with the one
FIGURE 1: Pulse No. 3909, Deuterium, t = 8.5 s, I = 3.6 MA, n_e = 4.10^{19} m^{-3}. Fitting of the experimental points (a), neutral density profiles obtained with (dashed line) and without recombination (b) and related source function location (c, d).

obtained from transport analysis assuming an anomaly factor of 5 with respect to neoclassical ion conductivity. The horizontal error represents the halfwidth of the source function. The discrepancy between the profiles obtained in these two different ways requires further investigation, as it may be due either to departure of ion transport from the neoclassical functional dependence or to overestimating the electron temperature at the plasma edge.

FIGURE 2: Comparison of $T_i$ profiles from transport (*) and from local neutral sources (o) calculations. Experimental points are also shown: (+) Neutron Measurements, (o) NPA.
Some JET deuterium discharges following CH₄ carbonization, have comparable H and D concentrations due to H influx from the walls. Preliminary studies of the time behaviour of the ratio H/(H+D) at different plasma depths indicate that hydrogen reaches a stationary concentration profile in about 1s, possibly with signs of accumulation at the plasma centre.

At relatively high values of n/I, transient phenomena with strong poloidal asymmetry of the edge density and radiation (Marfes) have been observed /2/. During these events a marked enhancement of neutral particle fluxes at all energies is observed (Figure 3a).

Although the NPA is looking at the volume where marfes occur, it cannot detect particles from that zone (as shown in Figure 1c). The fact that the enhancement is observed on all channels is indicative of a modification of the neutral density beyond the zone directly affected by marfes. This is supported by a concomitant increase of the H₂ measured along a vertical chord through the centre of the machine (Figure 3b).

The NPA diagnostic has been used extensively during ICRH (Ion Cyclotron Resonance Heating) studies both with He³ and with H minority in deuterium using various types of antennae configurations (monopole, dipole, quadrupole). As an example, Figure 4a shows the ion temperature (obtained with a simple linear fitting of the measured spectra for E ≤ 2 Tₑ) when RF power is coupled through two antennae (1 MW on a quadrupole antenna between 6 and 8 seconds and 1.5 MW on a monopole between 7 and 9 seconds) for hydrogen minority heating.

Figures 4b and 4c show deuterium and hydrogen spectra.

It can be seen that the shape of the D spectra remains unchanged below 6 keV indicating that RF heating affects mainly the central ion temperature, causing probably a peaking of the profile.

The hydrogen spectra, having been corrected for background, show the appearance of an energetic tail above 7 keV with a slope corresponding to about 20 keV.
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FIGURE 3: Neutral fluxes (a) and vertical $H_0$ (b) measured during a plasma discharge showing the appearance of a Marfe around 11 s (pulse number 3428).

FIGURE 4: JET RF pulse no. 5414. $T_i$ versus time (a) and comparison of Deuterium (b) and Hydrogen (c) spectra before and during the RF pulse.
ION TEMPERATURE AND DENSITY MEASUREMENTS
IN JET USING NEUTRON DIAGNOSTICS

O N Jarvis, G Gorini, H Hone, J Kühne, V Merlo, G Sadler, P van Belle
JET Joint Undertaking, Abingdon, Oxon, OX14 3EA, UK

Introduction Two neutron diagnostic systems are in use on JET for determining the ion density and temperature for deuterium plasmas. The first comprises three sets of fission counters \(^1\), mounted on separate magnets on the horizontal midplane of the machine, to measure the instantaneous neutron emission from the plasma. The second is a \(^3\)He ionization chamber spectrometer \(^2\) located in the well-shielded Roof Laboratory about 20 m above the midplane of the machine and viewing the plasma through a collimator (set in the floor of the Roof Laboratory) aligned with a vertical diagnostic port in the vacuum vessel.

The neutron emission is related to the volume integral over the plasma of the product \(n_i^2 <\sigma v>\), where \(n_i\) is the deuterium ion density and \(<\sigma v>\) is the plasma reactivity. For a Maxwellian plasma the reactivity varies with temperature as \(T_i^2\), with \(\alpha \approx 4\) for \(T_i = 3\ \text{keV}\). Thus, assuming that the spatial profiles of density and temperature for electrons, which are measured routinely, apply also to ions with only the scale factors differing, then the neutron emission measurements provide an estimate for the product of central parameters \(n_i^2 <\sigma v>\).

The \(^3\)He chamber possesses excellent energy resolution (42 keV at 2.5 MeV) and is thus able to measure the thermal broadening of the thermonuclear neutrons, which should exhibit a nearly Gaussian energy spectrum \(^3\) with fwhm = 82.5/T\_i\, with \(T_i\) in keV. The primary result from the spectrometer is therefore a value for \(T_i\) which can be used in conjunction with the neutron emission measurements to determine \(n_i\).

Neutron Emission Each set of fission counters comprises a \(^{235}\)U fission chamber and moderator, engineered to give a flat energy response, and a \(^{238}\)U fission chamber which has a neutron energy threshold at about 1 MeV. Both counters operate simultaneously in pulse counting and current modes to provide coverage for neutron emission intensities from \(10^{10}\) to \(10^{22}\) neutrons/sec. Present yields from deuterium plasmas rarely exceed \(10^{14}\) neutrons/sec.

The \(^{235}\)U fission counters have been calibrated with both a \(^{252}\)Cf radioisotope neutron source and a pulsed 14 MeV neutron tube by placing them, separately, at a large number of positions within the vacuum vessel. The vessel is effectively enclosed within the copper toroidal field coils and an iron support structure in which the voids are filled with high density borated concrete. This copper/iron/concrete blanket is about 40 cm thick and effectively inhibits neutron leakage from the vacuum vessel except through the various penetrations. Because of this blanket, it is clear that those neutrons which reach a fission counter do so only after having scattered a few times from the material surrounding the vacuum vessel before leaving through the large diagnostic port closest to the counter and scattering in or near the port closure plate into the direction of the counter. We have found that the counter response as a function of source position is remarkably insensitive to
neutron energy and that the positional dependence is easy to model in terms of the toroidal co-ordinates. With the aid of this model, the total neutron emission from a deuterium plasma of known dimensions can be determined from the fission counter response to an absolute accuracy of ± 10%.

Figure 1 shows the time dependence of the central ion temperature $T_i$ for discharge number 3050 as determined from the neutron emission measurements. The analysis incorporates two significant assumptions: (i) that the d-d fusion reactivity is an accurately known function of temperature, and (ii) that the deuterium ion density is half the electron density.

**Neutron spectrometry** In principle, analysis of the data obtained with the $^3$He spectrometer is particularly straightforward: the neutron energy spectrum is assumed to be Gaussian in shape 3 so the measured detector response function is convoluted with a Gaussian neutron energy spectrum appropriate to a trial temperature $T_i$ and a maximum likelihood optimization of $T_i$ is performed to obtain the best fit with the measured pulse-height spectrum. In practice, entirely satisfactory fits have been obtained, but only after very careful measurements of the detector response function were made. It should be noted that it proved not to be acceptable to adopt the response function reported in the literature 4) for a $^3$He spectrometer with identical specification to ours. The source of difficulty is not the determination of the fwhm of the full-energy peak in the counter (from the $n + ^3$He + p + t + 0.764 MeV reaction) but rather that of determining the precise shape of the apparently insignificant low-energy tail due to the wall-effect in the ionization chamber. The relative magnitude of this wall effect increases with neutron energy. It was also found that appreciably better counting statistics were required to determine $T_i$ to a given accuracy than was predicted 5) on the basis of a simple Gaussian-shaped response function. This prediction connects the required accuracy ($\Delta T_i / T_i$), the spectrometer resolution ($R$), the width of the neutron spectrum ($W$) and the necessary total count in the measured neutron energy spectrum through

$$N = 2 \left( \frac{T_i}{\Delta T_i} \right)^2 \left[ 1 + \frac{R^2}{W^2} \right]^2$$

where it is assumed that $R$ is known precisely and that both spectrometer response and neutron spectrum are Gaussian in form. For $R = 42$ keV, $W = 143$ keV ($T_i = 3$ keV), we should be able to ignore $R^2/W^2$ and to deduce that a 10% measurement requires only 200 counts. In practice we find we need at least 600 counts. This finding is also attributed, at least partially, to the low energy wall effect tail in the spectrometer resolution function; taking moments about the centroid of that portion of the response function contributing to the measurement so as to obtain an "equivalent Gaussian" shows that $R$ is comparable with $W$. Thus, we have found that the spectrometer wall effect is already very important and can be expected to become more so as ion temperatures rise and neutral beam heating with deuterium beams is introduced.

Of the many plasma discharges now analysed, one sequence of 3 MA discharges (numbers 3447 to 3052) is outstanding because of their very long plasma duration, with flat-tops extending over 8 seconds (see Figure 1). These discharges used ohmic heating only and the plasmas were formed under identical conditions. It has been observed that in a sequence of repeated discharges the total neutron emission per discharge has been reproduced to ± 1%, implying a very high order of reproducibility in the machine control elements. The
individual discharges in the selected sequence were analysed and flat-top
temperatures in the range 2-3 keV have been deduced, but with only ± 20%
accuracy. A considerably improved accuracy is achieved by summing the
individual spectra to obtain 1000 counts in the peak, as shown in Fig. 2.

Analysis of the summed spectrum gives a time averaged ion temperature of 2.73
± 0.18 keV. This result refers to the line-integrated neutron emission along a
vertical chord and can be converted to the required central temperature by
multiplying with the factor 1.08 ± 0.02 obtained from numerical studies on
plasmas with density and temperature profiles similar to those on which the
measurements were made. The short period temperature variations, such as
those due to sawteeth, are not significant for ohmically heated plasmas as can
be seen from the detailed time dependence in $T_i$ measured by the fission
counters (see Fig. 1).

Density fraction The mean value for the central ion temperature of 2.95 ± 0.21
keV obtained from the spectrometer is to be compared with the mean temperature
of 2.64 keV derived from the fission counters on the assumption of a density
ratio $n_i/n_e = 0.5$. Adoption of the spectrometer value permits the density
fraction to be refined to $n_i/n_e = 0.47 ± 0.08$ for the discharge sequence
studied. The uncertainty quoted here is determined primarily by the
temperature measurement but includes contributions for the absolute
calibration of the fission counters and for the uncertainty in the basic d-d
fusion cross-sections.
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Figure 1  The central ion temperature determined from the neutron emission measurements for discharge number 3050, with a toroidal field of 3.41 and a plasma current of 3.6MA. The plasma is formed at time 40 seconds.

Figure 2  The pulse-height spectrum obtained with the $^3$He ionization chamber for the sum of six discharges (numbers 3447 - 3052). Discharge numbers 3447-3052. Note that the thermal neutron peak (left picture) appears at a pulse-height equivalent to 764 keV. The excellent fit to the 2.5 MeV thermonuclear peak (right picture) substantiates the claim for a Maxwellian ion energy distribution.
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1. INTRODUCTION

The electron temperature on JET is measured routinely using two independent diagnostics: a single point Thomson scattering system and a spatial scan electron cyclotron emission (ECE) system. In addition, some measurements of the electron temperature have been made with a preliminary soft x-ray pulse height analysis (PHA) system.

In this paper these three diagnostics are described. Results obtained with the diagnostics are presented and compared, and some examples of the use of the measurements in the study of plasma physics phenomena on JET are given.

2. THE SINGLE POINT THOMSON SCATTERING SYSTEM

The Thomson scattering system has the conventional 90° scattering geometry/1/. Light from a ruby laser (λ = 694.3 nm) illuminates the plasma along a vertical chord. The laser has two operating modes: a single pulse mode giving one 20J pulse during a JET discharge and a multipulse mode with lower energy and repetition rates up to 1 Hz. The scattering volume (2 mm diameter by 50 mm length) can be chosen to at be one of seven discrete locations in the equatorial plane of the torus. The scattered light is collected by an array of large mirrors arranged as a double Newtonian telescope, and is transmitted to the spectrometer with F number of 10. The spectrometer consists of three prism spectrometers in series, the first two constituting a notch filter for the ruby wavelength. The scattered light is detected with ten photomultipliers fitted with GaAs photocathodes.

The laser and spectrometer are located outside the biological shield so the diagnostic will be compatible with the active phase of JET operation. Alignment systems employing HeNe laser beams keep the diagnostic aligned to the torus. The entire diagnostic is operated automatically through the JET computer system (CODAS).
Temperatures in the range 0.5 - 6 keV have been measured. The sensitivity of the diagnostic allows measurements at densities as low as \(3 \times 10^{18} \text{m}^{-3}\). The temperatures are obtained by a conventional non-linear least squares fit of the data to tabulated theoretical spectra. The tabulated spectra are calculated using a complete relativistic analysis. The accuracy in the measurement is typically \(\pm 10\%\).

3. THE SPATIAL SCAN ECE SYSTEM

The spatial scan ECE system has been designed to measure the spatial dependence of the electron temperature in the poloidal cross-section/2/. It is a flexible system; for example it has two operating modes. In the first, the spatial dependence of the electron temperature is measured along ten different chords in the plasma with moderate time resolution (\(< 15 \text{ ms}\)). In the second, the time dependence of the temperature at specific locations in the plasma is measured with a high time resolution (\(< 20 \text{ ms}\)).

The first element in the system is an antenna array mounted inside the torus vacuum vessel which views the plasma along 10 different chords in the poloidal cross-section. The radiation is transmitted through crystal quartz vacuum windows and then along oversized aluminium waveguide (S-band) to the measurement area outside the biological protection wall, where the spectrometer and detection systems are located. These consist of four low resolution rapid-scan Michelson interferometers, one high resolution rapid-scan Michelson interferometer and six rapid-scan Fabry Perot interferometers all fitted with liquid helium cooled indium antimonide detectors. The system is operated through CODAS and is compatible with the active phase of JET operation.

One of the 10 planned channels of the system has been operated routinely since the autumn of 1983. It is fitted with a low resolution Michelson interferometer and this is used to measure the ECE radiation emitted in the range \(70 \text{ GHz} < f < 350 \text{ GHz}\). (typically \(f < 4f_c\)). The line of sight is 13 cm below the mid-plane and parallel to the major radius. From the emission measured around \(f = 2f_c\), the spatial profile of the electron temperature is obtained using the established frequency to space, and intensity to temperature transformations. In the analysis full account is taken of the internal magnetic fields in the plasma due to the plasma current. The spatial resolution in the measurement is \(\sim 15 \text{ cm}\) and the time resolution is \(\sim 15 \text{ ms}\), and typically 320 temperature profiles are acquired on a JET discharge. The system is calibrated using large area black-body sources. The uncertainties in the measurement are such that the relative shape of the profile is obtained to an accuracy of \(\pm 10\%\) and the absolute level to \(\pm 20\%\).

In addition measurements have been made of the time dependence of the temperature at specific locations in the plasma with one of the Fabry-Perot interferometers. In this case the time resolution is \(< 20 \mu\text{s}\) and the sensitivity is such that temperature fluctuations of \(< 5 \text{ eV}\) can be measured. Further measurements of the time dependence of the electron temperature at specific radial locations have also been made with a 12 channel grating polychromator/3/.

6. THE SOFT X-RAY PHA SYSTEM

The preliminary PHA system measures the spectrum of the soft x-ray emission in the energy range 4 - 30 keV. The line of sight is defined by a
set of apertures and is along the major radius. The detector is a mercuric iodide detector/4/ and the plasma is viewed through a 200 pm beryllium window. A composite absorber of beryllium, aluminium and air is used to reduce the sensitivity of the system at low energies and to allow observation of the helium like nickel lines and the continuum emission at higher energies. Both the metal concentration and the electron temperature are extracted from the measurements. Since the measurement is a line of sight integral the analysis takes account of the radial variations of both the plasma temperature and density. The central electron temperature deduced from this analysis is found to be insensitive to profile effects. The accuracy of the measurement is typically ± 10%.

In recent experiments the diagnostic has been optimized for the determination of plasma impurity concentration by employing absorbers which restrict the energy range to 4 - 12 keV. Under these conditions the diagnostic is not so well suited to the measurement of the electron temperature and so the uncertainty in the determination of this parameter is higher.

5. RESULTS AND COMPARISONS

Temperatures measured by the Thomson scattering and ECE systems have been compared over a wide range of plasma conditions; 1 MA < I < 5 MA, 2T < B < 3.4T, 1 x 10^{13} m^{-3} < n_e (o) < 5 x 10^{13} m^{-3}, 0.5 keV < T_{\perp} (o) < 6 keV, 2 < Z < 5. For the bulk of the data (> 90%) agreement is obtained to within the stated uncertainties; frequently the measurements agree to within 10%. A more limited comparison has been made including results from the preliminary PHA system. Again agreement to within the stated uncertainties is usually obtained. The main conclusions to be drawn from these agreements are (i) that the diagnostics are operating correctly and (ii) that the plasma is thermal. This latter conclusion arises from the fact that these diagnostics are sensitive to different parts of the electron velocity distribution. Examples of the comparisons are shown in Figures 1 and 2.

Extensive use of the measurements has been made in studies of many plasma physics phenomena on JET: for example, measurements have been made of the time and space dependence of the electron temperature during sawtooth oscillations, Figure 3. Note the flattening of the profile after the disruption and the lack of precursor MHD oscillations/5/. Other phenomena studied with the diagnostics include energy confinement, MHD activity and disruptions. The measured temperature profiles (provided by the ECE system) have also been used in plasma optimization studies: it has been observed that the T_e profile shape at early times is important to subsequent plasma behaviour. An example is shown in Figure 4. More details of the comparisons, and further examples of the use of the measurements will be given in the poster presentation.
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Fig 1: Electron temperature measured by Thomson scattering, ECE and soft x-ray (PHA) on a typical JET pulse, $B_T=2.8T$, $I_p=2.2MA$.

Fig 2: Electron temperature measured by ECE versus electron temperature measured by Thomson scattering. 415 independent measurements are included in the comparison. The slope of the best fit line is $T_e(ECE) = 1.06T_e(TS)$.

Fig 3: The time dependence of the electron temperature profile during a single sawtooth oscillation on a JET discharge (3.4T, 3.9MA) with 4MW of ICRH. Inset shows the time dependence of the electron temperature at $R=3.1m$. Measurements made with the ECE system.

Fig 4: The time dependence of the electron temperature during the early phase of a standard JET discharge, $B_T=3.4T$, $I_p=2.8MA$. 

\[ T_e(ECE) = 1.06 \times T_e(TS) \]
Neutron Production during Deuterium Injection in Deuterium Plasmas in ASDEX
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Measurements of neutron energy spectra and time dependent neutron rate are presented. They agree well with the results of a simple classical deuteron relaxation model. Determination of the plasma deuterium temperature seems possible from the energy spectra as well as from the neutron rate.

Energy spectra: The energy of neutrons produced by reactions between fast injected deuterons and plasma deuterons is shifted from 2.45 MeV towards higher energies for forward emission and towards lower energies for backward emission. On ASDEX with 45 keV injection energy, neutron energies of 2.70 and 2.24 MeV, respectively, are expected (broken lines in Fig. 1). Spectral measurements by means of nuclear emulsions along tangential lines of sight in the co- and counter direction of the injection beam show shifted peaks with maxima at 2.65 and 2.32 MeV (Fig. 1). Due to integration over a finite space angle of neutron emission the measured spectra cannot show the maximum energy shift.

The 2.45 MeV line is caused by thermonuclear reactions in the bulk plasma. From its FWHM we obtain a deuteron temperature of 1.9 keV integrated over the observation volume and the injection time. Using the measured electron density profile \( n_e(r)/n_e(0) \) for deuteron density and temperature profiles, \( n_D(r)/n_D(0) \) and \( T_i(r)/T_i(0) \), we calculate \( T_i(0) = 2.0 \text{ keV} \). This value is about 10% above the

†The members of the ASDEX and NI teams are presented in the paper of F. Wagner et al., this conference.
central electron temperature. The error of the ion temperature determination is at least 20% in this case.

**Neutron rate, classical relaxation model:** The energy of an injected fast deuteron with initial energy $W_0$ decreases in a plasma as $W(t) = W_0 \exp(-t/\tau_w)$. $\tau_w$ is the energy relaxation time. The number of neutrons $Y_D$ produced by one fast deuteron during its relaxation is given by

$$Y_D = \int n_D \sigma \sqrt{2mW} \, dt = \left( \frac{n_D}{n} \right) \int \frac{U_0}{W(t)} \sqrt{\frac{2}{mW}} \sigma \, n\tau_w \, dW.$$  

Here $m$ is the mass of a deuteron, $n$ the electron density, $n_D$ the deuteron density and $\tau$ the confinement time of the fast deuteron. Due to the strong decrease of cross-section $\sigma$ with energy the neutron production occurs mainly during the first half of the energy relaxation time, i.e. approximately 15 ms in ASDEX. For our plasma data the energy relaxation parameter $n\tau_w$ depends only on the electron temperature. Hence the neutron production by injected deuterons depends essentially on the electron temperature of the target plasma. On the other hand the cross-section $\sigma$ is a function of the ion temperature. For temperatures in the region of some keV it may be approximated by

$$\sigma(W,T_i) = \sigma(W,0) + 1.16 \times 10^{-28}W^2 \cdot T_i \text{ barn (W and } T_i \text{ in keV).}$$

The neutron rate is calculated by integrating the product of $Y_D$ times the deposition profile for fast deuterons over the plasma volume.

Due to the lack of a direct measurement we assume that the deuteron density is a constant fraction of the electron density, the total neutron rate may then be expressed by

$$Q(T_i) = \left( \frac{n_D}{n} \right) Q_{\text{inj}}(0) \cdot (1+\gamma/T_i) + \left( \frac{n_D}{n} \right)^2 Q_{\text{therm}}(T_i)$$

where $Q_{\text{therm}}$ is the thermonuclear rate of the bulk plasma. Here both, $Q_{\text{inj}}$ and $Q_{\text{therm}}$ are calculated with the electron density profile. Using this relation one can get the bulk ion temperature from the total neutron rate.

**Neutron rate, experimental results:** The neutron rate measurements have been carried out with BF$_3$- and U-238 counters which have been calibrated independently by a Pu-238-B neutron source /1/ and by the nuclear emulsion technique. Figure 2 shows the measured neutron rate for the discharges to which the energy spectra of Fig.1 belong. The discharges are of the H-type /2/ with $I_p = 420$ kA, $n_e = 4.9 \cdot 10^{13}$ cm$^{-3}$ and $P_{\text{inj}} = 1.85$ MW at 45 kV. In Fig. 2 $Q(T_i)$ is calculated using the measured profiles of the electron temperature (ECE) and electron density (HCN interferometer), $Z_{\text{eff}}$ as derived
from the loop voltage (for determination of $n_D/n$) and the deuteron deposition profile as computed by the FREYA code /3/. $T_1$ was determined by the neutron spectra. The shadowed areas indicate the measurement errors. For $Q(T_i)$ they are mainly caused by some uncertainties in $n_D/n$. Within the limits of the errors all values agree well, thus indicating classical relaxation for the fast deuterons as assumed in the model.

Fig. 2: Measured neutron rate $Q(t)$ (top), and calculated $Q(T_i)$ for $t = 1.25$ s for injection with $W_0 = 45$ keV and 4 beam lines (bottom).

Next, results are presented for three other discharge types on ASDEX:

A) $P_I=1.3$ NW, 8 beam lines, $W_0=29$ keV, $I_p=420$ kA, $n=6.3x10^{13}$ cm$^{-3}$, L-type

B) $P_I=3.9$ NW, 8 beam lines, $W_0=45$ keV, $I_p=275$ kA, $n=4.4x10^{13}$ cm$^{-3}$, H-type

C) $P_I=2.9$ NW, 6 beam lines, $W_0=45$ keV, $I_p=420$ kA, $n=4.9x10^{13}$ cm$^{-3}$, H-type

Figure 3 shows the measured neutron rate and central electron temperature

Fig. 3: Measured neutron rate (top), measured central electron temperature and calculated central deuteron temperature for injection with 29 keV and 8 beam lines (bottom).
for case A. Further, $T_1(0)$ is shown as calculated from the neutron rate. It is again about 10% higher than the electron temperature, demonstrating the validity of the model also for low injection energies and L-type discharges.

![Graph showing neutron rate and electron temperature](image)

**Fig. 4:** Measured and calculated (dots) neutron rate and measured central electron temperature for case B (left) and case C (right).

For the cases B and C, Fig. 4 shows the measured neutron rate, the measured central electron temperature and the calculated neutron rate for $T_1(0) = 1.2 T_e(0)$. Case B is a discharge of the burst-free H-type which typically shows a strong decrease of neutron production after about 100 ms injection. Our results for $Q_{calc}$ demonstrate the dependence of neutron production on target electron temperature. In case C the electron temperature, and accordingly the neutron rate, remain nearly constant during injection.

Part of this work was supported by the Deutsche Forschungsgemeinschaft.
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ION TEMPERATURE MEASUREMENT BY CHARGE EXCHANGE IN THE PRESENCE OF CONVECTIVE ION TRANSFER IN TOKAMAK


I.V.Kurchatov Institute of Atomic Energy, Moscow, USSR

The ion temperature measurement is an important part of the program on the plasma energy balance study in tokamaks. The corpuscular diagnostics with the charge-exchange atoms in its passive or active modification is the most developed one by the present time among the techniques of measuring the ion temperature. This method is based on the possibility of finding the ion distribution function over energy by the energy spectrum analysis for a flux of charge-exchanged atoms. The energy spectrum measurement is usually carried out in the energy range \( E \approx (3-8)T_i \). In this case, one is forced to assume a maxwellian nature of a local ion distribution function in this energy range for determining the temperature (mean energy). However, if the longitudinal magnetic field ripple is rather high, a group of locally-trapped particles drifting across the magnetic field will emerge. The drift velocity rises fast with a rise in the ion energy. For a long time it has been considered that the high energy particle enhancement occurs only in that section of the plasma column to which ions drift. In the opposite section, the ion distributions have been assumed to be not very sensitive to this drift.

However, as it has been shown in /1,2/, there is a mechanism, called as a "convective ion transfer", due to which drifting ions, trapped within the magnetic field ripples, can transit into a group of toroidally-trapped particles, trajectories of which extend over the whole plasma periphery, by collisions. Thus, the whole plasma periphery turns out to be enhanced by the high energy particles. The distribution function of passing
particles is involved into this process too. This distortion in the ion distribution function rises, when the plasma density $n_e$ and the magnetic field $B_t$ are reduced. Under these conditions, the term "ion temperature" includes only the mean energy of particles at this or that point in plasma without unambiguous union with the distribution function slope in difference from the maxwellized plasma.

The purpose of a given work is to find the necessary algorithm for choosing such an energy range in which the atomic charge exchange spectra slopes satisfactorily depict the mean ion energy at the hottest plasma region along a given observation line. It is natural that the extent of the particle energy spectra distortions is different for different plasma regions, and it depends on the discharge parameters. However, as this paper shows, the energy range of interest can be selected for a wide range of plasma parameters by a limited number of calculations.

On the basis of a model described in /2/, we have made the calculations of local distribution functions for trapped and passing ions and for the integral spectra of atoms outgoing from plasma along different chords as well. The calculations have been done for T-10 machine in the following range of parameters:

$$B_t = (1.5 \pm 3.0) \text{T}, \; I_p = (200 \pm 400) \text{KA}, \; n_e(0) = (3 \pm 10) \cdot 10^{13} \text{cm}^{-3}, \; a_u = (16 \pm 32) \text{cm}.$$  

The calculated local distribution functions for separate regimes have been compared either with the ion distribution functions locally-measured by charge-exchange at an artificial target produced by the atomic beam or with the locally-measured mean ion energies by the Doppler broadening in the $H_\alpha$ spectral line emitted during the charge-exchange between the plasma ions and the diagnostic beam atoms /3/.

The calculated energy ranges for different chords are given in Fig. 1 (a, b, c), with which one can find a mean ion energy at the hottest plasma region along a given chord. These ranges are given as a function of the parameter $n_e(0) \cdot B_t$ which determines the ion drift displacement.

The examples of integral spectra of charge-exchange atoms along different chords, $\varphi = \frac{r}{a_u}$, where $r$ is the impact para-
meter) are given in Fig. 2. The ranges of energy for the ion temperature determination according to the calculations are shown.

The ion temperature profile, $T_i(r)$ as a result of the same procedure, is given in Fig. 3. A dashed profile obtained with the slopes of high energy "tails" to the distribution functions is also given there. However, as calculations show, some corrections due to non-transparency of plasma for the charge-exchange atoms should be included into the result obtained. A final version of the ion temperature profile is given in Fig. 3 as a dotted line. Comparing these data with the results of Doppler measurements given in the same Figure, one can make a conclusion about the possibility of finding the ion temperature profile from the atomic spectra due to charge exchange even under intense convective ion transfer.
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METHOD OF LOCAL EFFECTIVE ION CHARGE DETERMINATION IN
TOKAMAK BY MEANS OF RESONANCE FLUORESCENCE

V.M. Barbotko, S.S. Bychkov, R.S. Ivanov and G.I. Stotsky

Institute of High Temperatures, USSR Academy of Sciences,
Moscow, USSR

I. Introduction. In the magnetic confinement devices the last years the considerable efforts have been applied to the development of various laser diagnostic techniques due to high obtainable spatial resolution of measured plasma parameters.

In the present paper a new technique for the local measurement of the effective ion charge \( Z_{\text{eff}} \) is proposed. This resonance fluorescence technique is the integral modification of the method [1] and it is based on the determination of the homogeneous hydrogen spectral line width caused by the charged-particle Stark broadening.

2. Principles of \( Z_{\text{eff}} \) measurement. In hot plasma the Stark broadening is caused by collisions of a radiative hydrogen atom with protons and impurity ions. At typical tokamak plasma parameters \( n_e \sim 10^{13} \text{ cm}^{-3}, T_i \gg 20 \text{ ev} \) the collisional broadening is dominating for all charged particles. The collisional broadening width \( \Gamma \) may be written as follows [2] :

\[
\Gamma = \frac{\pi^2}{3} n_e Z_{\text{eff}} N_{\text{i}} \langle \frac{S_{\Phi}}{S_0} \rangle \frac{m_e^2}{\hbar^2} \left( \ln \frac{S_{\Phi}}{S_0} + 0.215 \right) I(n,n'),
\]

where \( Z_{\text{eff}} = \frac{\Xi Z_{\text{i}}}{n_e} \), \( S_{\Phi} \) is the Debye length, \( S_0 \) is the Weisskopf radius, \( I(n,n') \) is the factor depending on the main quantum numbers of the radiative transition levels (for the transition from \( n = 3 \) to \( n = 2 \) \( I(n,n') = 27 \)), \( \langle \frac{S_{\Phi}}{S_0} \rangle = \frac{\sqrt{8 k T_i}}{\pi m} \) is the thermal proton velocity which is considered to be relative one between the excited hydrogen atoms and broadening ions.

Summarizing the contributions of plasma ions with different ion charge \( Z_i \) it is assumed that \( Z_i = Z_{\text{eff}} \) due to the weak dependence of \( \ln \frac{S_{\Phi}}{S_0} \) on \( Z_i \). Thus the determination of \( Z_{\text{eff}} \) may be carried out from the measured value \( \Gamma \) when \( n_e \) and \( T_i \) are known independently.
The phenomenon of the radiative transition saturation caused by the narrow-band laser radiation was used for the determination of $\Gamma$. The observed fluorescent spectral profile is the convolution of the Doppler profile with the line profile induced by the strong laser field. The latter is dispersionsal in shape with half-width $\Gamma_B = \sqrt{1 + G}$ (the Benett gap), where $G$ is a saturation parameter of the transition $[^3]$: $G = \left( \frac{P_{12} \xi}{h} \right)^2 \frac{1}{\tau} \left( \frac{1}{\tilde{\gamma}_1} + \frac{1}{\tilde{\gamma}_2} \right)$, where $\tilde{\gamma}_1$ and $\tilde{\gamma}_2$ are the population relaxation constants of the levels 1 and 2, $P_{12}$ is the transition dipole moment, $\xi$ is the laser-induced electric field. Thus the measurement of the observed fluorescent profile half-width at different saturation parameters enables the determination of the Doppler ($\Delta \lambda_\nu$) and the dispersion profile ($\Gamma_B$) half-widths. It should be noted that the fluorescent profile may be obtained by the wave-scanning of the narrow-band laser line in a set of successive reproducible discharges.

When the laser radiation being nonmonochromatic the computer calculations of the fluorescent profile should be performed. The calculations of the probability $< \lambda_{23} >$ of a transition from $n=2$ to $n=3$ levels were carried out at $\lambda_\nu = \lambda_0$ for different values of $\Delta \lambda_\nu$ and $\Gamma$ when $\Delta \lambda_\nu$ was considered fixed at 0.1 $\mu$m since such a laser spectral half-width has been used in our experiments (fig. 1 and 2). The curve for monochromatic laser radiation is also shown here for the comparison (curve 4 in fig. 1).

3. Experiments in tokamak TV-1. The fluorescence experiment have been performed in tokamak TV-1 ($r=23.5$ cm, $a_L=3.5$ cm) with the help of flush-lamp pumped dye laser with the narrow spectral line (0.1 $\mu$m). The laser line was independently monitored crudely with monochromator SPM-2 ($\delta \lambda = 1$ $\mu$m) and accurately with Fabry-Perot interferometer ($\delta \lambda = 0.09$ $\mu$m).

In a reproducible set of tokamak discharges the fluorescence intensity measurements were carried out while wave tuning of the dye laser against the H$\alpha$ line center being successively changed. The typical H$\alpha$ profiles at different values of $G$ on plasma axis in the start of discharge (0.3 ms) and on current plateau are shown in fig. 3 and 4 respectively. The absorption
profile is observed to be broadened with laser power being increased. The dependences of \( \Delta \lambda \Phi \) and \( \Gamma_B \) (fig. 5 and 6) on laser power density are obtained for one of the basic tokamak operation modes \( (I_p = 5 \text{ kA}, B_T = 14 \text{ kG}, U_L = 1,5\sim2,5 \text{ v}, n_e = (2\sim3)\cdot10^{13} \text{ cm}^{-3}) \).

The mean value of \( \Delta \lambda \Phi \) was found to be 0,5 \( \AA \) that corresponded to \( T_a \approx 1 \text{ ev} \). The mean \( \Gamma \) determined from the slope of the curve (fig. 5) was 0,08 \( \AA \). The calculation of \( Z_{eff} \) yields 3\( \sim \)4 when \( n_e(0) = 4,5\cdot10^{13} \text{ cm}^{-3}, T_e = 100 \text{ ev}, T_i = 30\sim60 \text{ ev} \). The obtained density of atoms was \( (4\sim5)\cdot10^{13} \text{ cm}^{-3} \).

4. Discussion. The high saturation parameters at reasonable laser nonmonochromaticity should be achieved for the realisation of this method. The two limitations of method should be taken into account:

a) the nonlinear spectroscopy calculations may be considered valid only when the energy gap is much higher than the radiation/atom interaction energy;

b) the maximal power of the available dye lasers are limited.

In our experiments the obtained power density of 1\( \sim \)2 kwt/cm\(^2\) was sufficient for the saturation of the tokamak plasma, the interaction energy of \( H_\alpha \) transition with laser radiation being (4\( \sim \)5) orders of the magnitude lower than the energy gap between the second and the third levels of a hydrogen atom. The up-to-date dye lasers may generate power as high as 100 kwt that is sufficient for the saturation of the Doppler profile at \( T_a \sim 100 \text{ ev} \) which is typical for the edge plasma in large tokamak machines.
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DISTORTION OF THE MAXWELLIAN DISTRIBUTION IN INHOMOGENEOUS MAGNETIZED PLASMA

G.S. Irisov, P.N. Yushmanov
I.V. Kurchatov Institute of Atomic Energy,
Moscow, USSR

One of the methods of measuring the ion plasma temperature in tokamak is the measurement of fast atomic spectra formed as a result of charge exchange between the plasma ions and neutral atoms of the gas. The neutral atoms produced in the charge exchange of the ions with the energies \( u \gg T_i \) are registered. The experiments have shown that the ion distribution function strongly differs from a maxwellian one in a range \( u \gg T_i \), especially at the plasma column periphery /1,2/. The differences are expressed by a broadening in the temperature profile for an epithermal component in comparison with the main one and by the presence of a strong rise in the ion distribution function at high energies.

High energy part enrichment in the ion distribution function due to a finite transversal size of orbits is theoretically studied in the present paper. A cyclotron rotation as well as a drift motion in toroidal systems are considered. In comparison with the theoretical studies made previously, a kinetic equation for the ion distribution tail has been obtained by a regular technique of averaging over a fast oscillating variable /3/. Let us consider a situation close to the experimental one, when a transversal size of the orbits for thermal particles is considerably less than the size of an inhomogeneity in the system and, hence, the distribution function of thermal particles is close to the maxwellian one. Moreover, considering an epithermal range, we limit ourselves by not too high energies,

\[ T_i \ll \nu \lesssim (m_i/m_e)\nu^4/3 T_e \]

, to be able not to take the collisions of ions with electrons into account.

Let us consider first the case of homogeneous magnetic field, when a deviation from the field line is provided by cyclotron rotation. Then, a kinetic equation for the ion distribution tail has a form:
\[
\frac{df}{dt} = \frac{4\pi \alpha e^2 n}{m^2} \left\{ \frac{1}{v \partial \alpha} \left( f + \frac{T}{m \nu} \frac{\partial f}{\partial \nu} \right) + \frac{1}{2 \nu^2} \left[ \frac{1}{\sin \nu} \frac{\partial}{\partial \nu} \left( \sin \nu \frac{\partial f}{\partial \nu} \right) + \frac{1}{\sin \nu} \frac{\partial^2 f}{\partial \nu^2} \right] \right\},
\]

where \( m \) is the ion mass, \( \lambda \) is the Coulomb logarithm, \( n \) and \( T \) are the ion density and temperature, depending on the coordinates. Let us make a transition to the integrals of motion in Eq. (I), \( \omega = m \nu^2 / 2 \), \( \tau = \tau - \nu \omega_s^2 \sin \nu \sin \varphi \)

where \( \omega_s \) is the cyclotron frequency, and, averaging Eq. (I) over the period of Larmor rotation, exclude a fast oscillating variable \( \varphi \) from the kinetic equation:

\[
\frac{\partial}{\partial \omega} \left( f + \tau (\omega) \frac{\partial f}{\partial \omega} \right) + \frac{1}{4 \omega_0 \sin \nu} \frac{\partial}{\partial \nu} \left( \sin \nu \frac{\partial f}{\partial \nu} \right) + \frac{1+\cos^2 \nu}{4 m \omega_s^2} \frac{\partial^2 f}{\partial \omega^2} = 0.
\]

In case of a toroidal magnetic field, let us use the same method and, for this purpose, make a transition to the variables in Eq. (I), which separate a fast oscillating variable \( \alpha \) (poloidal angle) and the integrals of motion in the explicit form: \( \psi = h \sin \nu , \tau = \tau - h \omega_s^2 \sqrt{2 \nu m} \left( \cos \nu - h \varphi (s) \right) \)

where \( h = 1 + \epsilon \cos \alpha \), \( \omega_s \) is the ion cyclotron rotation frequency in a field of the current. The function \( \varphi(s) \) is introduced because \( \varphi (\cos \nu) \neq 0 \) for passing particles. After integration over the period of fast motion, the equation for a high energy part of the distribution function has a form:

\[
\frac{\partial}{\partial \omega} \left( f + \tau (\omega) \frac{\partial f}{\partial \omega} \right) + \frac{1}{4 \omega_0 \sin \nu} \frac{\partial}{\partial \nu} \left( \sin \nu \frac{\partial f}{\partial \nu} \right) + \frac{1}{2 \nu^2} \frac{\partial}{\partial \nu} \left[ \left( 1 + \frac{\omega_s^2}{\omega_0^2} \right) \frac{\partial f}{\partial \nu} \right] = 0,
\]

where \( \omega_s = \frac{d}{d \psi} \), \( \omega_s = \frac{d}{d \nu} \), \( \varphi = \frac{d}{d \omega} \), \( \varphi = h \cos \nu \), and

\( \varphi(s) = - \int \frac{s}{2 s} ds \) is chosen from the continuity condition for a flux across the separatrix.

The equations (2), (3) are found to be too complicated for analytical solutions. Therefore, we shall consider only two limit cases: dominance of angular scattering and its insignificance. In the first case, \( f \) doesn't depend on \( s \) (or \( \psi \) ) and we can integrate the equation with respect to an angle; in the second case, one can simply discard the angular scattering operator. In both limit cases the equations (2), (3) become two-dimensional ones:

\[
\frac{\partial}{\partial \omega} \left( f + \tau (\omega) \frac{\partial f}{\partial \omega} \right) + \frac{\partial}{\partial \nu} \left( D \frac{\partial f}{\partial \nu} \right) = 0.
\]
The equation (4) for a high energy part of the ion distribution function in case of a toroidal magnetic field differs from an equation for a rectilinear magnetic field by a form of the coefficient $D$. For a case of the angular scattering dominance, these coefficients have a form $D_{\text{tor}} \approx 0.49 \sqrt{\frac{E}{m \omega^2}}$ and $D = (3 m \omega^2)^{-1}$; at a weak angular scattering

$$D_{\text{tor}}^s = \frac{s}{2 m \omega^2} \left( 1 - \frac{\eta^2}{\eta_j^2} \right), \quad D^s = \frac{4 + \cos^2 \psi}{4 m \omega^2}.$$

In case of a weak angular scattering, the coefficient $D$ in a homogenous field almost does not depend on the angle $\psi$; but in a toroidal field, $D_{\text{tor}}^s$ is a very strong function of $s$, important in the region of trapped particles only (Fig. 1). Note that the equation (4) averaged over $s$ in the toroidal case coincides with the equation obtained in /4/ with the use of a neoclassical approach.

In spite of the simplifications made, the solution to Eq. (4) by the analytical method is impossible in the general case. Therefore, we limit ourselves by the consideration of a private case allowing an analytical solution and rather well corresponding to the experimental conditions, $T(r) = T_0 (1 - \eta/r)$.

$D = \text{const}$. Then, the equation (4) can be solved with the Laplace transform:

$$f(w, r) = \frac{n_0 \alpha^{2/3}}{2^{3/2} \pi^{1/2} T_0^{1/2}} \int_0^{T_0^{-1}} P^{1/2} e^{-w P} \left[ 1 - \frac{2}{3} \frac{1}{\eta_j^2} \right] dP,$$

where $\tilde{f} = \alpha^{2/3} \left( 1 - \frac{\eta}{r(a)} \right) T_0 P / (D \rho T_0)^{1/3}$.

The most reliably-measured quantity in the experiment is a local temperature: $T_w = -[d \ln f / dw]^{-1}$.

Therefore, later we shall pay attention to the behaviour of the very quantity. Using the saddle-point method and proceeding from the distribution (5), one obtains an equation for $T_w$:

$$\left( \frac{T_w}{T(r)} - 1 \right)^{1/2} + \frac{1}{3} \left( \frac{T_w}{T(r)} - 1 \right)^{3/2} = \frac{w}{\omega_c},$$

where $\omega_c = a \sqrt{T_c / D} \left( 1 - \eta / a \right)^{3/2}$.

The dependence of local temperature on the radius and energy is
shown in Fig. 2. $T_{wr}$ is preset by the expressions

$$
T_{wr} = T(\tau) \cdot \left( 1 + w^2/w_2^2 \right) \quad \text{and} \quad T_{w_r} = T(\tau) \cdot \left( 1 + 3 \left( w/w_2 \right)^{2/3} \right)
$$

for the limit cases, $w < w_c$ and $w > w_c$.

Let us compare the results obtained with the calculations for the distribution function, using the $T-$approximation in the collision operator /5/. For comparison, let us use the large angular scattering limit ($D = 0.49 \sqrt{E}/m \omega_2^2$), which better corresponds to real conditions. Then, in a range $w > w_c$, according to /5,6/, the local temperature can be represented as:

$$
T_{w_r} = T(\tau) \left( 1 + 3 \left( \sqrt{E}/\omega_2 \right)^{2/3} \right) \left( \frac{1}{\omega_2} \sqrt{w} \right) \left( \frac{d\ln T}{d\tau} \right)^{1/3}
$$

The ratio of local temperatures $T_{w_r}$ and $T_{w_l}$ (6) in the most interesting range $T_{w_r} > T(\tau)$ is the product of three small parameters:

$$
\frac{T_{w_r}}{T_{w_l}} = \varepsilon^{1/3} \left( \frac{T(\tau)}{w} \right)^{1/3} \left( \frac{1}{\omega_2} \sqrt{w} \right) \left( \frac{d\ln T}{d\tau} \right)^{1/3}
$$

From this ratio one can see that the results /5,6/ represent the lower bound to a real effect.
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INVESTIGATION OF CURRENT PROFILES IN THE TUMAN-3 TOKAMAK
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The plasma current density distribution is an important characteristic of the magnetic configuration of a tokamak. In our experiments in the Tuman-3 tokamak, the equilibrium distributions of the plasma current $j$ and pressure $p$ were obtained from external magnetic measurements [1]. We measured poloidal fluxes $\Psi_1, \Psi_2$ along two contours $L_1, L_2$ encircling the plasma column in the meridian section, the total plasma current $I_p$, the total current in toroidal field coils $F_t$, and the change in the toroidal flux due to the plasma $\Phi_p$. The signals from the magnetic sensors were digitized and processed by a computer.

The method of calculating the plasma current profile. To obtain the equations relating the external magnetic measurements to the local plasma parameters, we have used a model representation of the plasma current density $j$: $j(\tau, \psi) = a_p \frac{\tau}{R} f_p(\psi) + q_{F} \frac{R}{\tau} f_f(\psi)$, where $R$ is the major radius of the torus; $a_p, q_{F}$ are the normalization constants; $f_p, f_f$ are arbitrary functions of the poloidal flux $\psi$ which satisfies the Grad-Shafranov equation [2]:

$$l(\psi) = \frac{\delta}{\delta \psi} (\psi/\tau^2) = -\frac{\delta^2}{\delta \psi^2} j(\tau, \psi)$$

with a boundary condition on the contour $L_1$:

$$\psi|_{L_1} = \overline{\psi}_1(\bar{x}), \quad \bar{x} \in L_1$$

Using the Green function method, the solution of eqs. (1), (2) is written as

$$\psi(x) = \frac{\delta^2}{\delta \psi^2} \int_{S} G(x, y) j(\psi) d\sigma - \int_{L_1} \nabla G(x, \bar{x}) \overline{\psi}_1(\bar{x})/\tau(\bar{x}) dL_1$$

where $S$ is the region in the $\psi = \text{const}$ plane of the cylindrical
system of coordinates \( \tau, \varphi, z \) and is bounded by the contour \( L_1; x, y \in S, \Pi \) is the vector of the external normal to \( L_1; g(x, y) \) is the Green function of the two-dimensional operator \( L \) which has an analytical representation [1] for a circular \( L_1 \) contour and can be calculated numerically [2] for an arbitrary \( L_1 \) shape.

The constants \( a_p, a_F \) were related to \( I_p = \int \varphi d \sigma \) and

\[
\Phi_p = \frac{2}{c} \int \frac{F_p(t)}{r} d \sigma \quad \text{as}
\]

\[
a_p = (I_p - a_F \int \frac{R}{r} f_F(t) d \sigma) / (\int \frac{R}{r} f_F(t) d \sigma)
\]

\[
a_F = c R B_{\psi_0} \frac{\Phi_p}{(2(\psi_H - \psi_L) \int \frac{R}{r} f_F(t) d \sigma)}
\]

where \( t = (\psi_H - \psi_L)/(\psi_H - \psi_L) \); \( \psi_L \) and \( \psi_H \) are the flux values on the plasma edge and on the magnetic axis, respectively; \( F_p \) is the poloidal plasma current, \( B_{\psi_0} = 2 \rho_e/c R \). In eq. (5) we put \( F_p \approx F_e \). The \( f_p, f_F \) functions were obtained from the minimum condition of the functional

\[
\chi^2 = \sum \sigma^{-2}(\hat{x}_i)[(\overline{\psi}_2(\hat{x}_i) - \psi_2(\hat{x}_i)]^2
\]

where \( \overline{\psi}_2(\hat{x}_i) \) and \( \psi_2(\hat{x}_i) \) are, respectively, the measured and calculated by eq. (3) poloidal flux values at point \( \hat{x}_i \) of the \( L_2 \) contour; \( \sigma(\hat{x}_i) \) is the standard deviation of the \( i \)-th measurement. The search for the minimum \( \chi^2 \) was carried out using the set of the parabolas of the type \( f_{p,F}(t) = \lambda_{p,F} t + (1 - \lambda_{p,F})t^2 \). To check the efficiency of the magnetic analysis technique presented above, we have performed numerical test computations. The test equilibrium \( j_\varphi \) profiles and the \( \overline{\psi}_1, \overline{\psi}_2, I_p, \Phi_p, F_e \) values were generated using
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the MHD code [3] that models the Tuman-3 coil/plasma system. Different types of equilibrium current profiles (peaked, flat and skinned) were reconstructed. Fig. 1 exemplifies the result of the flat profile $j^\varphi$ reconstruction. Along each $x^2=$const isoline (fig. 1a) we had one and the same $j^\varphi$ profile which changed only in going from one isoline to another. The solid line in fig. 1b shows the test $j^\varphi$ profile, and the shaded area shows the reconstructed $j^\varphi$ profiles at $x^2 < x^2_\text{S} = 3.3$, $x^2_\text{S}$ corresponds to a random error $\sim 5\%$ in the $\overline{\Psi}_1$, $\overline{\Psi}_2$, $I_p$, $P_e$, $\Phi_p$ values.

**Experimental results.** Three discharges (see fig. 2) were studied by means of the magnetic analysis. The first discharge (solid curve 1) corresponded to ohmic heating. In the second discharge (dashed curve 2) the ICR heating was applied (30 ms starting time, 7 ms pulse length). In the third discharge (dash-dotted curve 3) the plasma disruption occurred. Fig. 3 shows the reconstructed $j^\varphi$ and $\rho$ profiles in the $z=0$ plane together with the outermost magnetic surfaces for different times. It is seen that in the discharges considered parabolic $\rho$ profiles and flat or skinned $j^\varphi$ profiles were realized, except discharge 3, where the $j^\varphi$ profile change and the current $I_p$ disruption took place at $t \approx 37.6$ ms due to plasma column displacement to the limiter. The pressure $P$ in the discharges varied with the $I_p$ current value. In discharge 2, during the RF pulse the $P$ value increased in spite of the $I_p$ decrease. The table given below lists the following parameters: the safety factors on the plasma edge, $q_L$, and on the magnetic axis, $q_M$; the internal inductance $l_i$; the poloidal, $\beta_p$, and toroidal, $\beta_T$, betas.

The magnetic analysis results obtained have shown the existence of stable skinned ($q_M > 1$,
and peaked ($q_M \leq 1, q_L \leq 3$) $j_\psi$ profiles.

The authors would like to thank V.D. Shafranov, V.S. Mikhovatov and L.E. Zakharov for useful discussions of this work.
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Abstract
We demonstrate a new approach to determine the primary neutral particle source at the first wall of a tokamak. Using a modulated gas inlet, the neutral density in the plasma and therefore the flux of fast charge exchange neutrals is modulated. The flux increase due to the known amount of additional gas can then be compared with the flux caused by neutral particle release from the vessel wall. Geometrical differences of these two particle sources are taken into account by Monte Carlo code calculations.

Introduction
In fusion devices emission of fast neutral atoms is one channel of plasma-wall interaction. The flux of fast neutrals ejected by the plasma is proportional to the density of neutrals in the central region/1/. For small and medium size tokamaks the density of neutrals in the plasma center is proportional to the influx of neutral particles from the wall and the limiter. The usual way to determine the influx is to measure the absolute flux of fast atoms and to compare the results with transport code calculations.

In order to measure the primary sources of neutrals at the wall of TEXTOR we use a different approach, which was made possible by the development of a 3-dimensional transport code /2/. We compare the flux of fast neutrals caused by recycling at the wall with the flux caused by an additional particle source of known flux at the same distance from the plasma.

The ratio of the two fast fluxes is directly proportional to the ratio of the sources at the wall. For the same distribution of the source densities at the wall the factor of proportionality is exactly one, for different distributions the different geometry is taken into account by the transport code. The ratio of the fluxes is fairly insensitive to the plasma parameters at the plasma boundary and the details of the wall interaction of particles emitted by the plasma.

Experimental
The procedure was used to measure the sources of neutrals at the first wall of the TEXTOR-tokamak (major radius \( r = 175 \text{ cm} \), minor radius \( a = 47 \text{ cm} \), central electron density \( n_e(o) = 3 \times 10^{13} \text{ cm}^{-3} \)). The plasma is concentrically surrounded by a liner with minor radius \( a_L = 55 \text{ cm} \). We use a limiter which is located in toroidal direction 110 degrees from the location of the neutral particle analyser, therefore recycling at the limiter has no influence on the measurement. The wall was carbonized /5/, raising the overall recycling coefficient close to one, i.e. the electron density remains constant or even rises slowly, although the main gas feed is switched off.

To increase the influx of neutrals to the plasma we use a gas injection system whose flow rate is measured. To avoid a large increase in plasma density and a disturbance of the plasma boundary the flow rate should be as small as possible. Lock-in techniques are used to discriminate against the wall fluxes. As the response time of a gas injection system decreases for low injection /3/ we had to speed up the system. We use a Piezo valve and a tube in the viscous flow range with minimum length ( \( \sim 45 \text{ cm} \)). The tube has an exponentially increasing diameter. Compared to a cylindrical tube, the response time of the flow is 2.4 times faster.
The experimental arrangement is shown in fig. 1, the response of the gas feed system in fig. 2. The total gas inlet is measured by the decrease of the pressure in the buffer volume, the response time is measured by photon emission in the wavelength interval 5 nm < \lambda < 20 nm, which is probably caused by charge exchange recombination of light impurities. The minimum pulse width is 4 ms, the maximum frequency 60 Hz, for a Deuterium pulse with a gas feed rate of 3 mbl/s the rise time is 1.8 ms, the fall time constant is about 2.5 ms.

As the gas inlet system is connected opposite to the neutral particle analyzer, the response is not the same for the different energy channels. The channels with low energies are only weakly modulated, whereas the higher energy channels show a higher modulation (Fig. 3). Above 1.3 keV the modulation is approximately constant. This is caused by the different radial positions where the neutrals with different energies are born. The low energy particles come from the boundary plasma just in front of the analyzer, which is hardly influenced by the additional gas feed. The higher energy particles have their origin in the center of the plasma, where the modulation of neutral density is higher.

Comparison with code calculations

The distribution function of escaping neutrals without gas injection is used to determine the maximum ion temperature on the line of sight /1/. The profiles of electron temperature and density are taken from Abel-inverted interferometer data and Thomson scattering /4/. The distribution function is then compared to the 1 - D version of the Monte Carlo transport code, the flux density at the liner is chosen arbitrarily. Within experimental errors, the shape of the distribution function is reproduced (Fig. 4a). The same set of plasma parameters is then used to calculate the spectrum of escaping neutrals caused by the gas feed by means of the 3 - D version of the code (Fig.4b). Above 0.8 keV the spectrum is reproduced very well, for the lower energies the accuracy of both the measurement and the calculation decreases. The flux density of neutrals at the liner is now calculated to be 1,8 x 10^14 D_2 molecules/s cm², corresponding to 3,6 x 10^44 D atoms/s cm². Integrated over the liner surface, we get a total flux of 2 x 10^20 D atoms/s.

The code gives us now the neutral densities in the plasma caused by the external sources (Fig. 4c,d). The neutral density in the plasma center is rather low, about 2 x 10^6 D atoms/cm³. The Deuterium atom density in the plasma center caused by radiative recombination is about 2 x 10^5 D atoms/cm³ and is neglected. Comparison of the profiles for the neutral densities and the effective source functions i.e. the production rate of neutrals by charge exchange multiplied with the probability to leave the plasma in the direction towards the neutral particle analyzer (Fig. 4e, f) shows clear differences for the two particle sources. Whereas the neutral density is strongly asymmetric for the gas inlet and symmetric for the liner source, the situation is different for the effective source function which is characteristic for the spectrum of emitted neutrals. Here the distribution is more asymmetric for the liner source then for the gas inlet.
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Fig. 1 Scheme of gas injection diagnostic

Fig. 2 Response of the gas injection system, gas feed starts at 1.43 s

Fig. 3 Neutral particle spectra with modulated gas feed
Fig. 4 Comparison of liner source (left) with gas feed (right)

**Liner**

\[ Q = 3.6 \times 10^{14} \text{ D atoms/s cm}^2 \]

**Gas Feed**

\[ Q = 1.52 \times 10^{20} \text{ D atoms/s} \]
FLUCTUATION MEASUREMENTS ON THE RENTOR TOKAMAK,* R. L. Hickok, K. Saadatmand, and W. C. Jennings; Rensselaer Polytechnic Institute, Troy, New York 12181, U.S.A.

A heavy ion beam probe has been used to simultaneously measure the turbulent spectra of $\phi$ and $nF(T_e)$ fluctuations on the RENTOR tokamak. RENTOR is a small research tokamak whose pertinent parameters are:

- $R = 45$ cm, $a = 10$ cm, $B_t = 0.4$ T, $I_{oh} = 15$ kA, $n(0) = 5 \times 10^{12}$ /cm$^3$
- $T_e(0) = 120$ ev, pulse length $= 10$ msec. The plasma was probed with a 20 keV Cs$^+$ beam and the energy and intensity of the Cs$^{++}$ secondary ions created by electron impact ionization were measured. The energy difference between the primary and secondary ions is directly proportional to the space potential, $\phi$, at the location where the secondary ions were created. The intensity of the secondary ion signal is proportional to $nF(T_e)$ where $F(T_e)$ is the effective cross-section for the ionization reaction. Spatial resolution is 3 dimensional with a sample volume that is approximately 0.1 cm$^3$. The shape of the sample volume is roughly cylindrical with a radius of 0.5 cm and a height of 0.1 cm. This sets a limit on the minimum wave length fluctuations that can be resolved. The location of the sample volume can be set at any predetermined location in the cross-section of the plasma by selecting the appropriate beam energy and injection angles.

The energy of the secondary ion beam is measured with a parallel plate electrostatic energy analyzer with split plate detectors. The system is set up so that when the space potential is zero, there is equal secondary ion current on the two split plates. If the potential is not zero, then one plate will receive more current than the other. In operation the signals from the two plates are digitized and stored in the computer. After the pulse, the data is processed to give the sum of the two split plate currents, $s$, which is proportional to $nF(T_e)$ and the difference which is proportional to $\phi$. The digitizing rate is 1 MHz and the signals are analog filter at 250 kHz to prevent aliasing.

Typical auto power spectra for the sum and space potential fluctuations and the coherence and phase between the two signals are shown in Figure 1. The dashed lines indicate the 66% confidence intervals. These spectra were generated from a 2 msec time series starting 3 msec after plasma formation. Data was taken throughout the plasma pulse but
there was no significant variation of the fluctuation spectra with time. The amplitude of the fluctuations decreases slowly with time which reduces the coherence between the two signals late in the pulse.

Only one spatial location was observed on a given plasma pulse but measurements were carried out over the whole plasma cross-sections on succeeding pulses. To within the accuracy of the measurements, there was no variation in the fluctuation spectra with poloidal angle. The orientation of the sample volume changes as the observation point is moved through the plasma. At some locations, the small characteristic dimension of the sample volume (0.1 cm) is oriented radially and at other locations it is essentially polodial. This did not cause a noticeable difference in the observed fluctuation spectra. The amplitude of the sum signal decreased with radius in such a manner that $\frac{\phi}{\langle \phi \rangle}$ remained constant. The amplitude of the space potential fluctuations showed very little radial dependence. Normalization of the space potential fluctuation amplitude to the electron temperature results in strong peaking at the outer edge of the plasma. This is due entirely to the decrease in electron temperature with radius. If on the other hand $\phi$ is normalized to the average value of the space potential $\langle \phi \rangle$, which is not a strong function of radius, then there is no apparent radial variation. It should be noted that the plasma radius for this set of measurements was approximately 7 cm and there were strong spatial gradients throughout the plasma.

Figure 1 shows that there is a weak low frequency ($\sim 30$ kHz) coherent oscillation in the space potential (suspected to be a Mirnov oscillation) which is not present in the sum signal. This results in a reduction in the coherency between the two signals below 50 kHz and large uncertainty in determining the phase angle. Above 50 kHz, however, the coherency is approximately 0.65 and the phase angle is well defined. The phase difference is approximately $-30^\circ$ for all frequencies indicating that the intensity fluctuation lags the space potential. The fluctuation induced radial flux is given by

$$\Gamma = \frac{k_0 \gamma \phi \tilde{\nu} \sin \alpha}{B}$$
where $k_\theta$ is the polodial wave number, $\gamma$ is the coherency between the two signals and $\alpha$ is the phase difference. Since only single point measurements were carried out, no information is available regarding the $k$ spectra. We can, however, obtain an estimate of the lower limit of the flux by assuming that all fluctuations are $m = 1$ mode thereby replacing $k_\theta$ with $1/r$. The flux represented by Eq. 1 is for the quantity $s$ or $nF(T_e)$. For the conditions in REN TOR $F(T_e)$ is proportional to $T_e$, so that Eq. 1 gives the flux of $nT_e$. The present measurements do not permit separate evaluation of $\dot{n}$ and $\dot{T}_e$, but it is possible to consider some limiting conditions. If we assume that the fluctuations in the sum signal are entirely due to density fluctuations, then it is possible to evaluate an effective particle diffusion coefficient. This yields a diffusion coefficient of $4 \times 10^6$ cm$^2$ sec, which is about 4 orders of magnitude larger than neoclassical and is approximately equal to Bohm. If on the other hand we assume that the fluctuations are entirely due to temperature fluctuations then it is possible to evaluate an effective thermal conductivity coefficient. This assumption gives a conductive coefficient of $\sim 10^{17}$/cm sec which is about 3 orders of magnitude larger than neoclassical.

The present series of measurements clearly establish that the turbulent fluctuation spectra can cause particle or thermal transport that is orders of magnitude larger than neoclassical predictions. The lack of information on the $k$ spectra and the inability to separately evaluate $\dot{n}$ and $\dot{T}_e$ prevent accurate quantitative evaluation of the enhanced particle diffusion and thermal conductive coefficients. A new series of experiments are being planned that will provide simultaneous multi-point measurements and also simultaneous measurements of both $2^+$ and $3^+$ secondary ions. This will permit evaluation of both the $k$ and $w$ spectra and separate evaluation of $\dot{n}$ and $\dot{T}_e$.

Fig. 1a. Auto power spectrum for the intensity fluctuations.

Fig. 1b. Auto power spectrum for the space potential fluctuations.

Fig. 1c. Coherence between the intensity and space potential fluctuations.

Fig. 1d. The phase difference between the intensity and space potential fluctuations.
DENSITY FLUCTUATIONS MEASUREMENT ON FT TOKAMAK BY SMALL ANGLE CO\(_2\) SCATTERING

P. De Simone, D. Frigione, F. Orsitto
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I. INTRODUCTION

The understanding of the loss mechanisms related to the anomalous transport in Tokamaks requires, among other, the study of density fluctuations with wavelengths much smaller than the plasma minor radius, usually denoted as microinstabilities [1]. Collective scattering of laser or microwave radiation is usually employed for such investigations [2,3].

Drift waves [1] are considered to be the most favourite candidate for explaining the anomalous energy and particle diffusion: these modes have frequency of about 100 kHz and wavelength of few millimeters for typical tokamak regimes. Many experiments [3] have found a strong activity in this range, indicating also that the observed fluctuations are to be described as a turbulence rather than as a superposition of linear modes.

In this paper we present the results obtained on FT (R=83 cm, a=20 cm, \(B_0=40\pm80\) kG, \(T=1\) keV, \(n\sim10^{14}\) cm\(^{-3}\) ) by a small angle CO\(_2\) (10.6 \(\mu\)m) scattering experiment: measured fluctuations have an average relative level of 1\(\pm\)6\%, wavelengths of 1\(\pm\)5 mm and frequency spectra extending up to few hundred kilohertz.

II. RELEVANT SCATTERING THEORY

Figure 1 sketches a typical scattering experiment employing coherent detection: two gaussian beams, the incident and antenna beam, the latter obtained as a virtual image of the local oscillator, cross at their waists in a plasma described by a fluctuating electron density \(\bar{n}(r,t)\).

When propagating along the z axis each beam has the usual amplitude profile \(u_{i,a} = \exp[-(x^2+y^2)/w^2]\): taking account of the beam orientation shown in Fig. 1, the scattering volume is identified by the spatial weighting function

\[
U(r) = u_i u_a = \exp \left[ -\frac{2}{w^2} (x^2 + y^2 + \frac{b^2}{4} z^2) \right]
\]  

(1)

The photocurrent power spectrum, due to the beating between the local oscillator and the radiation scattered along the antenna beam is given by

\[
P(w) = \left( \frac{C}{4\pi} E_1 E_a r_o \lambda B \right)^2 V[S_{u_i,T}(-K_D,w) + S_{u_a,T}(K_D,w)]
\]  

(2)

where \(E_{i,a}\) are the incident and antenna beam electric field amplitude, \(r_o\) the
classical electron radius, \( R \) the detector responsivity and \( \lambda \) the incident wavelength. \( S_{u,T}(K,w) \) is the form factor relative to the volume \( V = \int d^3r \, U(r)^2 \) and time interval \( T \), defined by

\[
S_{u,T}(K,w) = \left| \hat{n}_{u,T}(K,w) \right|^2 / VT
\]

where

\[
\hat{n}_{u,T}(K,w) = \int_T dt \, e^{-j\omega t} \int d^3r \, e^{-jK \cdot r} \, U(r) \, \hat{n}(r,t)
\]

Equation (2) shows that the measured quantity \( P_s(\omega) \) gives directly the form factor or fluctuation spectral density at the \( \vec{k} \)-vector imposed by the scattering geometry. Furthermore, an integration of experimental points leads to the total fluctuation level defined as

\[
\langle \hat{n}^2 \rangle = \frac{1}{VT} \int dt \int d^3r \, U(r)^2 \, |\hat{n}(r,t)|^2 = (2\pi)^{-4} \int d\omega \int d^3K \, S_{u,T}(K,w)
\]

III. EXPERIMENTAL SET-UP

The output of a PL4 Edinburgh Instr. Ltd. Laser, working on TEM mode is focused by a concave mirror into the plasma with a beam waist \( (1/e^2\) intensity point) of 5 mm and a total power of 1.5 W. Before entering the machine a portion of the beam is splitted and sent to the detector to form the local oscillator field \( \sim 100 \text{ mW} \). Apart from mirrors, which are copper made, any optical element is of Zinc Selenide, thus allowing the use of a He-Ne beam for the alignment procedure.

The receiver is composed by a SBRC Cu-Ge mixer working at 4.2 °K, followed by a low noise amplifier operating in the range 30-1600 kHz. The homodyne detection system for power spectrum measurement is completed by an HP spectrum analyser. A typical value for the scattered power is \( P_s \sim 10^{-10} \text{ W/Hz} \) at 100 kHz and 12 cm\(^{-1} \) while the detection system noise equivalent power is \( \text{NEP} \sim 10^{-17} \text{ W/Hz} \). The signal to noise ratio is 40:80 depending on the frequency resolution \( (30+100 \text{ kHz}) \). The scattering volume is vertically limited by the plasma size while horizontally has a diameter of 5 mm this corresponding to K resolution \( \Delta K_{\text{OR}} = 4 \text{ cm}^{-1} \) \( \Delta K_{\text{VER}} = 0.2 \text{ cm}^{-1} \).

IV. RESULTS AND DISCUSSION

We have investigated the turbulent density spectrum in a K range 12-60 cm\(^{-1} \) over the frequency interval 30-1600 kHz, along a vertical chord posi-
tioned at 16 cm from the plasma center towards the external region (x/a=0.8). The frequency dependence of the form factor is shown in Fig. 2: experimental points are fitted with zero centered gaussian curves and normalized to their maximum. Data show a significant change of spectral widths when going from 12 to 24 cm\(^{-1}\), while only differences within experimental errors are seen for different toroidal fields. In order to investigate the roll-off slope, we have reported the same data in a log-log scale: the high frequency points are fitted by lines representing a relationship \( S(\omega) \sim \omega^{n} \) with \( n_w = 3.4 \).

Frequency integrated \( K \) spectrum, has been investigated over a wider \( K \)-range for 40 kG discharges (Fig. 3): a slope \( n_k = 4.5 \) is obtained for this shots. Both \( n_w \) and \( n_k \) fall in the same range as already reported in literature, under many different plasma conditions [5-8]: such circumstance could be explained by the presence of a turbulence whose final state is independent from the driving mechanism. A dimensional analysis, similar to that made for
uncompressible fluids gives a dependence of the spectrum of the kind $K^{-5}$, $\omega^{-5}$ [8,9].

The measured frequency widths are about 3\% of the maximum value of diamagnetic frequency, thus indicating that spectral broadening is not due to the finite extent of the scattering volume. An estimate of the total fluctuation level $\langle n^2 \rangle^{1/2}/n$ leads to the approximate value of few percent (1-6\%). This calculation assumes a isotropic $K$-spectrum in the poloidal plane. A gaussian fit of the $K$-spectrum gives a width $K=20$ cm$^{-1}$: being $L$, the density profile scale length (5 cm at $\rho/a=0.8$) one obtains $1/KL = 0.01$. This result is consistent with the scaling $n/n=1/KL$ usually employed for evaluating the order of magnitude of the density fluctuations saturation level [1]. Finally, an estimate of the diffusion coefficient due to the microinstabilities may be obtained by the formula $D_\perp \sim \gamma/K^2$ where $\gamma/K$ are, respectively, the growth rate and the $K$-vector of the density fluctuation [1]. Assuming $\gamma_K$ to be measured by the frequency and $K$ spectral widths one has $D_\perp = 3.7 \times 10^3$ cm$^2$/s which could account for the observed losses. It is worth noting that such number is to be regarded only as an order of magnitude estimate.
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STUDIES OF EDGE PHENOMENA IN JET WITH VISIBLE SPECTROSCOPY
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INTRODUCTION

Visible spectroscopy affords an effective means of studying edge phenomena in JET, by monitoring the behaviour of lowly ionised or neutral states. Here we report on the following edge related topics. (a) effect of RF heating on minority species; (b) MARFES, and (c) Zeeman splitting of impurity lines.

The experimental arrangement is shown in Fig.1. Light from a tangential chord viewing a carbon limiter is coupled by 120 metres of high transmission 1 mm quartz fibre to a Czerny-Turner spectrometer. A calibrated Optical Multichannel Analyser (OMA) samples 16 mm increments of the output spectrum with a resolution of 0.03 nm and a variable time resolution (set to 196 ms). The available spectral range has been surveyed and the main impurities identified. Impurity atoms and ions of the usual impurities such as O, C, Cr with multiplets conveniently close to the Balmer Series are routinely monitored. The survey aspect of the diagnostic is particularly valuable however in detecting unexpected elements or unforeseen plasma or impurity behaviour.

RESULTS

(a) Effect of RF Heating on the Plasma Edge

RF heating power on JET is coupled to the plasma by minority heating of H or 3He. Extensive line shape studies have been made of the HeII 468.5 nm line before and during the RF heating pulses. Because there is a significant change in the HeII line shape during high power RF injection, it is possible to evaluate edge plasma heating for a wide range of launched powers and for the various antennae configurations. The analysis is based on a two gaussian best fit programme used after the observed spectral line has been deconvolved using the measured instrumental function. Figure 2a and 2b, show two gaussian fits for the 468.5 nm line before and during RF heating which combined a dipole 0.7 MW, and a monopole 1.75 MW into a 2.8 MA plasma. In each case the two gaussians represent a family of gaussians associated with a cold outer edge region and a hotter zone a few cm inside. The outer zone remains cold (80 eV) before and during RF, presumably because of the heat sink effect of
effect of the limiters. In contrast the 'hot' zone shows an increase of temperature from 244 eV to 310 eV. From inspection of the areas under the gaussians, it can be seen that before heating they are roughly the same whilst during the RF pulse the hot component is three times that ascribed to the cold edge.

The effect of RF power from the dipole (2.75MW) and then the monopole (2.64MW) antennae in the same plasma shot (3.4T 4MA) is shown in Fig.3. In this example the two gaussian fit reveals an outer layer around 100 eV before and during the pulse - the hotter inner layer remains around 400 eV until the monopole pulse is applied when it increases to ~ 550eV. The dipole which was switched on 1 second earlier has little effect.

Transport codes indicate that HeII would only exist for a few cm inside the plasma boundary, therefore our measurements show considerable increases in edge temperature for some antenna configuration. The evaluation of the effect of antenna geometry on edge heating is an ongoing study. The results described are for two RF heating experiments and are given to illustrate the value of line shape analysis to determine temperatures in an area normally difficult to diagnose.
A MARFE, first reported in Alcator\cite{1} is currently conceived as a toroidally symmetric but poloidally asymmetric band of enhanced radiation - apparently peculiar to tokamaks. MARFE's in JET are characterised by rapid changes in the line emission from low ionisation states of low Z impurities, accompanied by an increase in the ne and the bolometer signal on the inner edge of the plasma. These are discussed at length \cite{2}(this conference) the results in this section represent additional material.

![Fig.4 Time history of CII and CrI line intensities illustrating precursor behaviour relative to the MARFE time Tm.](image)

The references\cite{e.g.1} report no change in T_e or radiation in the central plasma or in the outer edge. Our findings are contrary to the latter, in that significant changes in the line emission from the plasma in close proximity to the limiter are observed. From comparisons with other lines of sight it has been determined that the tangential viewing chord employed is dominated by limiter rather than wall effects (see next section). Figure 4 shows a time sequence in 200 ms steps illustrating a characteristic drop in CII intensity. The MARFE time as detected by the inboard ne interferometer channel is indicated. Within the limits of our timing accuracy \pm 50 ms it appears that MARFES are signalled some 200 ms earlier by changes in the outer edge emission than by the inner edge interferometer channel. This effect is corroborated by a vertically viewing optical fibre, with photomultiplier detection, which show changes in H_\alpha and CIII intensity some 50 ms after outer edge changes. There is also evidence that the drop in edge CII intensity is preceded by a two fold increase in the Cr influx by some 200 ms, but it is unlikely that this would have a significant effect on the plasma edge behaviour.

(c) Zeeman Splitting

To date Zeeman splitting of the spectral lines HI (6563), CII (5132.9, 5133.3, 5146, 5151, 6578 and 6583), CIII (4794, 4810 and 4819) and Cr I (4254, 4274 and 4289) has been observed\cite{3} in the JET plasma. A representative time sequence of spectra is illustrated in Fig.5 for the CIII triplet at the
termination phase of a discharge. The observations are of particular importance in determining the sources of impurity influx since the location of the emitting regions can be determined from the magnitude of the splitting and the known toroidal field distribution. Localisation of the impurities has been determined at the limiters and at the inside plasma periphery both at the setting up and termination phases. The source of impurities which show Zeeman splitting depends on the initial time history of the plasma profile and the plasma excursions or expansion during termination. The Chlorine spectrum shown in Fig.5 located the influx region at the inner periphery thus showing that the plasma vessel, rather than the limiters, was contaminated at this time (these results were from a discharge which had relatively high Cl influx that was later substantially reduced with the consequent reduction to negligible levels of the line intensities.)

CONCLUSIONS
Visible spectroscopic observations of the JET plasma edge shows significant heating in the edge vicinity during rf heating (for certain antenna configurations), they detect MARFE behaviour before changes in $n_e$ are seen and the source of impurity influxes are localised from Zeeman splitting.
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Fig.5 A time sequence in 195 ms increments for the Cl II triplet at the termination of the JET discharge. The Zeeman splitting on the third frame indicated the influx of Cl was from the inner wall.
INTRODUCTION

In this paper we report on experiments and theoretical predictions relating to the spectroscopic observations of charge exchange (C/X) processes occurring between highly ionised impurities in the core of tokamak devices and high power beams of energetic neutral atoms. Our goals were to calibrate a Vacuum Ultraviolet (VUV) spectrometer and to show that fibre optically transmitted visible C/X radiation could be used to diagnose remotely tokamaks up to and including the crucial active phase. The diagnostic potential of these C/X lines has been emphasised in recent years, and has been recently reviewed (Fonck, 1984 and Isler, 1985). Our observations cover emission from hydrogenic ions in both the VUV and the visible, and we have developed a computer code to model the experimental data. This is based on calculated cross sections for charge exchange into the \([n,\lambda]\) resolved quantum levels and the subsequent cascade radiative decay.

VISIBLE SPECTROSCOPY

A 1m Czerny-Turner visible spectrometer viewed the plasma via a quartz window as indicated in Figure 1. This line of sight observes the interaction of one injector beam with half the plasma cross section - a region where the beam attenuation is small (<20%). For survey work it was operated with a PARC Optical Multichannel Analyser (OMA). For faster time measurements a spectrometer fitted with a photomultiplier detector sampled at 100 \(\mu\)s intervals was used. The spectrometer was equipped with gratings of 1200 and 2160 lines/mm, giving dispersions of 0.2A/OMA-pixel and 0.05 (second order) A/OMA pixel respectively.
C/X excited transitions were observed from Hydrogen-like Helium, Carbon, Oxygen, Fluorine, Sulphur and Chlorine. Several lines that bear the C/X signature of very rapid fall off of intensity with the end of injection are as yet unidentified. Figure 2 shows radiation from C, O, and S before and during injection. Of all the C/X lines only the C line was present before injection, but was much stronger during injection.

Least squares fitting a Gaussian to the C line gave ion temperatures of 250 eV before injection but during injection we measured ion temperatures of 750 eV from C and ~1.5 keV from O and S; the reason for this difference is not understood.

Observations of the Doppler shift of the C/X lines yielded bulk rotational velocities of $1.2 \times 10^{15}$ m/s in the co-injected (beam-driven) direction. In the case of the C line, its appearance before injection provided a convenient wavelength reference.

The time histories of the visible transitions of O and C were examined with the photomultiplier. Figure 3 shows the time history of the OVIII n=10-9 line at the end of injection. The double step in the figure is due to the two

---

**Fig. 2** Visible spectrum 3400-3500Å, before injection (at 1.3s), during injection (at 1.4s) and the result of subtracting the spectrum at 1.3s from that at 1.4s (to remove all but the charge exchange features).

**Fig. 3** OVIII n=10-9 C/X line intensity fall off at the end of injection. (Neutral Beam Voltage refers to the sum of the voltages across each of two sources in the beam line, and is equivalent to total beam current).
sources in the neutral beam switching off at slightly different times. The line intensity falls off rapidly with the switch off of the two sources. This drop in intensity is far faster than any changes in the ionisation balance, which would be expected to occur on a timescale of about 1 ms. The step change in intensity is a measure of the C/X contribution to the line intensity, since the C/X excitation process turns off on a timescale much shorter than 100 µs.

For the accurate calculation of C/X line intensities needed for calibration of the VUV instrument, it was necessary to measure the fraction of beam power at each energy. This was done (following Fielding, 1981) by injecting the beams into the torus, when filled with neutral gas, and observing the Doppler shifted components of Hα light corresponding to the different beam neutral velocities. This yielded a power ratio of 40%:40%:20% at energies E, E/2 and E/3 (where E is the primary beam energy component of 42keV).

VACUUM ULTRAVIOLET MEASUREMENTS

A vacuum ultraviolet spectrometer (Fonck, 1982) covering the wavelength range 100-1700Å (with modest resolution ~2Å) viewed the plasma radially, at the same position as the visible instrument in Figure 1. The spectrometer was equipped with a multichannel detector consisting of a microchannelplate intensifier coupled to an OMA of the same type as used on the visible spectrometer above.

The important C/X lines were identified by scanning the entire spectrum, which could be achieved once every 16 ms. Figure 4 shows half a survey spectrum during beam injection. This clearly illustrates the strong C/X lines, which have negligible intensity before and after injection.

The C/X line intensities could be recorded once every 1-2ms by restricting the detector to scan only specific parts of the spectrum. However the fall off time of the C/X line intensity at the end of injection was still detector limited. Previous observation of these lines in DITE (Duval, 1985) and observations of C/X lines in the visible (discussed earlier in this paper) give us confidence that the fall off time is actually less than 100µs. Despite the relatively poor temporal response of the detector, the time behaviour of these lines is seen to be markedly different from that of the resonance lines in the spectrum. This difference is due to the fact that the resonance lines apparently take many ionisation times to respond to the neutral beam switch-off, while the C/X line intensities change within one scan time of the detector.
The relative sensitivity of the spectrometer as a function of wavelength was derived using the theoretically modelled excitation cross sections of the C/X transitions, (Isler, 1985). (To this end Olson (1985, 1981) has calculated the C/X cross sections at 42 keV into [n,2] levels up to n=12, and n=14 for Carbon and Oxygen respectively.) The results obtained were consistent with a spectrometer sensitivity calibration constructed piecemeal from line ratios observed in JET discharges, and with that of the prototype spectrometer, SPRED. The absolute sensitivity of the spectrometer was established at wavelengths above 1100Å by reference to a calibrated deuterium discharge lamp.

The spectrometer, now absolutely calibrated, was used to make two measurements of impurity concentrations. Firstly, the concentrations of Carbon and Oxygen were calculated using a code for beam decay and impurity excitation rates and the measured volume emissivities of the C/X transitions, this gave typical impurity levels of 2%. A second measurement of impurity concentration was made using a 1-D transport model (Denne, 1985) and line emission from lower ionisation states during the ohmic part of the discharge. The latter measurement gave a rather lower figure for the concentrations of the impurities (about half). It is to be expected that the impurity content of the plasma during injection should be higher than during the ohmic phase.

CONCLUSIONS

Our experiments in the VUV have borne out calculations of C/X line intensities for the 42 keV primary neutral energy of the ASDEX injectors, and enabled us to calibrate a VUV spectrometer. The time histories of the visible signals confirm them as being C/X in origin. Our efforts are now aimed at correlating the observed intensities in the visible (n>8) with the VUV measurements (n<5). From the VUV data, the impurity concentrations have been measured, and the visible data has given ion temperatures and bulk plasma velocities. The results appear encouraging regarding the use of visible instruments to derive important plasma parameters which previously required the use of close-coupled vacuum spectrometers. Our experiments are continuing in order to increase confidence in the theoretical models.
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Heterodyne laser interferometers are usually used in plasma density measurements of tokamaks because of the reduced sensitivity against intensity and frequency instability [1]. The increased requirement for time resolution and the use of appropriate but as short as possible wavelength to avoid beam refraction gives emphasis to the application of optically pumped lasers [2].

Namely the intermediary frequency of the interferometer i.e. the beat frequency of two lasers can be as large as some megahertz decreasing the time of one measurement below one microsecond. Furthermore the wavelength of the lasers can be changed easily choosing another pumping line [3].

The typical set-up of the FIR laser system for the interferometry can be seen in Fig. 1.

---

**Fig. 1**

Optically pumped FIR laser-system

The cw CO$_2$ laser pumps the twin laser i.e. it pumps two FIR lasers. The difference between the frequencies of the two lasers is the intermediary frequency of the interferometer which is determined by the different lengths of the two resonators.

The molecular vapour in the cells in the FIR laser resonators is pumped longitudinally. The FIR beam emerges from the exit mirror which stops the pumping beam. For the most efficient pumping the interaction length has to be enlarged increasing the length of the cell. The best solution is the use of hybrid mirror reflecting the pumping beam and partially transmitting the FIR beam.

There is a trade off between two constructions of the hybrid mirror, namely between the capacitive mesh overcoated by multilayer dielectrics and the multilayer dielectric mirror overcoated by gold except the outcoupling center hole. The former gives more homogenous outcoupled beam without mode instability but worse reflexion at the pumping wavelength. The opposite is true for the last one. (Good result is observed - pure mode without instability and large intensity - for the mirror with hole of diameter 5 mm at 15 mm dia waveguide in case of methanol [4].) To have the largest mode volume consequently the largest intensity of the laser waveguide has to be used as the cell. There is a compromise in choosing the cell diameter because of the vibrational bottleneck and the waveguide loss.

The diffusion limited relaxation of the lower level determines the optimum pressure and therefore the intensity at definite cell diameter. (Good result - the intensity at wavelength $\lambda = 118$ $\mu$m is about 100 mW by 20 W pumping intensity - can be found at diameter about 15 mm and length about 1 m of the pyrex cell in case of methanol [4].) To avoid fast drift of the intermediary frequency symmetrical construction has to be used where the thermal drift of the resonator length is the same for the two lasers.

In spite of the reduced sensitivity of the interferometer and detection system against the drift of the frequency and intensity of the lasers invar stabilized construction of the resonators is advisable. Namely the bandwith of the amplification is usually narrow and the laser drifts fast out of this region and it stops to generate.

Many times narrow bandwith amplifier is used by the detectors to avoid electrical noise problems and to economise the intensity. The intermediary frequency may have to be actively stabilized in spite of the symmetrical mechanical construction.

The cw CO$_2$ pumping laser has to be of single mode with high output intensity and frequency tunable by grating and PZT transducer. The invar construction of the resonator and the stabilization of the working parameters (pressure, temperature, current, gas flow speed, etc.) is highly desirable. Namely the frequency of the FIR laser depends on the frequency of the pumping light.
through the induced change of the index of refraction. Moreover the level of this dependence changes with the parameters of the FIR resonator [5].

Therefore the intermediary frequency also depends on the pumping offset. The up to date waveguide construction of the CO2 laser gives already the same intensity as the common type laser but with far enlarged tuning range. Therefore the use of the waveguide laser is advisable to enlarge the frequency range of the FIR lasers too.

The lasers has to be set on rigid table so as to avoid vibrationally induced instabilities because of the feedback from the FIR lasers. The table can be made of granite where no difficulties arise because of eddy current induced by the time varying magnetic field of the tokamaks.

Among the different types of interferometers the Mach-Zender interferometers seems to be most advantageus from the point of view of vibration compensation. But the experimental test on T-7 tokamak shows that occasional torsional vibrational motion destroys the vibrational compensation of the reference arm and the signal is half of that of the Michelson interferometer. Therefore the use of the Michelson type interferometer can be recommended. In case of large torsional vibration corner cube reflectors has to be used and the longitudinal vibration can be compensated by using second wavelength preferably in the visible region of the spectrum (λ=0.63 μm or λ=3.39 μm) of the HeNe Laser. In all the construction of the interferometers special care has to be given to avoid feedback problems (especially in the case of Michelson interferometer).

The detector of the FIR beam can be Li or Ga dopped germanium. The sensitivity of this detector is enough to use the FIR laser (100 mW intensity/cell) as the light source of the interferometer with just as many as nine chords.

The phase shift is usually measured digitally and the data acquisition is made by CAMAC system.

FIR laser and interferometer is constructed for the T-7 tokamak using the above described principles [4]. The results show that in case of large tokamaks inevitably two wavelength interferometer has to be used to avoid vibrational problems. The construction and the characteristics of the laser including the frequency stability and the intensity also is adequate for the density measurements also in many chords.
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A START-UP DISCHARGE PHASE IN A CASTOR TOKAMAK

Valovič M., Badalec J., Jakubka K., Kopecký V., Stöckel J., Žáček F.

Institute of Plasma Physics, Czechoslovak Academy of Sciences, Pod vodárenskou věží 4, 182 11 Prague 8, Czechoslovakia

Abstract: It is shown experimentally, that during the inductive Tokamak breakdown strong overthermal plasma potential is generated. Simultaneously convective losses during the breakdown are measured. Mechanism of the losses and generation of electrostatic field is discussed.

Introduction: As is known, time delay between switching-on of the ohmic heating circuit and formation of the plasma with substantial density can be minimalized by a suitable external perpendicular magnetic field. During this time interval electron density rises due to avalanche ionization: \( n_e \sim e^{\beta t} \). Exponential rate is given by \( \beta = \beta - \tau^{-1} \), where lossless avalanche rate \( \beta \) is a known function [1] of reduced toroidal electric field \( E/n \) (n-filling atom density) and \( \tau \) denotes loss time. During the avalanche a poloidal magnetic field is smaller than total perpendicular magnetic field \( B_0 \) (sum of external and stray fields). Several mechanisms of breakdown losses has been proposed. Geometrical electron losses [2] give \( \tau = a/(v_D B_0/B_T) \), where \( v_D = I_p/(\Omega a^2 n_e) \) is electron drift velocity, \( I_p \) - plasma current, \( a \) - plasma radius e-electron charge and \( B_T \)-toroidal magnetic field. Ambipolar toroidal drift for \( B_0 = v_D = 0 \) leads to Bohm-like diffusion [3]. In the case \( v_D = 0, B_0 \neq 0 \) and fully ionized plasma expression for \( \tau \) is found in[4]. In [5] is considered breakdown between limiters as electrodes. Picture of the tokamak breakdown is not clear up to now. Present paper is a contribution to this problem.

Experiment: To investigate inductive breakdown we try to look simultaneously for losses and plasma potential. Measurements was performed on CASTOR tokamak with major radius \( R = 0.4 \)m and plasma radius \( a = 85 \)mm. Geometry of the experiment is shown on Fig. 1. Net plasma current was measured by Rogowski coil inserted into
limiter shadow. Floating potential on the plasma edge was detected by a set of Langmuir probes. Toroidal magnetic field $B_T = 1.3T$ and filling hydrogen atom density $n = 2.5 \times 10^{19} m^{-3}$ was held fixed. Dynamics of the breakdown for $B_L = -1 mT$, vertically oriented, is shown on Fig. 2. Plasma current exponentially rises up to the breakdown value $I_B$, corresponding to the transition into the fully ionized plasma conductivity. During the exponential phase electron drift velocity changes slightly and so the plasma current is proportional to the electron density. Floating potentials $U_{PL}$ rise to high values and then relax after formation of rotational transform. It indicates generation of perpendicular electrostatic field, antiparallel to the perpendicular magnetic field. Floating potential is large comparing with the probe sheath potential (electron temperature $T_e = 10eV$). Since peak value of electrostatic field is approximately the difference of the floating potentials of the opposite probes: $2aE_L = U_{PL}(1) - U_{PL}(2)$. Further, we changed perpendicular magnetic field both in vertical and horizontal directions in the interval $|B_L| = 0 - 2mT$. Breakdown voltage rises with $|B_L|$ and is $U_B = 20 - 36V$. This interval corresponds to the electron drift velocity $v_D = (0.85 - 1.3) \times 10^6 m/s$ and to the exponential rate $\lambda = (0.95 - 1.5) \times 10^5 s^{-1}$. On Fig. 3 is shown dependence of the electrostatic field, relative losses and breakdown current on $|B_L|$. A large scattering of points is caused by a space inhomogeneity and time modulation of magnetic field. Electrostatic field is proportional to $|B_L|$: $E_L = -5 \times 10^3 B_L [V/m, mT]$. Losses $\lambda$ are defined as the ratio of lost electrons to the all electrons born in the avalanche: $\lambda = 1 - e^{-\lambda}$, where $\lambda = (1/I_p) \times (dI_p/dt)$. Losses are proportional to the magnetic field and reach more than 50%. Breakdown current is roughly independent on $B_L$. Corresponding electron density is $n_e = (1-2) \times 10^{17} m^{-3}$.

**Discussion:** Observed electrostatic field is strongly overthermal $eE_L \approx 60T_e$. Field is generated by a charge separation of electrons and ions (fixed). Velocities of gradient and centrifugal drifts are negligible and then plasma polarizes only due to directed flow of electrons along lines of force. Theoretically electrostatic field can rise up to the steady state value $E_L = \frac{E B_0}{B_L}$, when electron current vanishes. In experiment steady state is not reached because time of equilibration of space
charge \( a/(v_B B_T/B_T) \approx 0.1 \text{ms} \) is comparable with the duration of the avalanche. Thus the value of electrostatic field in our experiment is about one half of value \( E_B B_T/B_T \).

Charge deficit is much more smaller than the relative losses:

\[
\Delta m_e/m_b \approx 2 \varepsilon_0 E_\perp/(e a m_B) \approx 10^{-5} \ll \lambda
\]

( \( \varepsilon_0 \) - vacuum permittivity), and then mechanism of individual escape of electrons [2] cannot be accepted. Measured losses can be explained by \( E \times B \) drift. If we assume homogeneous profiles for electrostatic field and electron density, the loss time is

\[
\tau = (2/\pi) B_T \alpha/E_\perp \approx 5 \times 10^{-5} \text{s},
\]

for \( B_\perp = 1 \text{mT} \). This value is in a good agreement with the time determined from the exponential rates: \( \tau = (\beta \lambda)^{-1} = 2 \times 10^{-5} \text{s} \). It must be noted, that the rate of current rise \( \lambda \) may be partially affected by a "reverse" effect of electrostatic field.

Generally described mechanism can take place if the toroidal current exists but poloidal magnetic field does not yet prevail perpendicular one. Then it may appear in non-inductive current-rise experiments as well. Finally note that energy flow on the limiter is negligible during the breakdown (1kW comparing with 100 kW in the developed discharge in our experiment). But more danger rises from enhanced arcing probability due to the large plasma potential.
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Fig. 1: Geometry of the experiment.

Fig. 2: Temporal evolution of loop voltage $U_L$, plasma current $I_p$ (logarithmic scale) and floating potentials $U_{FL}$. Numbers 1-4 refer to the probes on Fig. 1.

Fig. 3: Dependence of electrostatic field, losses and breakdown current on perpendicular magnetic field.
Transport Analysis for Current Build-Up in ASDEX and JET
O. Gruber, K. Lackner, R. Wunderlich
Max-Planck-Institut für Plasmaphysik, EURATOM Association,

Abstract
Neoclassical resistivity describes the current penetration for MHD stable current ramp-up in ASDEX with \( \dot{I} \leq 1 \) MA/s showing monotonously increasing \( q(r) \) profiles during current rise. Simulations for JET yield the same current ramp rates, but these can be increased by a factor of 3 if the current is ramped up together with the toroidal field.

1. Introduction

In a tokamak discharge MHD activity increases with increasing rate of current rise and finally disruptions occur. On the other hand, lowering the current ramp rates leads for large experiments like JET to current rise times amounting to a large fraction of the main field pulse duration.

Experiments on current ramp rates in ASDEX /1/ showed that for current rises below 1 MA/s MHD activity could be avoided. But too strong gas puffing during current rise leads also to hard disruptions of the high density limit type. In the present paper the current start up phase of ASDEX is analyzed, and optimum current build-up scenarios for JET are developed and simulated numerically with the 1d-Baldur transport code /2/.

2. Current Build-Up in ASDEX

In standard operation the plasma current \( I \) in ASDEX is ramped up in two stages. Up to a current between 50 and 100 kA the initial current rise is rapid with \( 1.5 < \dot{I} < 3 \) MA/s, and then a much slower one follows with \( \dot{I} \leq 1 \) MA/s to reach 300 to 450 kA. Electron temperature \( T_e \) (ECE, Thomson scattering) and density \( n_e \) (HCN-interferometry) measurements show rather flat radial profiles at the beginning of the discharge peaking up towards the end of the current rise. Using the time development of these measured profiles together with the loop voltage, \( B_p \) and \( l_i \) the current ramp has been
simulated with the Baldur transport code and neoclassical resistivity. Anomalous electron thermal diffusivity in the form
\[ \chi_e = \frac{3.4 \cdot 10^{15} Bt a/R}{n_e 0.8 T_e q} \left[ \text{m}^2/\text{s}, \text{T}, \text{m}^{-3}, \text{keV} \right], \]
a particle diffusion coefficient \( D = 0.2 \chi_e \) and an inward drift velocity \( v = \frac{3r^2}{a} \dot{a} \) are taken /3/. As impurities the species iron (produced by a sputtering model) and oxygen (influx is varied to get the measured \( Z_{\text{eff}} \) and the bolometrically measured radiation losses) are taken into account using a noncoronal diffusion model /4/. The simulations start typically 10 ms after the discharge has started with an I of 30 to 50 kA. The measured \( T_e \) and \( n_e \) profile evolutions are obtained as well as the onset time of sawtooth activity which is taken from the calculations as the time when \( q(o) = 1 \) is reached (see Fig. 1). No hollow \( T_e(r) \) or toroidal current density \( j(r) \) profiles are found and the \( q(r) \) profiles are monotonously increasing towards the boundary. Increasing the current ramp rate above 1 MA/s after the first rapid rise yields skin currents and nonmonotonous \( q \)-profiles, which can be unstable to double tearing modes /5/.

The electron density rise is kept below \( \dot{n}_e = 1.5 \cdot 10^{20} \text{ m}^{-3} \text{s}^{-1} \), but has to be even lower for dirty discharges. Increasing the density rise above that limit for \( I = 1 \text{ MA/s} \) leads to hollow density profiles in the simulations which seem to be vulnerable for density limit disruptions. Writing the density limit for low \( Z_{\text{eff}} \) ohmic discharges as
\[ \dot{n}_e \leq 1.25 \cdot 10^{20} \frac{B_t}{(Rq_s)} = 0.25 \cdot 10^{20} \frac{I}{b/a} \frac{2K}{K^2+1} \left[ \text{m}, \text{T}, \text{MA} \right] (K = b/a) \]
yields for ASDEX \( \dot{n}_e \leq 1.5 \cdot 10^{20} \text{ m}^{-3} \text{s}^{-1} \) which is equal to the critical value during current rise.

3. Current Build-Up in JET
Simulations for JET \( (a_{\text{eff}} = \sqrt{b/a} = 1.6 \text{ m}, R = 3 \text{ m}) \) with the same model as described above lead to a minimum current rise time of 3 sec for a current increase from 1.5 MA to 4.5 MA \( (B_t = 3.1 \text{ T}) \) both with a constant density of \( n_e = 1.5 \cdot 10^{19} \text{ m}^{-3} \) and with a density increase of \( \dot{n}_e = 0.25 \cdot 10^{20} \frac{I}{ba} \left[ \text{m}, \text{MA}, \text{s} \right] \) to avoid nonmonotonous \( q(r) \) profiles and hollow density profiles. High \( Z_{\text{eff}} \) \( (> 3) \) values with radiation losses up to 50 % of the ohmic input power allow only slightly higher ramp rates. \( q(o) \) values between 1.5 and 2 are obtained at the end of current rise. With longer rise times
(\dot{I} < 0.6 \text{ MA/s}) q(0) = 1 is reached during the ramp-up. Current ramp from 0.2 MA to 2.2 MA at 2.2 T need equal ramp rates (a_{\text{eff}} = 1.1 \text{ m}), and with \dot{I} = 0.67 \text{ MA/s} q(0) = 1 is already reached during ramp-up after 1.8 sec in agreement with experimental results.

Efficient use of the JET main field pulse capabilities suggests to carry out the current build-up contemporary with the B_t-increase, which according to the scaling laws of the main field compression should eliminate the tendency for skin current formation keeping q at the plasma boundary fixed. Therefore main field compression at fixed toroidal radius has been included in the Balder code by varying at the beginning of each time step plasma parameters in correspondence with the laws of adiabatic flux conserving compression followed-up by the solution of the diffusion equations.

Different combined B_t and I ramp-up scenarios have been investigated for JET parameters and Fig. 2 compares computed profiles after 1 sec rise time with and without ramping from 1.03 T to 3.1 T for I_p = 1.5MA \rightarrow 4.5 \text{ MA}, \bar{n}_e = 1.5 \cdot 10^{19} \rightarrow 4.5 \cdot 10^{19} \text{ m}^{-3}, R = 3.05 \text{ m}, a_{\text{eff}} = 1.6 \text{ m and } Z_{\text{eff}} = 1.5. \text{ Without } B_t \text{ ramping } q^* \text{ decreases from 9 to 3, whereas it is kept at } q^* = 3 \text{ with } B_t \text{ ramping. Current rise starts in both cases with the same } T_e \text{ and } n_e \text{ profiles. With } B_t \text{ ramping monotonous } q(r) \text{ profiles and peaked density profiles result, but the profiles obtained with a constant } B_t \text{ would show strong MHD activity during ramp-up and with strong gas puffing (the case shown here) probably a density limit disruption. Notice that also with peaked temperature profiles skin currents are possible during the start-up phase.}

Due to the adiabatic compression of the poloidal flux with B_t ramp-up the toroidal current density in the plasma is increased by an amount depending on the relation between compression time and diffusion time. The resulting higher T_e-values lead to a lower resistive loop voltage, and less resistive flux is needed from the OH transformer which is clearly seen in the transport calculations. On the other hand, due to the increase of \frac{1}{2} from 0.6 to 0.9 an appropriate flux change I \cdot \Delta L has to be provided by the OH circuit which might counterbalance the flux gain seen in the transport.
calculations. With the faster current penetration $q(o) = 1$ is reached earlier, and the corresponding onset of sawtooothing should help to suppress dangerous $m = 2$ MHD activity.

References


The authors would like to thank A. Eberhagen and O. Gehre for the measurements.
VOLT-SECONDS CONSUMPTION OF JET DISCHARGES

P R Thomas, J P Christiansen and S Ejimat
JET Joint Undertaking, Abingdon, Oxon OX14 3EA, UK
+GA Technologies, San Diego, CA 92138, USA

Introduction

JET has been designed to contain plasmas where α-particle heating is a significant part of the power balance. To do this it must be capable of operation at high enough plasma current to trap the 3.5MeV α-particles and for long enough for them to slow down and impart their energy to the plasma. The full performance specification of the device was for 4.8MA plasma current. This has recently been exceeded, albeit with little flat-top. The behaviour of other limiter tokamaks with intense additional heating indicates that still higher current might be necessary to obtain the thermonuclear yield required for an observable level of α-particle heating. Therefore the volt-seconds consumption of JET discharges is of interest because it will, in part, determine the ability of the machine to meet its design goals. Also the performance of JET should guide the design of the next generation of machines such as INTOR and NET.

JET has operated at plasma currents in the range 1-5MA, toroidal fields 1.3-3.4T, elongation ratios 1.05-1.85 and mean densities 0.75-3.5x10^{19}m^{-3}. The minor radius was typically 1.16-1.22m corresponding to major radii 3.01-2.95m. Most discharges had the same start-up conditions and so were used to determine the dependence of the flux consumption on the flat-top plasma-parameters. A smaller selection of discharges, in which the break-down voltage and current ramp-rate were varied have been used to determine the sensitivity of the flux consumption to these parameters.

Volt-seconds Consumption at the End of the Flat-top

Two codes have been used to fit parameterisations of the plasma current density to the magnetic diagnostic signals. The internal inductance \( l_i \) and \( \beta_i \) can be separated reliably when the elongation ratio is \( \geq 1.3 \). The FAST code[1] uses an analytic expression for the separation and is routinely used on all JET discharges of more than 1MA. ODIN[2] solves the Grad-Shafranov equation with a four parameter representation of the current distribution. It is only used for single time-slices of a small number of discharges. The results from both codes show that \( l_i \) depends only on \( q_{cyl} = 2 \pi B_p / \psi_0 R \), where A is the poloidal cross-sectional area. Most of the points group together very tightly except for those with \( b/a < 1.3 \), where the value of \( l_i \) is not reliable. \( l_i \) is well represented by

\[
l_i \approx 0.9 + 0.05q_{cyl} \quad (1)
\]

The ODIN results yielded an estimate for the flux difference between the magnetic axis and the plasma surface. This was found to be related to the internal inductance by

\[
\psi_i \approx \psi_0 \frac{I_p}{R} \left( l_i/2 + 0.3 \right) \quad (2)
\]
When equation (2) was compared with the volt–seconds consumed at the end of the flat-top, it was found that a simple model described the resistive consumption on axis,

\[ \psi_T = V_g(0) t + \psi_{bd}, \]

where \( V_g \) is the loop voltage on axis at time \( t \) near the end of the flat-top and \( \psi_{bd} \) is a "breakdown" loss. The flux swing measured at the plasma surface is compared with \( \psi_T + \psi_{bd} \) in figure 1. The model for the resistive loss gave surprisingly good agreement with the data considering that \( V_g(0) \) was taken constant and the current penetration was not complete in many of the high current, high field discharges. \( \psi_{bd} \) was found to be typically 1–3Wb. The points with the largest flux swings include 2MA discharges with a total pulse duration of 20 seconds to the end of the flat-top and a 5MA pulse with little flat-top.

**Dependence on Breakdown Voltage and Current Ramp-rate**

The dependence of the volt–seconds consumption on breakdown voltage has been determined by varying the premagnetisation current of the ohmic primary and measuring the total flux swing at the end of the flat-top of 2MA discharges. At breakdown the premagnetisation current is diverted through a resistor across the primary whose value determines the breakdown voltage and decay time. As a consequence, increasing the breakdown voltage with the resistance fixed also increased the plasma current ramp-rate. Therefore the flux consumption of a series of discharges with constant breakdown conditions and a varying ramp-rate was studied to separate the two effects.

The total flux-swing is plotted against breakdown voltage in Figure 2. The filling pressure was increased in proportion to the breakdown voltage. It may be seen that as the breakdown increased from 8 to 27 volts the flux consumed went up by 2.5Wb. Since the 2.5Wb loss corresponds to one third of the extra flux obtained by raising the premagnetisation current, this limits the plasma current that is achievable.

The effects of varying the current ramp-rate after breakdown are illustrated in Figure 3. The flux consumed at the end of the current rise and the end of the flat-top is plotted against ramp-rate. The flux is a decreasing function of ramp-rate at the end of the rise because of the drop in inductance and the reduced time for resistive dissipation. However at the end of the flat-top this difference has disappeared because the current has penetrated. The "path independence" of the flux consumption has been confirmed in other discharges where the current was increased half-way through the flat-top. We would conclude from this that the increased losses during the breakdown voltage scan occurred at breakdown and not in the current rise.

**Summary and Conclusions**

It has been found that the total flux consumption of a JET discharge is well represented by a simple model for the internal flux and resistive consumption on axis (see Figure 1). To a good approximation, the flux
consumed after current penetration is complete is independent of the current ramp-rate up to 2.0MA.s\(^{-1}\). Lowering the breakdown voltage from 27 to 8 volts saved 2.5Wb.

Under normal operating conditions, only half the maximum magnetising current is used. A further increase of the magnetisation current does not raise the plasma current significantly because of the increased breakdown losses. The flux that is unavailable because of the extra losses and the limit on the maximum stable current ramp-rate amounts to some 8 Wb or 10 seconds flat-top at 5MA, 3.4T. Making use of this flux is now the main aim of the future development of the JET ohmic heating circuit. The success of the simple model for flux consumption encourages us to believe that 7MA operation is possible in JET with \(\beta_p \approx 1\).

References


Figure 1

The flux swing measured at the plasma surface against the simple model given in equations 2 and 3. Points with different plasma currents are distinguished.
Figure 2
The surface flux swing against breakdown voltage for a series of 2.1MA, 2.6T, b/a=1.38 discharges. The measurement times were 4 and 7s after breakdown and the initial minor radius was either 0.8m (small) or 1.05m (large) minor radius. The filling pressure was increased with the breakdown voltage to keep E/p % 1.5x10^4V.m^-1.mb^-1.

Figure 3
The surface flux-swing against current ramp-rate for discharges with I=2.6-2.8MA, a=1.16m and b/a=1.37. The two sets of points correspond to the end of the current rise and the end of the flat-top.
Plasma Evolution and Skin-Effects in JET
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Introduction
The evolution of a plasma pulse in JET can be described by defining a number of phases and transitions between them (TABLE I). In the following the experimental conditions for successful transitions will be given and it will be shown that skin current effects are important.

Breakdown/Townsend Phase
The only two necessary conditions to enter this phase are:

a) A poloidal field null should be somewhere in the vessel. This requires an accuracy of the vertical field control of $2 \times 10^{-3} \, \text{T}$.

b) $E_p/p > 5 \times 10^3 \, \text{V} \cdot \text{m}^{-1} \cdot \text{mbar}^{-1}$

Whilst obtaining some breakdown is not difficult, the sustainment and transition to the next phase was not always successful. The usual predictions of the charged particle loss rate along magnetic field lines intersecting the vessel wall allows for JET a ratio of $B_r/B_t$ of $10^{-2}$. In reality for sustainment it is found that the area within which $B_r/B_t < 10^{-3}$ must be a substantial fraction of the vessel cross-section. These requirements became even more stringent when the vessel was dirty. Lowering the prefill in order to raise $E_p/p$ didn't help, but increasing $E_p$ was very effective. This lead to the hypothesis that it was not the loss-rate which was too high but the ionisation-rates which were too low compared with expectations. It is a well known effect in gaseous discharges that inelastic electron-impurity collisions deplete the high energy tail of the electron velocity distribution thereby lowering the ionisation rate for a given $E/p$. The condition to reach the next phase can only be phrased qualitatively:

c) the applied loop voltage should be large enough to ensure sufficient ionisation in the presence of impurities and the cross-sectional area within which $B_r/B_t < 10^{-3}$ should be at least substantial.

Cold Coulomb Collisions Phase
In contrast with the preceding phase here it is the energy balance which controls the evolution since the plasma has to burn through the low Z radiation barrier. Only rarely does this phase fail to reach the next phase but the quality of the plasma can affect the success of further stages. Depending on wall conditions one can raise $I$ from near to zero to 5MA/s by decreasing the prefill, increasing $E_p$, or increasing the aperture. However too large $I$ leads to excessive MHD-activity, strongly hollow Te-profiles and extra impurity influx. Too low $I$ costs V.sec. [1]. Emperically it is found that:

d) a successful end of the cold radiative phase is obtained by tuning prefill and initial aperture such that with given loop voltage the resulting $I$ is between 2 and 3 MA/s.
Magnetic Field Diffusion Phase - Inward. In this phase the current ramp-rate has been varied under different conditions: constant/expanding aperture, constant/ramped toroidal field, low/high $\frac{\partial n}{\partial t}$:

- with constant aperture and $B_t$ current ramp-rates up to 1MA/s didn't show MHD-activity nor anomalous penetration [2]. Above 1MA/s some MHD can be observed but not enough pulses are available yet for extensive study. Scaling experiments in ASDEX [3] predicted MHD-activity and anomalous penetration from 0.8MA/s upwards and disruptions above 1.3MA/s.
- With expanding cross-section ramp-rates up to 2MA/s didn't show any MHD-activity. In these pulses $q_a$ was kept close to constant. Similar effects could be obtained by simultaneous ramp of $I$ and $B_t$. Both methods require some extra initial V.sec. because of low initial $q_a$, but the overall gain in flat-top duration is still positive.
- Strong inward diffusion of particles has been observed which means a $VxB$-term in Ohm's Law of near equal magnitude to the applied $E_t$. Simultaneous ramp of $n$ and $I$ seems to facilitate simultaneous inward diffusion of particles and field.

e) strong gas introduction is beneficial but the density limit is somewhat lower than in later phases and should obviously be avoided.

Relaxation Phase. In this first part of the flat-top net inward particle diffusion stops and the $VxB$-term in Ohm's law becomes neglectable. Skin current effects die down on a timescale between 1 and 4 seconds: $I_s$ still increases; the sawtooth inversion radius continues to increase; the shaping coil current has to increase to keep the elongation constant. An increase and then decrease of MHD-activity is noticeable (see Fig. 1) if $I$ was large in the preceding rise-phase. Seemingly the profile relaxes from one stable situation with skin-current to another stable one without skin current by passing through an unstable situation. Quite often this passage leads to a disruption just about 1 sec into the flat-top:

f) Ramp-rates above 1MA/s with constant $B$ and aperture during the rise-phase enhances the chance of disruption in the early flat-top.

Stationary Phase: The confinement results obtained during this phase are described elsewhere [4]. Sometimes the relaxation took so much of the flat-top duration that no stationary state was reached.

Diffusive Decay Phase In this phase skin-effects as well as outward particle and energy diffusion are coupled:

- high values of $\lambda-B_{\perp}I/\rho>2$;
- sawteething goes on for 2 seconds during current-decay;
- the density decreases proportional to $I_s$ with no change in profile; as in the rise-phase this means that $VxB$ is very important in Ohm's Law and for the magnetic field diffusion rate;
- close to the high density limit sometimes "marfes" occur i.e. strong poloidal asymmetries in density and radiation distribution. These change the density decay markedly and might initiate a high density disruption [5] See Fig. 1 at $t=15.5$. 
### Table I

Evolution of JET Pulses showing correspondence between control technical phases and physics processes.

<table>
<thead>
<tr>
<th>Machine Control Phases</th>
<th>Physics Process Phases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>t=0.0</strong></td>
<td><strong>t=0.0</strong></td>
</tr>
<tr>
<td><strong>Fast Rise:</strong></td>
<td><strong>Breakdown/Townsend Phase</strong></td>
</tr>
<tr>
<td>o no current feedback</td>
<td>o Ionisation by electron neutral collisions competes with particle loss along field lines</td>
</tr>
<tr>
<td>o Ohmic drive by ( V=V \exp(-t/\tau) ) ( 6&lt;V&lt;30 ); ( 0.2&lt;\tau&lt;0.85 )s; ( 1&lt;1&lt;5 )MA/s</td>
<td>o ( I&lt;100 )kA; ( n&lt;10^{18} )m(^{-3}) ( P )</td>
</tr>
<tr>
<td>o no density control before ( t=0.2 ) filling pressure ( 10^{-5}-10^{-6} )mbH(_2)/D(_2)</td>
<td>t=0.02-0.05</td>
</tr>
<tr>
<td>o position control when ( I&gt;100 )kA</td>
<td>( 0.4&lt;a&lt;1.0 )</td>
</tr>
<tr>
<td>o mostly constant ( B=0.15&lt;B&lt;3.4 )T</td>
<td>( 0.15 )T/s</td>
</tr>
<tr>
<td>sometimes ( B=0.5 )T/s</td>
<td>( 0.15 )T/s</td>
</tr>
<tr>
<td><strong>t=0.4-0.8</strong></td>
<td><strong>Cold Coulomb Collision Phase:</strong></td>
</tr>
<tr>
<td><strong>Slow Rise:</strong></td>
<td>o low Z-radiation competes with ohmic input</td>
</tr>
<tr>
<td>o current feedback</td>
<td>o ( I&lt;300 )kA; ( n&lt;10^{19} )m(^{-3}); ( T&lt;50 )eV</td>
</tr>
<tr>
<td>requested ( 0.2&lt;1&lt;2. )MA/s</td>
<td>( P )</td>
</tr>
<tr>
<td>o density feedback: ( 0.1&lt;\delta&lt;1.1 )10(^{19} )m(^{-3})s(^{-1})</td>
<td>t=0.1-0.3</td>
</tr>
<tr>
<td>o position and shape feedback: expanding aperture ( a=0.8+1.2 )m</td>
<td>( R )</td>
</tr>
<tr>
<td>o toroidal field normally constant: ( 1.3&lt;B&lt;3.4 )T</td>
<td>( R )</td>
</tr>
<tr>
<td>sometimes ( B=0.5 )T/s</td>
<td>( R )</td>
</tr>
<tr>
<td>( t=2.5-6.0 )</td>
<td>( R )</td>
</tr>
<tr>
<td><strong>Flat-top:</strong></td>
<td><strong>Relaxation Phase:</strong></td>
</tr>
<tr>
<td>o control facilities identical to Slow Rise with appropriate control parameters kept constant</td>
<td>o magnetic diffusion without strong driving terms</td>
</tr>
<tr>
<td><strong>t=8.0-20.0</strong></td>
<td><strong>Stationary Phase</strong></td>
</tr>
<tr>
<td><strong>Termination:</strong></td>
<td>o time-derivatives small in balance equations</td>
</tr>
<tr>
<td>o no current feedback</td>
<td>o at a high current this phase cannot be reached</td>
</tr>
<tr>
<td>Ohmic drive negative due to coil resistance: ( -1.5&lt;V&lt;0 ); ( -1&lt;1&lt;0.3 )MA/s</td>
<td>( t=8.0-20.0 )</td>
</tr>
<tr>
<td>o no density control: all gas feed stopped</td>
<td>( P )</td>
</tr>
<tr>
<td>o full position and shape feedback</td>
<td>( R )</td>
</tr>
<tr>
<td>o toroidal field decay with</td>
<td>( R )</td>
</tr>
<tr>
<td>( t=12.0-25.0 )</td>
<td>( R )</td>
</tr>
</tbody>
</table>

*End of Plasma: \( I=0 \)\( P \)*
Fig. 1. The evolution of pulse 5507: $I(t)$ and $n(t)$ as given; $B = 3.4$ T; $R = 2.98$ m; $a = 1.20$ m; $b/a = 1.47$; $T_e(t=10) = 3.5$ keV. Note the MHD-activity during: a) fast-rise; b) slow-rise when $I>1.0$ MA/s; c) the relaxation phase; d) the termination phase when a "marfe" has spoiled the density decay.
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STUDIES OF THE BROADBAND MAGNETIC FLUCTUATIONS IN THE TCA TOKAMAK
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There is at present a large interest in the study of microscopic fluctuations in an attempt to understand the observed anomalous transport in tokamak plasmas\(^1\). Recent preliminary investigations on several tokamaks have shown a strong relation between the level of broadband magnetic fluctuations at the plasma edge and the global confinement time. This has been demonstrated both in ohmic (TCA\(^2\), JET\(^3\)) and neutral beam heated (ISX-B\(^4\), D-III\(^5\)) discharges, the level of magnetic fluctuation decreasing with increasing confinement time. It is important to note that no such relation has been found for low temperature tokamaks\(^6,7\).

To date there has not been a detailed study of how the fluctuation amplitude varies over the possible wide range of tokamak operational parameters. In the present paper we report on such a study, undertaken in the ohmic phase of TCA. The main TCA parameters are \(R = 61\) cm, \(a = 18\) cm, \(B_0 < 1.51\) T, \(I_p < 175\) kA with a current flat-top of \(\leq 150\) ms, yielding \(n_e < 10^{14}\) cm\(^{-3}\) and \(T_e < 1\) keV. The fluctuating field is detected with wide bandwidth, triple (measuring \(B_r\), \(B_\theta\) and \(B_\phi\)) magnetic probes. The probes are placed in the shadow of the limiters, since internal measurements are not possible in TCA. The results described here were obtained from a probe situated in the equatorial plane. Spectral information of the broadband fluctuating field which is observed at frequencies above that of the Mirnov oscillations (~10 kHz) was obtained by passing the probe signal through a series of 8 adjacent half-octave passive bandpass filters, covering the frequency range of 40 - 660 kHz.

As has been observed on other tokamaks, it was found that \(b_r\) and \(b_\theta\) are similar in amplitude. However, by careful alignment of the rotatable probe it was possible to determine that the fluctuating field is plane-polarized normal \((\pm 2^\circ)\) to the toroidal direction. This result was found over the entire fluctuation spectrum for the wide range of \(3.3 < q(a) < 7.3\) considered. Hence, we find that the broadband magnetic fluctuations are confined to a plane normal to the toroidal magnetic field and not to the total magnetic field at the probe position.

The fluctuating field has been measured over a large number (> 150) of
tokamak discharges spanning the operational regime: $B_\phi = 0.78, 1.16, 1.51$ T; $2.6 < q(a) < 15$; and $6 \times 10^{12} < \bar{n}_e < 10^{14}$ cm$^{-3}$. Deuterium was used as the working gas. All discharges considered had a low level of mode activity with no discernible runaway population. As shown in Fig. 1, the rms value of $b_\phi/B_\theta$ varies as $f^{-1.3 \pm 0.3}$ over a wide range of operational parameters. Although somewhat different spectra have been measured for extreme values of $\bar{n}_e$ and $q(a)$, taking a single band (that centred around 140 kHz, for example) as representative of the entire spectrum appears nevertheless justified.

Before determining the scaling of the fluctuation amplitude with the various parameters, it is important to gauge its dependence on the rate of change of those parameters that may vary during a tokamak discharge. In Fig. 2

![Figure 1](image1.png)
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is plotted the rms value of $\tilde{b}_0(140 $ kHz)/$B_0$ as a function of (a) $d\tilde{n}_e/dt$ and (b) $dI_p/dt$, keeping all the other parameters constant. It is seen that $\tilde{b}_0$ decreases with increasing $\tilde{n}_e$ or decreasing $I_p$. This was found to be true for all values of $\tilde{n}_e$ and $I_p$, although the change in $\tilde{b}_0/B_0$ with $\tilde{n}_e$, $I_p$ is a function also of $\tilde{n}_e$, $I_p$.

By considering only times in discharges for which $\tilde{n}_e$ and $I_p$ were small, the dependence of the fluctuation amplitude on $B_0$, $I_p$ and $\tilde{n}_e$ was determined. (This was achieved either by a regression analysis of the entire database, or by considering values for which two of these parameters were constant over a range of the third, yielding similar results.) As shown in Fig. 3, it was found that over the entire operational regime $\tilde{b}_0(140 $ kHz)/$B_0 \propto (B_0\tilde{n}_e^{1/2})^{-1}$. The normalized fluctuation amplitude, $\tilde{b}_0/B_0$, was found to depend only very weakly on the value of $I_p$. It should be noted, however, that the normalization for the fluctuation amplitude is not unique. The most appropriate normalization should, in principle, be determined by the theoretical model with which one is interpreting the experimental data.

It is interesting to note that for the TCA tokamak operating under identical conditions, the energy confinement time, $\tau_E = 1.5 \tilde{n}_e k[f_2 T_e(0)+f_1 T_i(0)]/P_{th}$ with $f_2 = 0.3$, $f_1 = 0.5$ is proportional to $B_0\tilde{n}_e^{1/2}$, as shown in Fig. 4. The reason for the weaker than linear dependence of $\tau_E$ on $\tilde{n}_e$ is attributed to the fact that for the higher values of $\tilde{n}_e$ considered in the present wide parametric study, ion neo-classical thermal conduction becomes an important loss channel. The present scaling compares favourably with that determined by considering data from a number of ohmically heated tokamaks with circular plasma cross-section.

Comparing the above two experimentally determined scaling laws suggests that the normalized fluctuation amplitude $\tilde{b}_0/B_0$ scales inversely proportional to the energy confinement time. The present study thus extends the pre-
liminary results of magnetic fluctuation scaling obtained to date to a much wider range of tokamak operation, as well as quantifying the dependence on various plasma parameters. In addition, the important role played by the plasma geometry in determining the polarization of the magnetic fluctuations has been shown.
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INTRODUCTION

Compared with the expected energy losses from Coulomb collisions, the electron energy losses are anomalously high. This anomaly, observed in ohmic discharges, is further enhanced during auxiliary heating experiments. In this paper, we shall examine plasma density fluctuations, considered as one aspect of the turbulence that could cause this energy deterioration and show an experimental relationship between the density fluctuations and the electron energy transport losses for plasmas with ohmic heating and auxiliary heating (either NBI or ICRF).

DESCRIPTION

Low frequency turbulence is measured with a small angle CO₂ laser scattering experiment with which, for a given wave vector \( k_z \), the frequency spectrum of the density fluctuations within a vertical cylindrical volume of the plasma (coinciding with a diameter in the reported experiments) is determined \(^1\). The wave number and frequency ranges accessible with the optics, i.e. \( 3 \text{ cm}^{-1} \leq |k_z| \leq 45 \text{ cm}^{-1} \) and \( 10 \text{ KHz} \leq f \leq 2 \text{ MHz} \) cover the domain of the strongest fluctuations observed. We have verified that the form of the \( k_z \) spectrum obtained during ohmic discharges is not significantly changed with the addition of auxiliary heating. Thus, in order to characterize changes in the turbulence level, it suffices to follow only one \( k_z \) component, which for the data reported here is \( k_z = 6 \text{ cm}^{-1} \) (close to the spectrum maximum \(^2\)). In all cases, the frequency integrated turbulence value will be given.

The transport losses are deduced from a OD code which describes the temporal evolution of the energy balance of five species of particles at the centre of the plasma (electrons, protons, deuterons, a fully ionized light impurity, and a heavy impurity). This code try to reproduce the temporal evolution of the observed signals (density, electron and ion temperatures, loop voltage, impurity brightness...). The unknown losses that one has to introduce are considered as heat transport losses \( P_{\text{ht}} \). For RF pulse experiments in mode conversion regime, the RF power is directly transferred to the electrons (it is estimated from the initial change of the slope of the \( T \) signal) while during NBI heating, the power transferred to the electrons is not instantaneous and we rely on a code using a Monte Carlo calculation for evaluating \( P_{\text{st}} \).

In addition, we can make a separate estimate of the losses associated with any sawtooth activity present \( P_{\text{ST}} \) and by assuming that

\[
P_T = P_{\text{ST}} + P_x
\]
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we are able to estimate the remaining losses $P_x$; both $P_T$ and $P_x$ will be considered.

**OHMIC AND NEUTRAL BEAM INJECTED PLASMAS**

Here we compare the frequency integrated turbulence with the estimated $P_x$ and $P_T$ losses of a deuterium plasma ($B_B = 41$ kG, $I = 240$ kA, $T_e = 1.4$ keV, $T_i = 0.9$ keV, $0.5 \times 10^{-4} < n_e < 10^{-3}$ cm$^{-3}$), both in the ohmic phase and during NBI beam injection ($W = 35$ kG).

As shown in Fig. 1, the diameter integrated density fluctuation signal $\langle \delta n \rangle$ (with an integration time constant of 2 ms) measured initially in the ohmic phase was constant, but increased with the onset of the NBI and saturated after typically 20 ms.

In our analysis we choose a quantity $\langle \delta n^2 \rangle/n_e^2$ considered as representative of the mean square relative density fluctuations $\langle (\delta n/n)^2 \rangle$ where the density increase during NBI ($\Delta n \approx 15\%$) has been taken into account. The proportionality between both quantities is valid if the density and the density fluctuations profiles do not vary and we shall assume that this is approximately the case.

For this set of experiments ($P_{NI} \approx 600$ kW of injected power), $T_e$ increases by 200 eV whereas $T_i$ increases very little ($\Delta T_i \approx 50$ eV), suggesting enhanced losses for the electrons. Fig. 2 shows the values of $P_T$ and $P_x$ for a number of Tokamak shots (each given a specific letter) plotted versus the measured values of $\langle \delta n^2 \rangle/n_e^2$. Here the small letters refer to ohmic phase measurements and the capital letters to NBI stationary phase measurements; the letters with circles are the $P_T$ values while those without are the $P_x$ values. It is clear that both quantities increase with $\langle (\delta n/n)^2 \rangle$. In spite of the dispersion of the points we conclude that $P_T$ and $P_x$ vary almost linearly with the turbulence power. Moreover the fact that the NBI points align with the ohmic ones suggests a continuity in the process.

**OHMIC AND ICRF PLASMAS**

The results for ICRF heating in the mode conversion regime are shown in Fig. 3. A constant RF power ($\approx 600$ kW) is launched from the inside of the torus into deuterium plasma ($B_B = 45$ kG, $I = 200$ kA, $T_e = 1.5$ keV, $T_i = 1$ keV, $n_e = 1.10^{11}$ cm$^{-3}$) containing 20% of hydrogen. As previously reported (3), the electron temperature suffers a rapid increase ($\tau \approx 10$ ms) and then saturates, after which it may remain at this constant level or decrease significantly. This behaviour explains the scatter of the ICRF points in Fig. 3, whereas the ohmic ones vary weakly. Arabic numbers refer to measurements during the ohmic phase while those Roman numbers were measured 20 ms after the beginning of the RF pulse; as for NBI experiments a reasonably linear relationship between losses and turbulence is noticed, suggesting again a continuity in the losses process between the ohmic phase and the ICRF one. Moreover the fact that $P_x$ values extrapolate closer to the origin suggests that this power loss is more directly related to the turbulence.

**SUMMARY**

The previous results for ohmic, NBI heated and ICRF heated plasmas can be summarized by computing the products $P_T/\langle (\delta n/n)^2 \rangle$ and $P_x/\langle (\delta n/n)^2 \rangle$ respectively as a function of $\tau_T$ and $\tau_X$ ($\tau_T$ and $\tau_X$ are defined by $P_T = W/\tau_T$ and $P_X = W/\tau_X$, $W$ is the electron plasma energy density). It is worth noting that $P_T/\langle (\delta n/n)^2 \rangle$ remains approximately constant (within a
standard derivation $\sigma = \pm 20\%$) when $\tau_T$ varies by a factor 4 and $E_x^{-1}$ $<(\delta n/n)^2>$ remains also constant ($\sigma = \pm 30\%$) when $\tau_T$ varies by a factor 9 for this set of experiments. We have estimated the value of $W$ for these experiments and $P^{-1}$ can be considered proportional to $\tau_T$ thus showing as well that the electron confinement time is inversely proportional to the density fluctuations.

**CONCLUSION**

The experimental results show a close relationship between the turbulence, the transport losses and the electron confinement time. As there is a great difference between the ohmic, NBI and ICRF heating, the observed constancy in the product $P^{-1}<(\delta n/n)^2>$ argues quite strongly that the turbulence to transport losses connection is a property of the plasma itself.

**REFERENCES**

1. A. TRUC, J. OLIVAIN, D. GRESILLON, A. QUEMENEUR, F. GERVais

2. TFR Group and A. TRUC
   Plasma Physics and Controlled Fusion, 26 - n°9 1045 (1984)

3. TFR Group and A. TRUC
   Accepted for Publication in Plasma Physics and Controlled Fusion (1985)

This research is carried out in the frame of a general agreement between Association Euratom-CEA and PMI Laboratory of Ecole Polytechnique.
"Poloidal Asymmetric Impurity Radiation in Asdex in the Presence of Neutral Injection"
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During high power neutral beam injection (NI) in Asdex large poloidal asymmetries in the impurity radiation are observed. Dependent on the confinement regime vertical asymmetries are found in energy and particle fluxes in top and bottom divertors and are also measured in the main chamber by VUV-spectroscopy, by bolometer and ultra-soft-X-ray (USX-) pinhole cameras. These measurements are all performed in the vertical plane.

Fig. 1 shows the asymmetric line-integrated flux profiles as seen by the USX-camera for low confinement L-regime and for the normal high confinement H-regime close to the L→H transition. In the latter regime the up/down asymmetry becomes even more pronounced, while the bottom part of the profile appears to be similar to the one in single-null discharges [2]. The asymmetry starts to appear about 50 msec after the start of NI.

By means of a second USX-camera mounted nearly on top of the divertor tokamak also horizontal asymmetries are detected, which become especially pronounced in the H-regime during high power NI (3.4 MWatt).

The asymmetries are also dependent on the type of H-regime, that can be established. Two types have been found: the normal H- and the H*-regime, which are characterised by the appearance or non-appearance of the edge-localised mode (ELM). The ELM's have a strong effect on both vertical and horizontal asymmetries and seem to prevent the impurity accumulation, that normally takes place in the quiescent H* discharges without ELM-activity. As a matter of fact the accumulation of impurities seems to be closely correlated to a contraction of the radiation in the poloidal plane towards the outside of the torus, as can be seen in fig. 2.

Changes in the asymmetries are seen to be related to the plasma confinement properties. A possible candidate, that might explain the behaviour of the horizontal asymmetry of the impurity spatial distribution, is a strong toroidal rotation due to the nearly parallel NI. The rotation can be expected to depend on the confinement of particles and energy and has been measured spectroscopically to be $2 \times 10^7 \text{cm/s}$, during a normal H-discharge, in agreement with angular velocities of observed tearing modes.

The magnitude of this rotation is largely sufficient to make the centrifugal force the dominant term in the momentum balance along the magnetic surfaces, yielding a poloidal impurity distribution, that in first order of $\epsilon = r/R$, the inverse aspect ratio, can be written as:

$$n_z(\theta) = n_z(\frac{r}{R}) \cdot \left(1 - \epsilon \left(\frac{v_{zt}}{v_{z0}}\right)^2 \cos \theta\right)$$

Here the poloidal angle $\theta$ increases clock-wise from torus inside to outside. $v_{zt}$ is the impurity thermal velocity and the remaining symbols are explained after eqno. 3.

If $T_e$ and $n_e$ are constant along the lines of force, then the measured emissivity would have a similar dependence on $\theta$. The stuctures shown in fig 2. are obtained from the
data of the two USX-cameras limiting the number of possible Fourier components in the poloidal plane. The spatial distribution of the emissivity \( I(r, \theta) \) has then the general form of:

\[
I(r, \theta) = I_0(r) \cdot (1 + h(r) \cos \theta + v(r) \sin \theta + e(r) \cos 2\theta)
\]

(2)

with \( h(r), v(r), e(r) \) being the horizontal, vertical and resp. elliptic variation of the relative emissivity [3].

Recent more complete calculations show the connection between impurity spatial asymmetries and the impurity accumulation.

These calculations are based on momentum equations in the collisional regime for the main plasma ions and impurities as given by Braginski [4] with the friction term proportional to the relative velocities only. This means, that temperature effects [5] are neglected and impurities are treated as test particles. The neutral beam is assumed to produce a rotation of the main plasma in toroidal and poloidal direction. In contrast to present theories [5,6] the dependence of poloidal asymmetries and of the perpendicular transport of impurities from the poloidal rotation has been widely investigated. Using an expansion into the inverse aspect ratio for a geometry of concentric magnetic surfaces one gets in first order of \( \epsilon \) for the average perpendicular impurity flow \( <v_{Z,r}> \), defined as the ratio of the radial flux \( \Gamma_{Z,r} \) to the mean density \( <n_Z> \), the result:

\[
<v_{Z,r}> = \frac{\Gamma_{Z,r}}{<n_Z>} = \frac{cT}{eBrZ} \epsilon a_1(1 + \frac{m_Zv_\phi^2(r)}{2T}(1 - \frac{Zm_i}{m_Z} + 2(1 - \delta)\frac{Rq}{a} \frac{cTL_i}{v_\phi(r)eBr}))
\]

(3)

\( T = T_\Omega = T_i = T_Z \) being the temperature, \( B \) the toroidal field, \( r \) the minor radius of the surface to be considered, \( Z \) the ionic charge, \( m_z, m_i \) the masses of impurities and main plasma ions, \( a \) the plasma radius, \( R \) the major radius, \( q \) the safety factor, \( L_i = (r/p_i).(dp_i/dr) \) the dimensionless radial decay length of the ion pressure. The toroidal main plasma velocity is assumed to have a parabolic profile: \( v_\phi(r) = v_\phi^0(1 - (r/a)^2) \). The parameter of the poloidal rotation of the plasma ions \( \delta \) is defined as \( \delta = v_{i,\theta}^0/(L_i cT/eBr) \), where the poloidal rotation follows the relation \( v_{i,\theta} = v_{i,\theta}^0(1 - \epsilon \cos \theta)^{-1} \). The last term in eqn. 3 shows the difference between co- \( (v_\phi(r) > 0) \) and counter- \( (v_\phi(r) < 0) \) injection, that originates from the difference in the toroidal rotation of impurities and the main plasma due to friction. The inertial term produces a large effect on the perpendicular transport of heavy impurities, the sign of which depends on the sine-Fourier component \( a_1 \) in the expansion \( n_Z = n_Z^0(1 + \sum_{m=1}^{\infty} (a_m \sin m\theta + b_m \cos m\theta)) \). The impurity distribution has been obtained from the continuity equation \( \nabla_{\theta} n_{Z,\theta} = 0 \), assuming a quasi steady state equilibrium with poloidal flow velocities much larger than the perpendicular ones: \( v_{Z,\theta} \gg v_{Z,r} \). A solution is readily obtained, when the impurity distribution is assumed to be far away from accumulation \( (1/n_z)(dp_Z/dr) \ll (1/n_i)(dp_i/dr) \). This is shown in fig. 3 and 4. As expected one finds the impurities concentrating to the outside due the centrifugal force. Fig. 5 shows that even for co-injection a poloidal rotation of the size of the diamagnetic drift causes a strong inward flux in the same order of magnitude as observed in Asdex during the \( H^+ \) confinement regime. On the other hand a much larger poloidal rotation seems to produce a very effective outward drift. The latter could well be used to control the impurity level in divertor and limiter tokamaks.
Fig. 1 USX measurements in the vertical plane in mV versus diode number shortly before and after the $L \rightarrow H$ transition for a normal $H$-discharge. Three lines of sight are shown in the inserted Asdex cross-section.

Fig. 2 Iso-emissivity lines showing the plasma cross-section in USX light for maximum $\beta$ ($t=1.225$ s) and later in time during the impurity accumulation phase ($t=1.25$ s) for a $H^*$ discharge. $I(r=0)$ increases from 0.5 to 1.5 W/cm$^3$ during this time.
Fig. 4 Calculated averaged perpendicular flow velocity in units of $10^{-1}\, \text{m/s}$ in Asdex versus the poloidal rotation parameter $\delta$, using $H$-type temperature and density profiles.

Fig. 3 Calculated poloidal variation of the relative impurity density in Asdex.
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TURBULENCE-INDUCED PLASMA TRANSPORT IN TOKAMAK TV-1
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Abstract

In tokamak TV-1 density and the electric field fluctuations at a plasma edge as well as the fluctuation-induced radial cross-field transport of the charged particles have been investigated with the help of Langmuir probes. The significantly high level of radial fluctuation-induced fluxes $\dot{n} \sim 10^{16} \cdot 10^{18}$ cm$^{-2}$ s$^{-1}$ obtained, may easily explain the anamalous diffusivity of the tokamak edge plasma.

I. Introduction

The small-scale density fluctuations have been observed in many tokamak devices using the microwave scattering, the high-speed imaging or Langmuir probes [1,2]. The increased attention that was paid to the edge plasma fluctuations last years is stimulated by the attempts to explain the existence of the anamalous transport in tokamaks as well as by the search for the methods of the active control of the edge plasma transport properties. The edge plasma turbulence has been analyzed in many theoretical papers. Nevertheless due to the lack and incompleteness of the experimental data the nature of this turbulence is not proved yet.

II. Experimental details

The electric fluctuations of the edge plasma have been investigated in small tokamak TV-1 ($R = 235$ mm, $a = 41$ mm, $B_T = 1.6$ T, $T_e \sim 150 \div 200$ ev, $n_e = 3 \cdot 10^{13}$ cm$^{-3}$, $I_p = 15$ KA). The system of Langmuir probes could be inserted through the diagnostic port in the outer equatorial plane at toroidal angle of 90° from the electron side of the full poloidal limiter. The cylindrical tips of the probes 1.3 mm in length and 0.6 mm in diameter were made of
tungsten. Plasma density and its fluctuations were determined from the single probe measurements of the ion saturation current. The two other probes positioned nearby and poloidally spaced were used for the measurements of the floating potential drop oscillations, which were considered as oscillations of poloidal electric field. The probe signals were simultaneously registered by the transient recorder DL-902 or by the digital oscilloscope T-468 and then transmitted to the personal computer HP-85 for the further processing and calculations. The turbulence-induced particle fluxes were derived from the simultaneous measurements of the density and poloidal electric field oscillation and their cross-correlating.

III. Results and Discussion

The measurements were performed in the geometrical shadow of the poloidal limiter (0.83 \( \leq r/a \leq 1.0 \)) and somewhat deeper in the plasma bulk (0.79 \( \leq r/a \leq 0.83 \)). On fig. 1 and 2 the radial profiles of the density fluctuation level \( \langle \tilde{n} \rangle \) (the mean square root value) and the relative fluctuation level \( \langle \frac{\tilde{n}}{n} \rangle \) are presented. The poloidal electric field fluctuations increased up to the value of 40 - 50 v/cm with the probes being inserted deeper into the plasma. It should be noted that the high level of density and the electric field fluctuations at a plasma edge certainly does not mean the existence of such or even more intensive oscillations in the central zone of the discharge. On fig. 4 the results of change in double probe orientation against \( B_T \) direction is shown the suprising existence of sufficiently intensive oscillations of electric field \( \tilde{E}_1 \sim 10 \) v/cm along \( B_T \) should be carefully examined and explained. The continuous frequency spectra of \( \tilde{n} \) and \( \tilde{E}_p \) (Fig.5) are typical for the turbulent state of plasma and spreaded widely up to several MHz, while the major part of these oscillation is below 100 KHz. The density and the poloidal electric field oscillations are partially correlated (50%). The radial profile of the fluctuation-induced particle outflux \( \tilde{\Gamma}_1 = \int \tilde{n}(t) \tilde{\nu}(t) \) dt, where \( \tilde{\nu} = -c_\frac{E_p}{B} \) is the fluctuating drift velocity in the crossed \( E_p \times B \) fields, is presented in fig. 6. The abrupt rise of the fluctuation-induced particle flux in the narrow radial zone inward from the limiter-layer edge may be naturally considered as a result of the non-zero flux divergence. Otherwise any of two
or three dimensional effects of the spatial flux redistribution should be involved for the explanation of this phenomenon. Nevertheless the local measurements by the $H_\alpha$ resonant fluorescence did not prove any rise of the neutral hydrogen density in this zone (the source of charged particles). The estimation of the effective cross-field diffusivity $D_L \sim \frac{\Gamma n}{dr}$ easily yields the values of $10^4 \text{ cm}^2\text{s}^{-1}$, that is very close to those obtained recently in tokamak CALTECH [1].

IV. References


Fig. 1. Density fluctuation amplitude in deuterium via minor radius.
Fig. 2. Relative level of density fluctuations in deuterium via minor radius.
Fig. 3. Radial profile of poloidal electric field fluctuation in deuterium.

Fig. 4. Angle dependence of electric field fluctuation amplitude. $\psi$ is angle of double probe inclination against $B_T$.

Fig. 5. Frequency spectrum of plasma density fluctuations.

Fig. 6. Fluctuation-induced particle flux via small tokamak radius in hydrogen: $O-B=1.32$ T

$\cdot -B=1.6$ T.
A program on the study of phenomena related to ECRH heating in T-10 has been carried out on T-10 for a long time. The studies on the ECRH effect on the $m=2$ mode intensity, when the ECRH zone is located near the resonance surface $q=2$, have been carried out. A position of the ECRH zone, designated as $r_h$ in Fig. 1, - a distance to the right or to the left from the plasma column centre - was presented by a magnitude of the toroidal magnetic field $B_0$. A radius of the resonance surface $q=2$ was calculated from the results of estimating the radial current density distribution profile on the basis of the temperature measurements by the X-ray radiation with due regard for the effective charge values obtained. The $m/n=2/1$ mode was registered with a set of magnetic probes located and connected as it is shown in Fig. 1.

The measurements were made in the following regime of T-10: magnetic field $B=25-34$ kG, plasma current $I=230$ kA, plasma density $n_e=2-4.5\times10^{13}$ cm$^{-3}$, safety factor $q=3-4$, radius of the limiter $r_L=28$ cm.

In the first run of the experiments, a position of the ECRH zone $r_h$ was varied from 14 to 21 cm toward the low-field side from the centre of the plasma cross-section, i.e., "external" heating. An oscillogram of the $m=2$ mode signal envelope under "external" ECRH at the position of the ECRH zone inside the resonance surface $r_2=14$ cm is shown in Fig. 2a. The same signal, at the position of the ECRH zone at $r_h=20$ cm, that corresponds to the plasma heating outside the radius $r_2$ of magnetic surface $q=2$, is shown in Fig. 2b. One should note that a rise in the signal, when $r_h<r_2$ (Fig. 2a), is proportional to the pro-
duct of the amplitude of oscillations and their frequency $A_2 \omega_2$ and occurs mainly due to a rise in the frequency $\omega_2$. When the ECRH zone is displaced into an external plasma region with respect to $r_2$, Fig.2b, the signal drops mainly due to the amplitude reduction. The experimental result from T-10 can be explained by the emergence of an equilibrium "flattened" current density distribution in plasma within a zone affected by ECRH near surface $q=2$. The radial current density distribution $j(r)$ and the safety factors $q(r)$ at a time before switching the microwave pulse on (dashed line) and by the end of heating (solid lines) are given in Fig.3.

In the second run of the experiments, a position of the ECRH zone was varied from 12 to 22 cm towards the high-field side from the centre of a plasma cross-section, i.e. "internal" heating. It is difficult to expect the pronounced effect of stabilization under "internal" heating, as the zone of microwave power deposition can be found extend due to refraction of the microwaves from the density gradients and due to the beam defocusing. The experimental results have shown that the stabilizing effect takes place even in that case. The $m=2$ mode signal behavior and a simultaneous variation in the frequency of oscillations $\omega_2$ under heating of plasma in the zone $r_n=-20.5$ cm are shown in Fig.4. The specific feature of this regime is a steep rise in the frequency of oscillations of the $m=2$ mode at a simultaneous drop in the signal.
proportional to its frequency and amplitude $A_2 \omega_2$. Such a shift in the frequency is typical for a case, when the suppression of the oscillations occurs due to a change in the parameters of a system but not due to dissipative phenomena. The experimental data from both runs are shown in Fig.5. The position of the ECRH zone is layed off as abscissa, the loga-

rithm of a ratio of the $m=2$ mode amplitude in the end of the ECRH pulse to its value before switching the ECRH power on under ohmic heating is layed off as ordinate. Under "internal" heat-
ing a decrease in the efficiency of suppressing the MHD-oscillations at the removal of the ECRH-zone from the surface $q=2$ was observed. As soon as the minimum of ECRH power was about 200 kW one can hope that this level of power is sufficient for mode $m=2$ stabilization.

The use of ECRH has allowed to obtain some data on the possi-

bility of preventing disruption. A drastic increase in the gas puffing gave a chance to increase the MHD activity of the $m=2$ mode, resulting in a number of minor disruptions (Fig.6).

When the ECRH was on before puffing a gas and the condi-
tions for stabilizing the $m=2$ mode were satisfied, there was no rise in the signal of this mode till the end of the microwave heating pulse Fig.6b. The disruptive instability was prevented even when the first minor disruption did not occur by the beginning of the micro-

wave pulse. After a number of minor disruptions, which were characterized by the presence
of steep, deep temperature drops in the plasma core, the stabilization and prevention of disruption, as a rule, is not possible.

As a whole, the results of a given work show how wide are the opportunities of applying ECRH not only for plasma heating but for shaping a stable current profile and for controlling the operation of tokamak regime. The experimental results confirm the theory /3/ which has shown the possibility of suppressing the MHD modes m/n=2/1 and m/n=3/2 by the electron temperature rise and, as a result, by the current density rise from an external side of the resonance surface q=2.
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INTRODUCTION

Experiments have been performed on TOSCA (R = 30 cm, a_t < 8 cm, B_t = 0.5 T, I_p ~ 10 kA, \( n_e = 0.5 \times 10^{19} \text{m}^{-3} \)) with double Langmuir probes, novel split limiters (in which the electron and ion drift sides can be insulated and independently monitored) and CO_2 laser scattering. Results and discussion are presented in two sections; the first refers to high frequency fluctuations (100-450 kHz), the second to measurements during large MHD activity (40-50 kHz). In each section, the nature of the fluctuations and their contribution to edge losses are considered.

1. HIGH FREQUENCY FLUCTUATIONS IN THE BOUNDARY PLASMA

Probes show \( n < 10^{18} \text{m}^{-3} \) and \( T_e \sim 10+15 \text{ eV} \) \((r > a_t)\), comparable with edge plasmas in many tokamaks. Scrape-off e-folding lengths are \( L = 1.3 \text{ cm} \) and \( L_T = 4.0 \text{ cm} \). In the absence of strong MHD, \( n/n_e \sim 0.4+0.8 \) and \( V_f/T_e \sim 0.4+0.6 \) \((V_f \text{ is the floating potential})\) whereas \( B_\theta f/B \sim 10^{-4} \). \( n/n_e \) increases with minor radius but \( V_f/T_e \) and \( B_\theta \) have the opposite behaviour. The power spectra of \( n, V_f \) show an \( f^{-3}p \) dependence with \( p \sim 2; p \sim 4 \) for the \( B_\theta \) spectra. The forms of the fluctuation power spectra are roughly independent of \( n_e \). Autocorrelation times are \( < 5 \mu s \) and coherence levels between different parameters are \( < 0.5 \) in the absence of MHD. Limiter and laser scattering measurements detect a top-bottom asymmetry in fluctuation magnitude of \( \sim 2 \) indicating some poloidal asymmetry. \( T_e \) was estimated using a technique[1] not previously used on a tokamak, in which probe current fluctuations \( \gamma \) are analysed in terms of contributions from \( n, T_e \) and voltage fluctuations. Measurements show \( T_e/T \sim 1% \) \( \ll n/n_e \) (isothermal fluctuations) above MHD frequencies (Fig 1(a)), therefore \( V_f \sim V_p \) (plasma potential fluctuations) and \( \gamma_{sat} = n_e \).

Phase measurements of \( V_f \) (probes) and \( n_e \) (laser scattering) show \( k \) to be predominantly perpendicular to \( B \). Figure 2 shows a probe dispersion relation \((r < a_t)\); the phase velocity \( V_{ph} \) agrees with the scattering results[2] and, after allowing for \( E_r \), is in the direction and of the order of magnitude of the electron diamagnetic drift velocity. However, it was not possible here to distinguish between propagating waves and plasma rotation. For \( r > a_t \), probes show that the direction is reversed; plasma potential profiles also indicate a reversal in \( E_r \) near the limiter radius suggesting that \( E_r/B \) drifts may be responsible.
Fluctuation level [A.U.]
150 → 300 kHz

Figure 1 Non-linear least-squares fit to $\bar{\gamma}$ as a function of bias,
(a) 150 + 300 kHz
(b) 25 + 65 kHz

Fluctuation-induced particle loss due to $\langle \tilde{n} \tilde{V}_f \rangle$ convection (where $\tilde{V}_f = \tilde{E}_f/B = i k \tilde{V}_p/B$ in the electrostatic approximation) is estimated from the correlation between $\gamma_{sat}$ and $V_f$ (valid for $\gamma_e/\gamma_T << 1$) and the measured $k$-value. Figure 3 presents the phase between $\gamma_{sat}$ and $V_f$, and the frequency-resolved flux results are similar to those on Pretext [3]. The integrated flux yields $D_\perp \sim 2.2 \text{m}^2\text{s}^{-1}$ ($\chi_e \sim 3 \text{m}^2\text{s}^{-1}$ from sawtooth propagation observations, consistent with $\tau_e \sim 0.3 \text{ ms}$) at $v \sim a \perp$, where $D_{\text{BOHM}} \sim 2 \text{m}^2\text{s}^{-1}$. Uncertainties in probe calibration and poloidal asymmetry could introduce significant errors.
The scaling of $|V_f|$ and $|\bar{n}_e|$ with $\bar{n}_e$ was investigated: probe measurements ($r \approx a_e$) show $|V_f|$ and $|\bar{n}/\bar{n}_e|$ are independent of $\bar{n}_e$, and laser scattering demonstrates only a weak inverse dependence for the latter. At $r=a_L$ we find $k_p \rho_s \approx 0.2$ and $\bar{n}/n \approx 1/k_p L_n \approx 5 \rho_s/L_n$, where $\rho_s$ is the ion gyroradius evaluated at $T_e$.

Experiments in which large biases ($\pm 90V$) are applied between limiters and vessel, or between ion and electron drift sides of the split limiters (thereby affecting current flow through the limiter sheaths) show no measurable influence on the level or spectrum of $\bar{V}$ or $V_f$. Also, no discontinuity in fluctuation parameters is observed across the limiter radius. The aim of this series of experiments was to test the theory [4] that limiters may be in part the cause of edge fluctuations; the results seem to show that local mechanisms, rather than discontinuities due to the limiters, are responsible for the turbulent edge. The single marked effect was to change the mean level of $V_f$ (as measured by probes toroidally near and far from the limiters): grounding the limiters to the vessel raised the probe potential by $3T_e$ compared to when the limiters were floating.

The edge plasma of TOSCA is observed to be turbulent under all the conditions of an ohmically heated circular plasma investigated. The turbulent nature renders identification of specific mechanisms difficult, but the indication is that local effects are responsible for the large fluctuations. The low level of $T_e/T_e$ discriminates against the rippling and impurity driven rippling modes, but observations are not inconsistent with turbulent drift wave theory predictions. Convective losses are always outwards and of sufficient magnitude to account for the observed transport. However, if this is the primary loss mechanism, the relative insensitivity of $|V_f|$ and $|\bar{n}/\bar{n}_e|$ to $\bar{n}_e$ in the outer regions means that subtle changes in coherence lengths, phase angles and wave-numbers must be involved. The radial profile and density-independence of $|B_\parallel|$ suggest that magnetic fluctuations are not the cause of anomalous transport in the outer regions of TOSCA[5].

![Graph](image-url)
2. EFFECTS OF STRONG MHD ACTIVITY

During strong m=2, n=1 activity (B/B₀ ~ 2%) large coherent unipolar oscillations in $V_f$ are observed on a 3-limiter floating array (top, bottom and outer-midplane) for a well-centred discharge (Fig 4). Oscillatory electron currents of amplitude 10-15A flow when grounded to the vessel. Phase analysis is consistent with an m=3, n=1 mode (the toroidal dependence is deduced from a fourth limiter), with α L = 4.4. The frequency of this mode is the same as the m=2 mode, one interpretation is that the plasma is rotating toroidally as a rigid body (anti-parallel to the plasma current).

Laser scattering shows a strong $\tilde{n}$ correlation with MHD, as do $\tilde{\gamma}$ and $V_f$ of probes provided that $r < a_L$: the MHD component becomes small on probe signals if $r > a_L$. Also, if any limiter is moved to a smaller radius, the oscillation in $V_f$ is 'scraped-off' from the others, demonstrating that the effect is radially well-defined. Split limiter measurements demonstrate that the $V_f$ oscillation occurs principally on the electron drift side. Probe current fluctuation analysis, Fig 1(b), shows that $T_e/T$ is large (comparable to $\tilde{n}/n$) at the MHD frequency, and is sufficient to account for the size of $V_f$ ($\Delta V_f > 40$V i.e $\Delta T_e > 15$eV so that $T_{max}/T_{min} > 2$).

These observations are commensurate with a rotating magnetic structure modulating a flux of hot (30-40 eV), current-carrying electrons which flow along the field lines and are intercepted by the limiters. Estimates from the observed electron flux and temperature show that such a mode/limiter interaction has a significant contribution to thermal energy losses which increases before a disruption.

![Figure 4 Limiter floating potentials and cos2θ Rogowski signal during strong MHD activity, showing large, MHD-coherent oscillations](image)
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Introduction
Studies of the MHD activity on JET have revealed modes of more than one helicity. This is manifest in the existence of at least two toroidal mode numbers (n) or in the presence of current perturbations on more than one rational q surface for a single n. The fluctuations were measured with internal coils and external saddle loops, and earlier studies were reported[1]

Observations of modes with different n

Figure 1 shows a striking example of this phenomenon. The n=2 component has twice the frequency of the n=1, consistent with purely toroidal rotation at speeds up to $3 \times 10^4$ m/s. The figure confirms that low amplitude eigenmodes have a single dominant n in the tight shaped plasmas on JET. The discharge was near the density limit and the plasma disrupted at 50.6865 ms in the current decay, $I_p = 1.1$ MA, $b/a = 1.35$, $q = 8$. The n=2 component is triggered at a critical level of the n=1 (which increases from ~ 0.05% to ~ 0.08% $B_\phi$ ($\mu_0 I/2\pi r$)) and saturation occurs with $b(n=2) \sim 25\% b(n=1)$. The two modes decay together. The frequency falls slowly and the maximum amplitude increases with time. Phase measurements indicate $(m=2,n=1)$ and although $(4,2)$ is suggested, toroidal effects on the phase and the temporal behaviour imply a distinct mode, $(3,2)$. The relative phase is that expected from simple non-linear effects, ie the n=2 component has an O-point at the outboard O-point of the parent (2,1) island. In the final burst the n=2 saturates at ~ 0.03% $B_\phi$ whilst the n=1 part grows exponentially ($\tau \sim 10$ms) until locking occurs at an amplitude ~ 0.7% $B_\phi$. The field at locking is ~ 10G and this level is approximately the same for all disruptions in centred plasmas. The modulations are not directly correlated with the sawtooth, which has a period of ~ 30 ms continuing through most of the figure.

Not all cases are as in Fig 1 - often the n=1,2 components grow together, the ratio $n=2:n=1 \sim 25\%$. This has been observed when a radiation dominated layer moves in from the limiter. The n=2 mode is then identified as $m=3$, with a larger out/in amplitude ratio (~ 3) than the n=1 (m=2) signal (~ 2). The (2,1) (3,2) islands are estimated to be similar in size, and overlap may occur before mode locking but contact with the limiter is not expected. Again the n=2 component saturates while the n=1 grows exponentially ($\tau \sim 10$ms) until locking when the growth becomes approximately linear, and the electron temperature profile narrows and flattens before disruption. $n=2$ signals have been observed when $(m \sim 4, n=1)$ modes are excited in the final current rise and have $m \sim 5$. Oscillations stimulated by the
appearance of a radiation dominated region at the edge of the plasma are also observed to have \( n=2 \) components; the principle mode being \( m \geq 3, n=1 \).

**Single n multiple helicity modes**

Consideration of the resistive MHD equations leads to predictions of eigenfunctions of single \( n \) in toroidal or shaped plasmas. The effect of geometry is to give eigenmodes with current perturbations on all surfaces \( q=m/n \) for given \( n \). The sign and magnitude at each surface depends upon the equilibrium. The result is monitored by the poloidal variation in phase and amplitude of the magnetic oscillations at the wall. The current perturbations are required to obtain the correct resonant radial field at each surface and hence the magnetic island sizes. Computations in JET geometry give distortion of the phase from \( m_0^{\text{coil}} \) and strong outward ballooning of the amplitude. The effect of other surfaces becomes unimportant when there is only one \( n=1 \) resonant surface in the plasma (ie low \( q \)) or the principal surface is very close to the coil (eg in the current rise).

Figure 2 shows the amplitude variation for three plasmas, all in the flat top and \( b, c \) shortly before disruption. Comparing (a), (c), the chief difference is the \( q \), and for (c) there are thus many \( n=1 \) resonant surfaces present. The behaviour near coil 1 is consistent with the effect of ellipticity on local rotational transform, but the observed in/out ratio apparently requires perturbations of appropriate sign at other surfaces.

The phase plot for the examples of Fig 2 has slope \( m=2 \) (phase vs coil angle from \( R = 3.0 \text{m} \)), and does not show the phase distortion observed for modes excited near the edge during the final current rise (for \( \frac{\text{d}I}{\text{d}t} \) large enough), which have an in/out amplitude ratio near to unity. The wall acts as a reasonable conductor at these frequencies (< 1 KHz), but this increases the slope only slightly.

**Discharges at low \( q \)**

The increase in amplitude of \( B \) with falling \( q[1] \) is still observed when mhd activity is present but discharges can be free from coherent modes, with \( b_0/B_0 < 3 \times 10^{-5} \) for \( q_0 > 2.3 \). No pronounced activity occurs at \( q_0 \sim 3 \). Figure 3 shows a set of waveforms for a low \( q \) disruption on JET, in this case somewhat below the density limit extrapolated from higher \( q \). The smoothed mhd signal is dominated by the fast oscillations at the sawteeth. The oscillatory period is very brief (~ 10ms). The growth in both oscillatory (with < 25\%\( n=2 \)) and locked periods is approximately exponential with \( \tau_0 \sim 3 \text{ms} \). This should be compared with the linear growth after locking at higher \( q[1] \) before density limit disruptions. Just before disruption \( I_0 = 3.3 \text{MA}, q_0 = 2.3, b/a = 1.4 \). The mode structure remains primarily \( m=2, n=1 \) and \( b_0 (n=1) \text{ reaches a maximum of } 290 \text{G} (6\% B_0) \) just before disruption but at ~ 2\% additional structure appears on the \( b_0 \) signal. At this change (47.245s) the ece from the central region falls, not as in a normal sawtooth. The \( (2,1) \) island is predicted to overlap the limiter (the fields penetrate the wall on this timescale). The in-out amplitude ratio of the locked mode is close to unity similar to Fig 2(a). The energy quench as revealed by the central ece signal is rapid (~1ms).
Figure 1: n=1 and 2 mode activity showing the onset of n=2 activity at a critical n=1 level.

Figure 2: Amplitude variation of magnetic oscillation (m=2) around vessel.
(a) \( q_\phi = 2.7 \), \( b/a = 1.5 \);
(b) \( q_\phi = 4.5 \), \( b/a = 1.2 \);
(c) \( q_\phi \approx 6 \), \( b/a = 1.5 \).

Conclusions: The observed poloidal variation in phase and amplitude of the MHD activity on JET with a single \( n \) is in qualitative agreement with theoretical predictions of tearing modes in non-circular toroidal geometry, which require the existence of currents on several resonant surfaces. MHD activity is accompanied by an \( n=2 \) mode and in some cases is triggered at a critical level of \( b_\phi \) (\( n=1 \)). Discharges with \( q_\phi \geq 2.3 \) can be free from MHD activity. Disruptions at the density or q limit are associated with large \( m=2, n=1 \) perturbations which can grow rapidly but involve little \( n=2 \) activity.

Acknowledgement: We would like to thank D. Campbell for his assistance with the e.c.e diagnostic.

Figure 3. Waveforms for a low $q$ disruption. $b/a = 1.4$ from 42s. The mhd signal is $m \sim 2$, $n=1$ rectified and smoothed. B signals are derived from coils in octants 2, 6.
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A complete magnetic data analysis in tokamaks should comprehend an accurate reconstruction of the axysymmetric magnetic flux structure as well as information on the location, width and rotation of the most relevant island structures produced by resistive tearing modes. A computerised procedure is generally desirable and especially in conditions of non circular plasma and vessel cross sections such as JET.

It is well known that outside an island centered around the \( q = m/n \) surface the true nonlinear solution of the tearing mode equation is well approximated by the linear eigenfunction characterised by the logarithmic slope jump \( \Delta'(0) \) [1]; as a matter of fact the linear solution characterises so well the real situation that also the quasilinear saturated width of the island is usually calculated just by exploring the linear solution around the resonance until the condition \( \Delta'(w) = 0 \) is met [2].

For a cylindrical plasma of radius \( a \), enclosed within a perfectly conducting vessel of radius \( b > a \), the physics of the linear tearing mode is described by an equation for the perturbed vector potential \( \tilde{A}_z \) and an equation for the perturbed current density \( \tilde{J}_z \)

\[
\nabla^2 \tilde{A}_z = - \mu_0 \tilde{J}_z \tag{1}
\]

\[
\frac{\partial \tilde{J}_z}{\partial z} + \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{\partial \tilde{J}_z}{\partial \theta} \right) = - \tilde{B}_r \frac{\partial \tilde{J}_z}{\partial r} \tag{2}
\]

with boundary conditions

\[
\tilde{A}_z \big|_b = 0; \quad \frac{\partial \tilde{A}_z}{\partial r} \big|_b = \tilde{B}_\theta \tag{3}
\]

Considering a single mode helical perturbation of the form

\[
\{ \tilde{J}_z, \tilde{A}_z, \tilde{B}_r \} = \{ \tilde{J}_m, \tilde{A}_m, \tilde{B}_m \} \exp \left[ i(m\theta - (n/R) z) \right] \tag{4}
\]

neglecting the terms \( 0/(a^2/R^2) \), one obtains

\[
\tilde{J}_m = \frac{i \tilde{B}_m}{m} \frac{(d\tilde{J}_z)}{dr} \frac{(d\tilde{J}_z)}{dr} \frac{(d\tilde{J}_z)}{dr} \tag{5}
\]
which is singular at the resonant radius \( r = r_s \). It gives rise to the discontinuity

\[
\Delta'(0) = \lim_{\varepsilon \to 0} \frac{\Delta_m}{\varepsilon} \left[ r_s^{+\varepsilon} - r_s^{-\varepsilon} \right]
\]  

(6)

On the other hand such discontinuity can be generated by an equivalent singular surface current \( J_2 = J \delta(r-r_s) \exp[i(m\theta - (n/R)z)] \), provided that \[3],

\[
\Delta'(0) = \frac{\mu_0 |J|}{\hat{B}_{rm}(a)} \left[ \frac{\hat{B}_{rm}(a)}{\hat{B}_{rm}(r_s)} \right]
\]  

(7)

So, the problem of determining the stability parameter \( \Delta'(0) \) can be reduced, also in cases of a geometry more complex than the cylindrical one, to that of finding an equivalent surface current \( J \) located on the resonant surface such that the boundary conditions

\[
\hat{A}|_\Gamma = 0 \quad \text{and} \quad \partial\hat{A}/\partial v|_\Gamma = \hat{B}_t
\]  

(8)

are met. Here \( \Gamma \) is the meridian contour of the perfectly conducting vessel and \( v \) and \( t \) are the normal and tangential directions to \( \Gamma \).

For the JET case we take in full account the shape and toroidicity of the vacuum vessel as well as of the resonant surface, but neglect the helicity. From the condition (8) the identification of the equivalent surface current, described piecewise like \( J_k \) on the \( k \)-th toroidal scale of the resonant surface, can be accomplished by solving the linear induction system

\[
\sum_{k \in S} M_{ik}^d j_k + \sum_{j \in S} M_{ij}^v i_j = 0
\]  

(9)

where

\[
M_{ik}^d \quad \text{is the mutual inductance of the} \; \text{the} \; \text{i-th reference ring on the vessel contour.}
\]

\[
M_{ik}^v \quad \text{is the mutual inductance of the} \; \text{k-th toroidal scale of the resonant surface with the} \; \text{i-th reference ring on the vessel contour.}
\]

\[
J_k \quad \text{is the local surface current flowing in the} \; \text{k-th toroidal scale of the resonant surface and is the unknown.}
\]

\[
i_j \quad \text{is the local surface current flowing in the} \; \text{j-th toroidal scale of the vessel and is provided by the} \; \hat{B}_{pol} \; \text{measurements, that are taken by coils adjacent to the inside of the vacuum vessel as}
\]

\[
i = \frac{I}{\hat{B}_{pol}}/\mu_0 \quad \text{[A/m·sec]}
\]  

(10)

The second physical measurement required for the \( \Delta'(0) \) determination is (see Eq. (7)) the value of the radial fluctuating field at the plasma boundary. It can be calculated in an inductive form as

\[
\hat{B}_r = \frac{1}{2\pi R_i} \frac{d}{dS_b} \left[ M_{ik}^{bv} i_k + M_{ij}^{bq} i_j \right]
\]  

(11)

where \( S_b \) is the poloidal arclength of the plasma boundary, \( R_i \) is the major
radius of the $i$-th toroidal scale of the boundary, $M_{\text{tv}}^{i,k}$ is the mutual inductance between the $i$-th toroidal scale of the boundary and the $k$-th toroidal scale of the vessel, $M_{\text{tv}}^{i,j}$ is the mutual inductance between the $i$-th toroidal scale of the boundary and the $j$-th toroidal scale of the resonant surface. Figure 1 shows the equilibrium reconstruction [4] from magnetic data, with display of the $q$ rational surfaces, during the large MHD activity of JET shot # 2453 that terminated in a major disruption. The solution of Eqs (9) and (11), having as input the measured magnetic fluctuations at the time slice of the equilibrium reconstruction, leads to the evaluation of a fluctuating radial field with $m = 2$ symmetry at the plasma boundary as shown in Fig. 2 and, at the same time, to the evaluation of the distribution of the equivalent surface current on the $q = 2$ resonance, as shown in Fig. 3. From the maxima and minima of this latter waveform it is possible to locate the nodal and focal points of the magnetic island as shown in Fig. 4. To evaluate the corresponding island size a reduction of the reconstructed equilibrium profiles to a cylindrical approximation is required: a mapping conserving the $q$ value seems the most suitable one. For every flux surface $\psi$, within which a current $I(\psi)$ flows and which is characterised by a $q(\psi)$ value, one can define an equivalent cylindrical radius and an equivalent cylindrical current density profile as

$$\rho = \sqrt{2 \times 10^{-7} \frac{q(\psi) \cdot R_{\text{axis}}}{B_n} \cdot I(\psi)}; \quad J^0(\rho) = 5 \times 10^6 \frac{B_{\text{axis}}}{2\pi R_{\text{axis}}} \left(\frac{d^2}{dq} - \frac{d}{q(\psi) dp}\right)$$

(12)

The profile $\rho$, $J^0(\rho)$ is used to determine the tearing mode eigenfunction $\hat{T}_r$ outside the resonant surface ($r > r_s$) with boundary condition

$$\left.\frac{d\hat{T}_r}{dr}\right|_a = \frac{(m-1) + (m+1) (b/a)^2}{1 - (b/a)^2m}$$

(13)

The ratio $b/a$ being the ratio of the poloidal arclengths S-vessel/S-boundary. Then the value of $\Delta'(0)$ associated to the surface current $J$ (see Eq. (7)) and the radial field $B$ ($a$) is used to explore the eigenfunction inside the resonant surface ($r < r_s$). The residual degree of freedom of the equilibrium identification [4] allows limited adjustments of the values of $q(0)$, which are sufficient to obtain the correct behaviour $\sim r^{-m}$ at $r = 0$.

A number of disruptive JET shots has been similarly analysed featuring a variety of $q$ at the edge $4.5 < q(a) < 8.5$ and a variety of $j$-profile peaking parameter $4. < q(a)/q(0) < 9$.

In all the cases, given $\Delta'(0)$ measured from the magnetic fluctuations, it is possible to obtain the correct matching of the eigenfunction in $r = 0$ and therefore the correct evaluation of the island width. This shows that it is possible to obtain a consistency between the equilibrium magnetic identification and the magnetic fluctuations interpreted as due to resistive tearing modes. Furthermore the strong sensitivity to $q(0)$ can help in the identification of its correct value, improving the equilibrium identification itself. The island sizes obtained are in the range $0.08 < \omega/a < 0.18$, corresponding to $1.6 < \Delta'(0) < 3.3$. The $q(0)$ is found to vary between 0.87 and 1.21 with an adjustment $\Delta q(0) \equiv \pm 0.1$ within the degree of freedom of the equilibrium reconstruction. Moreover the sensitivity of other bulk parameters ($\beta_p$ and $\varepsilon_i$) to such adjustment are negligible ($\Delta\beta_p \equiv \pm 0.02$, $\Delta\varepsilon_i \equiv \pm 0.05$).
Fig. 1 Identification of equilibrium with display of $q = 1, 2, 3, 4$ surface and plasma boundary during large MHD activity.

Fig. 2 Radial magnetic field perturbation $B_r(a)$ at the plasma surface.

Fig. 3 Equivalent surface current density on the $q=2$ surface.

Fig. 4 Nodal and focal points of the $q=2$ magnetic island.
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EXTRAPOLATION OF BUNDLE DIVERTOR RESULTS TO A REACTOR OF INTOR/NET SIZE

P J Harbour and P C Johnson
Culham Laboratory, Abingdon, Oxon, OX14 3DB, UK
(Euratom/UKAEA Fusion Association)

1. Introduction
Following a review [1] of present knowledge of tokamak discharges with a bundle divertor, the results have been extrapolated to assess the potential of a bundle divertor for a reactor of INTOR/NET size, with emphasis on compositional control and exhaust. Our present knowledge is based on experiments with the DITE bundle divertor [1,2,3] and on the results of modelling. In extrapolating the DITE performance to a reactor the aim must be twofold, firstly, to operate with good confinement at low-q in order to achieve high beta, and secondly to take steps to achieve efficient energy exhaust and to handle the power that flows into the divertor.

2. The Approach to Achieving Stable Discharges at Low-q
In the DITE experiment it was found that diverted discharges with good confinement are obtained only with the safety factor \( q \geq 3 \) at the separatrix, when mhd activity is not significant. These discharges have confinement times as good as or better than those of limiter discharges. At low values of \( q(q_{\text{sep}} \leq 3) \) stationary islands are formed due to mhd interaction (at \( m=2 \) and \( m=3 \)) with the divertor field and confinement is seriously degraded, by a factor of about 2. Attempts to suppress or circumvent this q-limit have been unsuccessful.

It might be possible to design saddle coils which effectively cancel the interaction between the divertor and tokamak equilibrium fields but it is not yet clear how to do this, nor is it clear whether this would only work at one radius, e.g., where \( q=2 \). A complementary approach is to select a configuration with low ripple in the toroidal field. In the DITE Mk.II divertor the ripple on axis, \( \Delta B_T / B_T = 2.6\% \).

Fig. 1 Cascade bundle divertor with flux expansion coils. An isometric view is shown in the inset [7].
The bundle divertor offering the lowest ripple (< 0.2% on axis for NET), the least current and the smallest physical size, and providing adequate space (0.6m) for shielding, is the staged T-shaped or cascade bundle divertor [4]. Using a commercially available Nb₃Sn cable and a shield of tungsten and borated water, a lifetime > 500kW yr m⁻² is predicted and the current density is no more than 3.5kW cm⁻²: good flux surfaces are also predicted, with minimum formation of magnetic islands [4]. One arrangement of cascade plus T-shaped divertor is shown in Fig.1 in plan view, clarified in the inset. This divertor also features a very high flux expansion, with magnetic mirror ratios $R_u = 2$ on the upstream side of the throat and $R_d = 50-100$ on the downstream side. Whether it is possible to obtain stable operation at low-q would require an experimental demonstration, possibly incorporating two such bundle divertors with low-ripple and saddle coils to reduce the effective perturbation to the equilibrium field.

3. Power Handling if Efficient Energy Exhaust is Achieved

Very efficient energy exhaust has been achieved in DITE with about 70% efficiency in ohmic discharges without gas feed: otherwise efficiencies are 10% to 25% in beam heated discharges independent of gas feed, and only a few percent in ohmic discharges with gas feed. Most of the exhaust is concentrated in a layer of high temperature plasma with a heat flux of 100MW m⁻² and a particle flux of $10^{24} \, \text{m}^{-2}\text{s}^{-1}$. This layer is small, both poloidally and radially in agreement with predictions from both fluid and kinetic models. Most of the energy not flowing into the divertor is found on walls and limiters, possibly due to the existence of poloidal regions of the scrape-off layer which are not well connected to the divertor; another cause might be a change in radial transport ($k^5$) between beam-heated and ohmic discharges. Improved energy exhaust might therefore be achieved by allowing more space for the scrape-off layer than the 5cm in DITE and/or by eliminating regions of poor connection to the divertor. This might be achieved with the divertor of Fig.1, its stagnation axis (B=0) being concave to the plasma rather than convex, and/or by using a second divertor.

If efficient power exhaust is achieved in a reactor, the power flux density at the divertor throat will be an order of magnitude larger than with a poloidal divertor, ~ 2GW m⁻² in NET with 80MW into one divertor. A high downstream mirror ratio will be required and if $R_d > 20$, the (parallel) power flux density at the target should be no greater than in a poloidal divertor and will require the target to be inclined at a similar glancing angle of incidence to the field.

With such a high expansion, the heat flux at the throat is so much larger than at the target that it is limited by the maximum electron flux through the throat, where the transport is locally collisionless, although collisional elsewhere. High recycling is predicted in the divertor and so the net electron flux is negligibly small. The divertor plasma becomes cold
and dense [1] but the scrape-off layer is much hotter, and drives the heat-flux through the thermal barrier at the throat. Predicted plasma parameters in the scrape-off layer and divertor of NET are shown in Fig. 2. The plasma temperature in the divertor becomes acceptably low ($T_e \sim 20-30eV$) if $R_d$ is in the range 30-20. The scrape-off temperature is about 100eV and the density in the divertor is about $10^{14} \text{m}^{-2}$. These values are all similar to those predicted for a poloidal divertor for INTOR [5]. The electron heat-flux limited mode of divertor operation has apparently not been achieved in DITE where $R_d$ is too small ($\sim 2$ to 4).

4. Compositional Control

No systematic experimental studies of helium or impurity control have been carried out in DITE, but in diverted discharges, heavy impurities are insignificant and there is $\sim 0.5$-1.5% of light impurities (mainly C and O), with from the boundary) and low $Z_{\text{eff}}$ ($\sim 1.5$ to 2.5). Using theoretical arguments [1], it is predicted that impurity and helium ions are well retained in bundle divertors by the magnetic mirror forces; electrostatic forces also help retention under the low recycling conditions of DITE; apart from around the throat region, they are insignificant under reactor conditions. In the throat there are two competing effects. Electrostatic forces tend to oppose retention, but these may be more than compensated by frictional forces due to the high plasma velocity in the restricted area of the throat.

As far as helium pumping is concerned, the plasma conditions we have predicted for the bundle divertor are so similar to those predicted for the

Fig. 2 Plasma exhaust conditions predicted for NET. $T_2$ is the separatrix temperature, $T_{e2}$, $T_{i2}$ are the electron and ion temperatures and $n_2$ is the density in the divertor.

Fig. 3 Radial profiles of Mach number and density in the scrape-off layer near the DITE divertor entrance [6].
poloidal divertor that the pumping of helium should present no problems, especially allowing for the better access for pumping with the bundle divertor.

5. Fuelling and Reverse Flow

Fuelling of DITE via the bundle divertor has been demonstrated and, uniquely, reverse flow of plasma has been quantitatively determined in the outer scrape-off layer. Figure 3 shows radial profiles of Mach number and density in the scrape-off layer, with an outer layer of reverse flow. The area of this layer is estimated [6] to be $10^{-3}$ m$^2$ on each side of the divertor, with a peak flux of $2 \times 10^{20}$ ion s$^{-1}$. This corresponds to a change in $\hat{n}$ of $1 \times 10^{19}$ s$^{-1}$ in 40ms, but impurities appeared to be retained in the divertor. The fuelling of a reactor from a bundle divertor is worth further study.

6. Conclusion

Selecting a divertor for the NET reactor requires a choice between a large number of unknowns. Provided that it can be made to operate at low $q$, the bundle divertor may be able to handle most of the plasma power, and it may be easier to pump but it may take up space in the reactor building normally required for access to maintain the reactor and there are various unknowns which will have to be resolved by experiment. If progress is to be made in making a choice of divertor, an engineering design study will be required to optimise the use of space for the bundle divertor and for access for maintenance and a new experiment is required, with or one two divertors similar to that of Fig.1. It is necessary to provide a demonstration of good confinement at low $q$, of flux-limited electron energy transport with high recycling and of impurity control under these conditions. Either TEXTOR or ASDEX may be suitable, each having the possibility of high power with r.f. heating, which is also important in investigating any divertor-induced loss of confinement of fast particles.
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RESISTIVITY AND FIELD DIFFUSION IN JET
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Abstract: Studies have been made of parallel plasma resistivity and magnetic field diffusion in JET discharges. In these discharges plasma elongation, plasma current and toroidal field are varied. The first study includes comparisons of Spitzer resistivity and neoclassical resistivity derived from several diagnostic measurements during the flat top of the current waveform. In the second study field diffusion is followed for discharges in which the plasma current is programmed to rise from one flat top to another flat top level.

1. Resistivity and $Z_{\text{eff}}$

The following expressions are used to define the Spitzer resistivity $\eta_s^0$ and the neoclassical resistivity $\eta_s^*$ in terms of $Z_{\text{eff}}$ and electron temperature $T_e$:

$$\eta_s^0 = \frac{me^2}{3e^2} \frac{\alpha(Z_{\text{eff}})}{\eta_e^{1/2}} \frac{\ln A_e}{T_e^{1/2}}$$  \hspace{1cm} (1)

$$\eta_s^* = g \eta_s^0$$  \hspace{1cm} (2)

where

$$\alpha(Z_{\text{eff}}) = 0.29 + 0.46/(1.08 + Z_{\text{eff}})$$  \hspace{1cm} (3)

and

$$g = (1 - f_T/(1 + \xi \psi^*))^{-1}$$  \hspace{1cm} (4)

$f_T$, $\xi$ and $\psi^*$ being given in [2]. Ohms Law is integrated over the plasma cross section as

$$I_\phi = \int E_\phi \eta_s^0 \, da,$$  \hspace{1cm} (5)

where $I_\phi$ is the plasma current and $E_\phi$ the toroidal electric field.

Assuming a uniform $Z_{\text{eff}}$ we can determine two estimates of $Z_{\text{eff}}$ from (5) using for $\eta_s$ either (1) or (2). These values of $Z_{\text{eff}}$ are referred to as $Z_{\text{Spi}}$ and $Z_{\text{Neo}}$ respectively. A third estimate of $Z_{\text{eff}}$ is found from visible Bremsstrahlung data collected from a vertical sight line. This estimate referred to as $Z_{\text{Vis}}$ is evaluated from

$$Z_{\text{Vis}} = C B_v (\int n_e^2 e_{\text{eff}} T_e^{-1/2} \, dl)^{-1}$$  \hspace{1cm} (6)

where $C$ is a constant, $B_v$ the brightness and the integration taken along the viewing line. The variation of the Gaunt factor $g_{\text{eff}}$ with $T_e$ is accounted for and typically varies from 4.5 in the centre to 1.5 at the edge. ECE electron temperature data is used [3] and the density profile is matched to data from a single sight line interferometer.
2. **Comparison of Estimates of** $Z_{\text{eff}}$

From studies of 600 JET discharges it is found that $Z_{\text{Neo}}$, the value of $Z_{\text{eff}}$ derived from (5) using neoclassical resistivity (2) is a factor 0.8-1.2 times $Z_{\text{Vis}}$ given by (6). The values of $Z_{\text{Spi}}$ are larger than $Z_{\text{Vis}}$ by a factor 1.5-3.

Figure 1 shows $Z_{\text{Neo}}$ and $Z_{\text{Spi}}$ plotted against $Z_{\text{Vis}}$; each point in Figure 1 represents a JET discharge value calculated 1 second before the end of the current flat top. The difference between $Z_{\text{Neo}}$ and $Z_{\text{Spi}}$ is approximately a factor 2 and is mostly due to electron trapping in a tight torus, i.e. the term $f_T$ in (4) is typically 0.5 and $\nu_e$ is usually below 0.1. However, some JET discharges also included amongst the points in Figure 1 have low values of field-current with $T_e$ in the range 1-1.5 keV. For such discharges $\nu_e$ is of order 0.2-0.5 and the reduced effect from trapping yields a ratio $Z_{\text{Spi}}/Z_{\text{Neo}}$ of order 1.5. The dependence of resistivity upon $\nu_e$ is apparent from Figure 1 and shows up as a smaller spread in the $Z_{\text{Neo}}$ values for a given $Z_{\text{Vis}}$ than it does for the corresponding values of $Z_{\text{Spi}}$.

3. **Field Diffusion**

In three JET discharges the plasma current has been programmed to rise from one flat top level of 1 MA to a second flat top level of 2 MA. During this current rise phase lasting 2 seconds the plasma shape is approximately constant. Parallel resistivity is studied both during the current rise phase and during the subsequent penetration phase at 2 MA. A sequence of MHD equilibria [5] are calculated from magnetic pickup coil and flux loop data. The internal inductance $\mathcal{L}_i$ calculated for these equilibria falls from 1.6 to 1.05 during the current rise as shown in Figure 2. Approximately 1.4 seconds after the end of the rise phase the current is fully penetrated and $\mathcal{L}_i$ has increased to its final value of 1.25. The period of 1.4 seconds is marked in Figure 3 as the time taken for the loop voltage on the plasma surface to approach the loop voltage on axis. From the calculated flux function $\Psi$, current density $J_\phi$ and electric field $E_\phi = -\partial \Psi / \partial \phi$, we form the ratio $\eta_{\text{M}} = E_\phi / J_\phi$ as a function of space and time. The ratio $\eta_{\text{M}}$ is then compared with space-time dependent values of $\eta_0$ and $\eta^*$ as given by Eqs. (1) and (2). The latter values are calculated from ECE temperature profiles and $Z_{\text{eff}} = Z_{\text{Vis}}$ is assumed. Figure 4 shows the ratios $\eta_{\text{M}}/\eta_0$ and $\eta_{\text{M}}/\eta^*$ against major radius at a particular time during the current rise. The vertical bars indicate the time variation of these ratios.

4. **Discussion**

Both studies show that the resistivity inferred from $Z_{\text{Vis}}$ or determined from MHD equilibria is within a factor 0.85-1.15 equal to the neoclassical value given by (2) and higher by a factor 1.4-2.6 than the Spitzer value given by (1). This applies to plasmas in a steady state and plasmas with applied external electric fields. The variations from discharge to discharge in $Z_{\text{Neo}}/Z_{\text{Vis}}$ (Figure 1) are due to experimental errors in $T_e$ (10%) [3], errors on the $n_e$ profile assumption used in (6) as well as unknown variations in impurity contents, e.g. metal vs carbon; the Gaunt factor $g_{rf}$ used assumes an atomic $Z^2$ in the range 4-9. The variations with time of the ratio $\eta_{\text{M}}/\eta_0$ (Figure 4) are mainly subject to errors in $T_e$ and errors arising from the equilibrium fit to the magnetic data; errors on current density $J$. We conclude that the parallel resistivity in JET is close to neoclassical especially, since the ratio $\eta_{\text{M}}/\eta_0$ (Figure 4) clearly exhibits the lack of trapping effects. This result should be compared with a Doublet III study [3] in which trapping was found to be far less dominant.
Fig 1: Estimates of $Z_{\text{eff}}$ calculated using (1) $\diamond$ and (2) * versus $Z_{\text{eff}}$ from (6). Each point represents a flat top value from a JET discharge.

Fig 2: Internal inductance $L_i$ and plasma current $I_p$ in MA as functions of time for shot 4896.

Fig 3: Loop voltages on plasma surface (solid line) and on axis (dashed line) versus time for shot 4896.

Fig 4: The ratios $\eta_{M/\eta}^*$ (asterisks) and $\eta_{M/\eta}^\parallel$ (squares) versus minor radius at 47 sec. The vertical bars indicate time variations during current ramp.
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THE TRANSIENT BEHAVIOUR OF THE BETA LIMIT IN ASDEX
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Introduction

In a previous paper /1/ it was shown that the B limit in ASDEX follows a law

\[ B_{\text{max}} = C \cdot I/(\alpha \cdot B) \]

with \( C = 3.5 \) for \( \gamma_{\text{equ}} \) (\( \gamma \) from equilibrium measurements) and \( C = 2.8 \) for \( \gamma_{\text{dia}} \) (\( \gamma \) from a diamagnetic loop), in agreement with theoretical predictions /2/. It was also pointed out that \( \gamma \) - at constant neutral beam power - cannot be kept at that maximum value but decreases to a lower value. It was speculated that this decay in \( \gamma \) corresponds to a resistive adjustment of the current density distribution to the less favourable broad H-mode temperature profiles.

In the following we discuss this transient behaviour of the B limit and show that in ASDEX H-discharges the stationary B limit (for \( \gamma_{\text{dia}} \)) lies about 20 - 30% below the maximum value.

Qualitative description of a B limit discharge

Although important aspects of the B limit are still not understood, we have by now at least a good qualitative picture of an H-discharge close to the B limit. Not surprisingly, this behaviour is closely connected to the transport and profile developments characteristic of the H-phase.

We discuss the main phases of an H-mode B limit discharge with the aid of Fig. 1, which shows \( \gamma_{\text{dia}} \) and \( \gamma_{\text{eq}} \) signals together with \( \gamma \) data from 7 outer and one inner Mirnov coils (la) and radial profiles of electron pressure \( n_e \cdot T_e \) obtained from a recently commissioned 60 Hz Nd-YAG laser scattering diagnostic (lb):

During the L-phase, which is relatively long in this particular shot, the pressure profile peaks. The \( \gamma \) signals first show a continuous and then a bursting mode with mode numbers \( n = 1, m = 3 \) and a frequency rising from 28 to 43 kHz /3/.

At \( t = 1.27 \) s the L/H-transition occurs and the MHD modes stop (probably due to \( q(0) \) becoming larger than 1). The most distinctive feature at the H-transition is an instantaneous steepening of the pressure profile at the plasma edge leading to a "pedestal" in the profile (Fig. 1b). This confirms our previous findings /5/ that the H-mode is an edge phenomenon which, as a
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result of high edge $T_e$ and strong shear in the separatrix vicinity, suppresses the anomalous transport prevailing in this region. The resulting pressure gradient, assuming $T_e = T_i$, corresponds, to a very good approximation, to the theoretical limit for ballooning modes /4/

$$- \frac{\partial p}{\partial R} \leq 0.3 \frac{B^2}{\mu_0 R q^2}$$

yielding

$$- \frac{\partial p}{\partial R} \bigg|_{R=a} \leq 0.5 \frac{B^2}{\mu_0 R q a^2}$$

for $q = q_a \left( \frac{r}{a} \right)^2$.

After the H-transition, with its formation of a transport barrier at the plasma edge, the plasma energy rises again by increasing the pressure in the plasma interior. As the pressure gradients there approach the ballooning limit (possibly even only locally), the outflux of energy increases. Since the pressure gradient at the plasma edge is already at its marginal stability limit, the edge layer becomes unstable, expelling particles and energy from the plasma periphery (so-called edge localized modes, ELM's
Such a situation is reached in shot 15520 at t = 1.31 s, when the first and largest ELM occurs and the rate of increase of $\beta$ is substantially reduced. This picture also explains the absence of ELM’s in the burst-free H-discharges described in /1/: The large radiation losses (from iron) encountered in these discharges (which were produced rather close to the SS limiters) transport enough energy out of the plasma in a non-conductive way that the ballooning limit is not exceeded.

Since the critical $\beta$ for ballooning modes is highest for peaked current density distributions, whereas the H-mode is characterized by flat $T_e$ and conductivity profiles, it is reasonable to assume that the maximum $\beta$-value during a $\beta$ limit discharge corresponds to relatively peaked profiles frozen in from the OH and L-phases and that the observed slow decay in $\beta$ (20 % in 200 ms, c.f. Fig. 2) reflects the resistive adjustment to the H-mode profiles. There are, however, strong indications (changes in the plasma inductance, loop voltage) that during the high-$\beta$ phase additional currents in the plasma centre (which are compensated by induced currents) lead to an enhanced peaking of the current density distribution capable of relaxing on a much shorter time scale, thus explaining the first, much faster $\beta$-decay (in 20-50 ms) observed at high power input (c.f. Fig. 2a,e). These transient currents seem to be connected with neutral injection (positive effect only with co-injection, larger effect for $D_0$ than for $H_0$-injection), and could be produced partly by the circulating fast ions, but to a larger extent by the beam induced plasma rotation. The increasing $\beta$ might also lead to such currents. The decrease in $\beta$ is accompanied by increased MHD activity and later by a growing $m = 2$, $n = 1$ tearing mode with $f = 16.3 + 10$ kHz /3/ (Fig. 1a).

**Transient and stationary beta limit**

To compare discharges with different parameters we normalize with $\beta_{\max} = 2.8 \cdot I/(a \cdot B)$ (Troyon limit). This also defines the maximum energy content for a tokamak plasma (with elongation $b/a$) $W_{\max} = 0.33 b \cdot R \cdot B \cdot I$.

Figure 2 shows maximum normalized $\beta$-values $\beta/\beta_{\max}$ and corresponding plasma energies $W$ obtained in a B-scan at constant beam power $P_{NI} = 3.5$ MW and for two plasma currents $I = 311$ and 370 kA. The observed linear increase of $\beta/\beta_{\max}$ with $P/B$ for $\beta/\beta_{\max} < 1$ reflects the fact that for a given heating power $P = P_{OH} + P_{NI,abs}$ (and assuming $T_E = f \cdot I$)

$$\frac{\beta}{\beta_{\max}} \sim \frac{P}{b \cdot R \cdot B}$$

holds /1/ (independent of $I$, as also found experimentally). At large enough heating power $P/B$ the $\beta$-limit can clearly be seen.

As shown by the $\beta_{\max}^\text{dia}$ and $D_0$ signals of Fig. 2a-f there is a clear correlation between the maximum normalized $\beta$ values $\beta/\beta_{\max}$, the time behaviour of the $\beta$-decay (accompanied by a characteristic feature of the $D_0$ spikes) and the level to which $\beta$ decays: Starting at low power input $P/B$ (Fig. 2a), we have $\beta/\beta_{\max} = 0.7$ resulting in an H-phase with no ELM’s. With increasing relative power (Fig. 2b), the maximum $\beta$ is almost constant yielding a stationary $\beta$ limit $\beta_{\text{stat}} = 0.8 \cdot \beta_{\max}$. Increasing $P/B$ still further (Figs. 2c-f) leads to $\beta/\beta_{\max} \approx 1.0$, followed by first a continuous and then, for higher $P/B$, a two-phase $\beta$-decay resulting in lower stationary $\beta$ values than case 2b. At high power a disruption sets in, at first during the $\beta$ decay (Fig. 2e), but then moving forward in time with increasing $P/B$ (Fig. 2f), until it finally occurs already during the $\beta$ rise (disruptive $\beta$ limit; not
shown here). Thus it seems that in ASDEX H-discharges, the stationary $\beta$ limit depends on an exact tailoring of the power input to the diffusive and resistive time scales.

![Graph showing $\beta/\beta_{\text{max}}$ and corresponding plasma energies $W$ obtained in a B-scan at constant power $P = P_{\text{OH}} + P_{\text{NI,abs}} = 3.15$ MW for $I = 311$ and 370 kA together with $\beta^\text{a}_H$ and $D_\alpha$ signals (a-f) typical of certain $\beta/\beta_{\text{max}}$ values.]

Fig. 2: Maximum normalized $\beta$ values $\beta/\beta_{\text{max}}$ and corresponding plasma energies $W$ obtained in a B-scan at constant power $P = P_{\text{OH}} + P_{\text{NI,abs}} = 3.15$ MW for $I = 311$ and 370 kA together with $\beta^\text{a}_H$ and $D_\alpha$ signals (a-f) typical of certain $\beta/\beta_{\text{max}}$ values.

References:
CONFINEMENT STUDIES ON ASDEX IN THE INTERMEDIATE REGION FROM OHMIC TO NEUTRAL INJECTION SCALING


Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching

Abstract: The scaling of the global energy confinement time with density and plasma current is studied in the intermediate region from Ohmic to neutral injection L-scaling with beam power $P_{NI} - (1 - 3) \times P_{OH}$. A gradual transition from Ohmic to neutral injection L-scaling is found. The results can be described by quadratically adding the Ohmic- and L-scaling characteristics indicating that the L-scaling may be the continuation of Ohmic scaling towards higher power and that non-local properties determine the transport.

Introduction: The global energy confinement time $\tau_E$ of Ohmic (OH) discharges increases linearly with density at low density and saturates towards higher densities /1/. In the linear range, $\tau_E$ increases with safety factor $q_a$ while it decreases with $q_a$ in the saturation region /2/. In neutral injection (NI) heated L-discharges with degraded global confinement, $\tau_E$ does not show any density dependence but increases linearly with plasma current $I_p$ in the limit $P_{NI} \gg P_{OH}$ /3/.

Results: Figure 1 and 2 summarize the scaling results obtained in ASDEX in the transition regime $P_{NI} \sim P_{OH}$. Plotted is $\tau_E$ (deduced from a carefully compensated diamagnetic loop) versus density (Fig. 1a, b for a $D^+$ and Fig. 2 for an $H^+$ plasma) for low and high $q_a$ and versus plasma current (Fig. 1c, d) for low and high density. The injection isotope is hydrogen.
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Ohmic phase: The data of Fig. 1a, b and Fig. 2 show both the linear region where $\tau_E \propto n_e$ and the saturation region where $\tau_E$ is rather independent of density. The comparison of low- and high-$q_a$-cases of Fig. 1a and b confirms the previously reported fact that the confinement improves with $q_a$ in the linear range but decreases with it in the saturation range /2/. A comparison of the results shown in Fig. 1a and 2 reveals that the Ohmic $\tau_E$-values are about the same in the linear range but differ in the saturation regime with $\tau_E^D/\tau_E^H = 1.3 - 1.5$. The result that the isotope mass affects $\tau_E$ only in the saturation regime may clarify the conflicting observations: Those tokamaks which operate predominantly in the linear range (small minor radius or low $B_T/R_o$) do not observe an isotope effect while clean divertor tokamaks which can run at high density and generally operate in the saturation region do.

Neutral injection phase: The net effect of NI is a general decrease of $\tau_E$ with beam power (L-regime). At low density, however, the $\tau_E$-values with one NI-source are comparable to (or even above) the Ohmic values and at high density they seem to continue the variation of the Ohmic data towards higher densities (see Fig. 1a). This deviant behavior at the edges of the density range may be attributed to the ion confinement: At low density, in the limit of $T_i > T_e$, $\tau_E$ approaches $\tau_{ei} \cdot P_i/P_{NI}$ ($\tau_{ei}$ is the electron-ion equilibration time, and $P_i/P_{NI}$ is the beam power fraction directly transferred to the ions). Decisive beam contributions to $\beta_p$ at low density enhancing $\tau_E$ can be ruled out. At high density, the confinement is determined by neoclassical ion heat conduction, which does not seem to degrade with beam heating /4/. The density dependence of $\tau_E$ vanishes gradually with beam power. At $P_{NI} = 0.45$ MW, the linear and saturation regions are still discernible, and the maximum in $\tau_E$ is shifted to higher density. At $P_{NI} = 1.32$ MW there is still a slight density dependence. The increased power, however, has enhanced the electron transport to such an extent that the ion transport does not play any role in the given density range and the OH $\tau_E$-values are no longer attained (Fig. 1a). At high $q_a$ (low plasma current), NI causes a loss of density dependence even at low beam power (Fig. 1b). This is partly due to the small density window accessible at high $q_a$. On the other hand, the $q_a$-enhancement of the OH values in the linear density range is easily offset because NI confinement favors high current. This is also shown by the current scaling of high density discharges (Fig. 1d) while the high current $\tau_E$-values are hardly affected at low density (Fig. 1c). Both the low and high density runs show the gradual transition into the linear $I_p$-scaling with NI.
Discussion: The degradation in confinement occurs both in the low density linear region but is more pronounced in the saturation region. The local transport analysis in the insulation zone, the density fall-off length in the scrape-off layer and the rise of the electron energy density in the plasma center after a sawtooth event indicate enhanced transport with NI over the whole plasma cross-section. It appears that the plasma is forced to locally adjust its transport properties.

It has been observed before /5/ that the electron temperature (and consequently the current density j) shows a remarkable profile conservation (termed profile consistency /6/) during beam heating. This property applies also to the density scans of Fig. 1a: The central electron temperature varies by a factor of 3 from 0.55 keV (high density, OH) to 1.8 keV (low density \( P_{NI} = 1.32 \text{ MW} \)) while the \( T_e \) profile parameter \( \alpha(T_e) = T_{eo}/(1-\alpha^2)^{0.5} \) scatters between 1.1 and 1.5. It appears that Ohmic heating conditions which link power deposition and the j-profile (Ohmic constraint) give rise to an optimal j-profile (e.g. due to the stability condition of macroscopic modes) yielding low transport. With the independent power deposition profiles of neutral injection, the plasma maintains the optimal current density profile by changing its transport properties. Peaked deposition causes a general rise in the thermal diffusivity \( \chi_e \) but low beam energy, off-axis deposition yields a remarkable reduction of \( \chi_e \) in the plasma core /7/.

The possible dependence of \( \chi_e \) not only on local parameters but also on a global consistency condition encouraged Goldston to quadratically add the Ohmic \( n_e q_a^{1/2} \)-scaling and the NI \( I_p \)-scaling which yielded a heuristic description of the saturation region of Ohmic confinement /5/. We have analyzed the scaling results presented here according to \( \tau_e^{-2} = (\tau_e^{OH})^{-2} + (\tau_e^{NI})^{-2} \) (equ. 1) with \( \tau_e^{OH} = C_1 n_e q_a^{0.5} \) and \( \tau_e^{NI} = C_2 I_p^{0.6} P_{NI} \). The coefficients \( C_1 \) and \( C_2 \) are obtained from fitting the OH-curve of Fig. 1a; the power dependence of \( \tau_e^{NI} \) is chosen according to the L-regime scaling at low beam power /3/.

The dashed lines in Fig. 1a-d represent the calculated values putting experimental data of \( n_e, I_p \) and the total OH and NI power into relation (1). Good agreement is found which indicates that non-local conditions (like profile effects) may affect confinement and that the L-regime of beam heated plasmas is the continuation of an OH scaling property to larger heating power. On the other hand, the saturation region of OH ASDEX plasmas can be explained by neoclassical ion transport /8/. The observed isotope dependence, however, which is common to both the OH saturation region and the L-scaling does not agree with neoclassical ion transport. It has to be tested whether the


different scaling relations can be reconciled incorporating the ion transport in the form $\tau^{-1} = (\tau_1^{-1} + (\tau_2^{-1} + (\tau_3^{-1})^{-1}$
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FORMATION OF DETACHED PLASMAS IN TFTR
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Many experiments indicate that tokamak plasma behaviour is influenced by the plasma edge region and some TFTR experiments have been motivated by this including those which remove the influence of the limiter by sudden vertical or horizontal movement [1] of the plasma column. In the experiment reported here, the plasma is detached from the limiter by reducing the plasma current while simultaneously injecting cold neutral deuterium gas. This paper documents one example of these detached plasmas but does not represent an exhaustive study of the phenomenon.

So far, the detached state has always been preceded by a MARFE [2]. Somehow the decaying plasma current and intense gas puffing helps to evolve the plasma from the MARFE into the detached condition. For the discharge in Fig. 1, the plasma is attached to the limiter when the current is 1.2 MA. The current was purposely reduced at a rate of .3 MA/sec and a MARFE formed at about 2 sec. The plasma density (as viewed horizontally through the plasma by a microwave interferometer) decreased rapidly causing (through the density feedback system) a large gas injection rate of 40 Torr-l/sec of D₂ during the MARFE. Separation of the plasma edge from the limiter seemed to start during the MARFE and increased as long as the current was being reduced (Fig. 2). When the current was held constant (e.g. after 3 sec in Fig. 1), then a 55 cm plasma remained detached from the 83 cm limiter (fig. 3) for the subsequent duration of the discharge (2 seconds).
Evidence that the plasma had actually detached from the plasma comes from the lack of observable density, electron temperature, or plasma radiation (Fig. 3) in the 20 cm wide region inside of the limiter radius. Some cold plasma might exist in the 20 cm in front of the limiter since for plasmas with $T_e < 50$ eV the Thomson Scattering System is not a good measure of density. Perhaps of more importance than the actual detachment is simply the formation of the highly radiating boundary which was thermally stable.

As expected by the lack of limiter or vessel contact, the impurity levels were low. The soft X-ray spectrum (Fig. 4) indicated no measurable high Z impurity peaks, and the inferred $Z_{\text{eff}}$ from the continuum enhancement (due to low Z impurities such as Carbon and Oxygen) was about 1.5. The neoclassical resistivity $Z_{\text{eff}}$ was 2.0. The visible bremsstrahlung $Z_{\text{eff}}$ levels were $\approx 2$ but it is possible that this may be enhanced by molecular hydrogen radiation which could be a feature of such plasmas. Readings of the residual gas analyzer taken 1 sec after the discharge indicated that the CO and methane peaks were an order of magnitude lower than for plasmas with limiter contact. All the radiation comes from the plasma edge (Fig. 2,3)

---

Fig. 1 Time evolution of the plasma current, $I$, surface voltage, line integral density, gas feed and central electron and ion temperature from the neutron emission for a detached plasma. $T_i(0) = T_e(0)$ in this detached plasma.
and it is more toroidally and poloidally symmetric than in limiter discharges. The gross energy confinement time is about 250 msec which is as high a confinement time as was achieved for TFTR a=55 cm limiter plasmas having similar conditions [3]. The density is 50% higher than was achieved with those limiter plasmas. All of the ohmic power eventually appeared as radiation with the bolometer actually measuring slightly more power than the ohmic input [which is probably a calibration uncertainty in the bolometer signals]. Analysis of the energy balance indicates that the plasma is near the ion dominated regime; ion conduction losses in the range of 2 → 5 Chang-Hinton values were the dominant energy transport mechanism to the radiating plasma boundary.

Several interesting ideas exist about the detached plasmas:

1) Can the plasma current be increased once the plasma is detached in order to form 2 MA plasmas with low impurity levels?
2) Does a gas blanket [4] exist which shields the plasma from the vessel?

3) Is the detached state actually a poloidally symmetric MARFE?

4) How do auxiliary heating and compression influence the detached plasma?
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Fig. 4 Soft X-ray signal taken at the TVTS time (4.8 sec).

Fig. 3 Electron temperature profiles (as measured by Thomson Scattering and cyclotron emission) and electron density profile for the detached plasma. The Abel inverted radiation power profile is shown with $n_0(r)$. Radiation levels $< .02$ watts/cm$^2$ have been suppressed.

Fig. 5 Total energy confinement time for the detached plasma at the TVTS time plotted against the TFTR ohmic scaling law [3].
ABSTRACT - Ion temperature measurements for ohmically heated and neutral-beam heated plasmas are discussed. For ohmic plasmas an empirical scaling expression for the central ion temperature is obtained by regression analysis of data from TFTR and other tokamaks. For neutral-beam heating of target plasmas with $n_e \geq 2 \times 10^{19} \text{ m}^{-3}$, the observed ion heating efficiency is $\xi_i = \Delta T_i(0) \frac{n_e}{P_{\text{abs}}} = 1.5 \times 10^{19} \text{ keV m}^{-3} \text{ MW}^{-1}$. Measurements of toroidal rotation velocity and fast-ion energy distributions are also reported.

INTRODUCTION - The central ion temperature ($T_i$) in TFTR was obtained from measurements of the Doppler broadening of the Ti XXI $K\alpha$ line, the total neutron emission, and the neutral energy distribution measured by passive charge exchange (cx). For deuterium ohmic and $\text{H}^0+\text{D}^+$ beam-heated plasmas, ion temperatures are provided by all three methods. For neutral beam heating with $\text{D}^0+\text{H}^+$, the Ti XXI $K\alpha$ Doppler broadening and the mass-resolved charge exchange diagnostics were used while for $\text{D}^0+\text{D}^+$ only the Ti XXI $K\alpha$ Doppler broadening technique remained viable for measurement of the ion temperature.

RESULTS - For ohmic discharges, a data base of TFTR ion temperatures was combined with other tokamak data in a regression analysis to yield an empirical scaling relation for the central ion temperature as shown in Fig. 1, $T_i = 0.42 B_T^{0.42} R^{0.70} n_e^{0.13} A^{-0.33} A^{-0.25}$, where $A$ is the atomic mass. For the TFTR data, the chord-measured Ti XXI $K\alpha$ Doppler broadening measurements of the $T_i$ were used. Reasonable agreement is noted between measured and scaled values of $T_i$ for order of magnitude variations in most of the data base parameters listed in Fig. 1.

Neutral beam heating experiments \cite{1,2} ($\text{D}^0+\text{H}^+$ and $\text{D}^0+\text{D}^+$) were performed at deuterium beam powers up to 6.3 MW and injection energy up to 80 keV. An example of the ion heating results is shown in Fig. 2 for a scan in beam power with constant line average density ($\bar{n}_e = 4.5 \times 10^{19} \text{ m}^{-3}$) existing at the end. 

Plasma Physics Laboratory, Princeton University
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of the beam injection period. From this plot and other data not shown, the observed ion heating efficiency is $\xi_i = \frac{\Delta T_i}{T_i(0)} \frac{n_i}{P_{abs}} = 1.5 \pm 0.2 \left(10^{19} \text{ keV m}^{-3}\text{MW}^{-1}\right)$. The heating efficiency obtained in TFTR is roughly consistent with the PLT value ($\xi_i = 4$) [3] if one assumes that the local energy transport coefficients are independent of plasma size ($\xi_i = 1/R$).

For $\text{D}^+\text{H}^+$ beam heating experiments at low plasma target density ($n_e \lesssim 1.2 \times 10^{19} \text{ m}^{-3}$), the impurity $T_i$ measured by the Ka Doppler broadening diagnostic ($T_i > 10 \text{ keV}$) significantly exceeds the hydrogen species $T_i$ measured by charge exchange ($T_{icx} < 6.5 \text{ keV}$). At these low densities, the differential coupling of beam power to the various ion species can produce impurity ion temperatures which exceed the central $T_i$ of the hydrogen ions by up to 30% [3]. The expected chordal cx energy spectrum is simulated numerically to treat the effects of: (1) plasma opacity and the radially varying neutral density; (2) a neoclassical-like ion temperature profile; and (3) depletion of the central thermal ion density by fast ions and impurities. There is also a small correction to the Doppler broadening $T_i$ measurement due to profile effects. In some cases, application of these corrections to the diagnostic measurements yields $T_i$ values that are consistent with the expected impurity-hydrogen temperature difference. In other cases, it is difficult to obtain agreement without invoking a hollow $n_H(r)$ profile during $\text{D}^+\text{H}^+$ heating, or damping of toroidal rotational energy into the impurities. Toroidal rotation velocities up to $6 \times 10^5 \text{ m/s}$ were observed by measurement of the Doppler shift of the Ti XXI Ka line. Extensions in theoretical analysis and transport modeling may be necessary for satisfactory understanding of this 'energetic ion' regime.

Fast neutral spectra were measured for a wide range of neutral beam injection experiments by a tangentially viewing charge exchange analyzer. Shown in Fig. 3 is the tangential fast neutral spectra resulting from injection of 80 keV neutral beams until $t = 2.500 \text{ s}$, followed by adiabatic major-radius compression (compression ratio $C = 1.38$). Immediately after compression, fast ions are observed up to 150 keV, consistent with the maximum $C^2$ acceleration predicted for ions moving exactly along the magnetic field. The predictions of a Fokker-Planck simulation (dashed curves) incorporating classical slowing down and magnetic compression are in good agreement with the measured charge exchange spectra (solid curves). Due to the rapid change of local neutral density following compression, the measured and calculated distributions are normalized in amplitude for each energy spectrum in Fig. 3.
DISCUSSION - Since the observed Ka line emission arises predominantly from the plasma core, the correction to the chord-measured ion temperature for radial variation of the $T_i$ is typically small ($\leq 8\%$). Broadening of the resonance line due to dielectronic satellites is negligible when the electron temperature exceeds 1.3 keV. The correction to the $T_{\text{OX}}$ for plasma opacity was examined both by comparison of the data with the other $T_i$ measurements and by the numerical simulation of the charge exchange chordal measurements. In ohmic plasmas, agreement was observed in the scaling of the correction factor with increasing line-integral density, but the numerically-predicted opacity factor on $T_i$ was consistently larger by $\sim 15\%$. The typical charge exchange opacity correction ranged from $<15\%$ at $\int n_e dz \lesssim 2 \times 10^{19}$ m$^{-2}$ up to $\sim 60\%$ for $\int n_e dz = 6 \times 10^{19}$ m$^{-2}$. After correction, the passive $T_{\text{OX}}$ is in agreement with the neutron emission and Ti XXI Ka Doppler broadening $T_i$ results to within $\pm 15\%$ under plasma conditions which permit simultaneous application of these diagnostics.

During neutral beam injection, additional corrections to the $T_i$ measurements with the Ti XXI Ka Doppler broadening must be addressed. The horizontally viewing sightline for the Ti XXI Ka diagnostic is offset by an angle of 22° relative to the centerline of the machine to provide measurements of the toroidal rotation velocity using the Doppler shift of the Ti XXI Ka line. Modeling of the Ti XXI Ka line profile distortion due to shear in the toroidal rotation velocity shows only a minor effect on the Ti measurement ($<10\%$). The correction is small primarily because the Ti XXI Ka line emission is core-dominated.
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Fig. 1 $T_i$ regression analysis for ohmic plasmas.

Fig. 2 Ion heating with beam injection on TFTR.

Fig. 3 Fast-ion energy distributions during adiabatic compression.
ON LIMIT $\beta$ IN A TOKAMAK WITH STRONG FIELD
AND WITH ADIABATIC PLASMA COMPRESSION

L.M. Degtyarev, S.Yu. Medvedev
M.V. Keldysh Institute of Applied Mathematics,
Academy of Sciences, USSR
S.V. Putvinskij, V.A. Chuyanov
I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

A knowledge of plasma behaviour in the range of thermonuclear parameters is necessary to design the fusion tokamak-reactor. At present there are no reliable experimental data on limit $\beta$ and energy confinement times in plasma with thermonuclear temperatures. The transition to a regime in which a powerful source of additional heating—thermonuclear reactions—appears can result in some new physical phenomena unpredicted beforehand. It seems to be expedient to study these phenomena at special facilities, where the use of a strong magnetic field allows to reduce their scale and power consumption. An experiment of such a type based on a tokamak with strong field and with adiabatic plasma compression was suggested in [1,2,3]. The combined adiabatic plasma compression along the minor radius (compression coefficient $C_\alpha = 2.5$) first and then along the major radius (compression coefficient $C_R = 2.5$) is suggested as the main technique of heating. An auxiliary plasma heating by neutral injection and ICRH with the total power $P \approx 2$ MW is used before adiabatic compression.

The cross-section of a vacuum chamber and the positions of plasma at different stages of adiabatic compression are shown in Fig. 1. A change in the major and minor radii of the plasma column in the process of compression and a quantity

$$\beta = 2 \int_0^1 \int_0^1 \int_0^{B_T} \frac{dV}{\int_0^{B_T} dV},$$

where, $B_T$ is the toroidal field, $p$ is the plasma pressure, integration is made over the plasma volume, are shown in Fig. 2. Under compression along the minor radius, $\beta$ drops as $P/B_T^2 \sim B_T^{-1/3}$, and it rises again under compression along the major radius. In case of a combined compression, $\beta = \beta_0 C_{R}^{4/3} C_{R}^{-1/3}$.

The main goal of the experiment is to obtain and to study a plasma in which the fusion power exceeds the power of losses. It seems to be important to obtain plasma with maximum $\beta$ at a fi-
nute compressed stage, as $Q \sim n^2 \beta^2$ at a given finite-stage temperature $T = 7$ keV. A value of $\beta$ can be limited not only by the stability condition at a finite compressed stage but by that at all intermediate stages of the equilibrium evolution under compression. Not only internal plasma parameters but the disposition of a conducting wall respective to the plasma edge are changed at the plasma column displacement.

The results of the calculations on limit $\beta$ respective to the ballooning and ideal kink modes for tokamak with a strong magnetic field and with adiabatic plasma compression are given. It has been considered that the development of hydromagnetic instabilities should rapidly rearrange the plasma pressure profile; therefore, the pressure profile has been optimized in the calculations of limit $\beta$. A two-stage optimization of the equilibrium configuration has been used, an optimization of the pressure profile respective to the stability against the low scale ballooning modes [4] has been done at the first stage. The equilibrium obtained has been used at the second stage of optimization. At this stage, the stability against external kink modes $n = 1, 2, \ldots$ has been verified. If the equilibrium optimized with respect to the ballooning modes has been found to be unstable, the distribution $\beta(\psi)$ has been varied to reach stability against all the modes.

In the calculations of stability, the proper displacements and increments in the linear problem have been determined by the variational principle. In calculations it has been considered that $q=1.1$ at the axis and $q_s$ at the boundary has been changed due to a variation in the current profile.

A solid line in Fig.3 shows the limit $\beta$ at different stages of the plasma column compression. A dashed line in the same figure shows the limit $\beta$, when the vacuum chamber is absent, a dotted line shows the limit $\beta$ for ballooning modes. One can see that the presence of a close conducting wall at the external contour of the torus stabilizes the kink modes at the initial non-compressed state, the stability is determined by the ballooning modes. After the compression along the minor radius, the wall is remoted from the plasma surface and, practically, does not affect its stability. After the compression along the major
radius, the plasma column approaches the wall again, but the wall is located at the internal contour in this case, and its stabilizing role is not great. This results in that the limit betas at a finite stage are provided by kink modes, and the $\beta$-values are found to be 1.5-times lower than those for the ballooning modes. A change in $\beta$ under combined plasma compression in tokamak with a strong field and with adiabatic compression is shown in Fig.3 as an illustration. One can see that the limitation on $\beta$ is imposed at a final stage after all compressions. In order to reach limit $\beta$ at a final stage, one should have a plasma with $\beta<\beta_0$ before compression. This value is considerably lower than the plasma stability limit at the initial stage. The result given in Fig.3 has been obtained for $q_s=2.24$, and it is not changed qualitatively at a variation in $q_s$. Note that the finite values $\beta=2\%$ correspond to $\beta$ at the axis equal 6\%.
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Fig.1. Conducting vacuum chamber (4) and the positions of plasma under combined compression. 1 - before compression, 2 - after compression along the minor radius, 3 - after compression along the major radius.
Fig. 2. Changes in $R$, $a$, and in $\beta$ under plasma compression.

$t_1 < t < t_2$ - compression along the minor radius,

$t_2 < t < t_3$ - compression along the major radius.

Fig. 3. Limit for hydromagnetic stability under compression.

- - - - - limit $\beta$ with respect to the ballooning modes,

- - - - limit $\beta$ with respect to the ballooning and kink modes with due regard for the chamber,

- - - - limit $\beta$ with respect to the ballooning and kink modes without regard for the chamber,

- - - - actual change in $\beta$ under adiabatic compression.
Electron density profile dependence on plasma parameters on T-10.

Vasin N.L., Kurchatov Institute of Atomic Energy, Moscow

The electron density profiles across the plasma column, $N_e(r)$, on T-10 were measured in a wide range of the discharge parameters /1,2,3/. However, the different initial conditions (conditioning of the chamber, material of the limiter, radius of the limiter) did not allow to come to the dependencies of $n_e(r)$ on the discharge parameters.

The studies of $N_e(r)$ vs. plasma parameters on T-10 were done within a wide range of parameters at the same $r_L$ and under identical conditioning of the chamber.

As these studies were made simultaneously with the experiments on electron heat conduction described in /3/, we used the same regime identification. One additional regime, not included into /3/, was added.

I. Diagnostics, regimes.

The electron density distribution was determined by a phase shift in the electromagnetic wave passing through plasma with a multichannel quasi-optical interferometer. The total error in the measurement along any chord was 0.25 radian and it did not depend on the absolute value of a phase shift measured.

The specific feature of a given experiment was that the ICRH-antenna was placed in the same cross section of the torus, where the density measurements were made. That antenna (Fig.1) occupied $1/3$ of the chamber circumference, that reduced the number of diagnostic channels from 8 to 6.

A standard set of diagnostics for T-10 was used to measure other plasma parameters. All the regimes were divided into six groups. The main parameters of those regimes are given in Table I based on the results from /3/, where the same symbols are used.

II. Results of the measurements.

The main experimental data were obtained at simultaneous diagnostics through six channels. The impact parameters in diag-
Nostrics were (see Fig. 1) -30, -21, -12, -3, 6, 15 cm. For each group of regimes the data obtained in 20-30 shots were processed.

The results of the experimental data processing for a stationary stage of the discharge have shown that a change of the absolute phase shift in time makes an analysis of the profile evolution difficult. Therefore, such an analysis is made in the more convenient normalized form. Here and later, the normalization by a phase shift along the chord \( x = -3 \) cm is used. Such an analysis of the phase measurements has shown that the profile shape is well conserved for all the six regime groups, as it is shown for one of the regimes in Fig. 2a(b). This result allows to perform the processing for the same instant of time and, if necessary, to normalize the result by a phase shift along the central chord.

A shape of the phase profile, \( \Phi (r) \), is also well conserved from shot to shot in each group, that allows us to introduce the idea of averaged profile for a group.

The averaging has been made over the normalized values to provide an easy control over the profile configuration reproducibility. An illustration of a given procedure for a few shots is given in Fig. 3. In the processing of the whole train of pulses, it has been found out that an average quadratic error of non-reproducibility along any of the chords is less than the errors in the phase measurements (i.e., less than \( 0.25 \text{rad}/\Phi (r) \)).

The experiments were partly repeated without the ICHM-antenna to obtain an information on the second gradient area of the density profile. The normalized phase profiles well coincide with those obtained previously along six chords.

The data on the phase measurements in six groups of shots are given in Fig. 4. The phase renormalization by a maximum in the curve approximating the experimental points is made in this Figure.

A dependence of the \( \Phi (r) \)-profile on the safety factor at the limiter, \( q_L \), is well seen in Fig. 4. From the comparison between the \( \Phi (r) \)-profiles obtained and the data given in Table I, one can see that the profile configuration mainly depends on \( q_L \), and does not depend on such parameters as: plasma current, \( I_p \), longi-
The fact that the profile configuration at a stationary stage does not depend on the current configuration pre-evolution (or that is the same on $q_L$). $I(p)$ in two discharges with $q_L=7$ obtained in different manner are given in Fig. 4.

The results of the $N_e(r)$-processing are shown in a normalized form in Fig. 5 for the moments of time pointed by arrows. One can see that these profiles coincide, except of the plasma column displacement along the major radius.

A preliminary processing of the experimental data allows to find out some qualitative dependencies in the $\Phi(r)$-behaviour on the discharge parameters and, in this way, to exclude the possible errors related to the solution of an inverse problem reproduction of $N_e(r)$ by the phase measurements.

The data obtained on the density profile are well approximated by a polynomial of the form: $N_e(r)=N_0\left(1-\frac{r}{\alpha}\right)^b$. This approximation is made in the polar coordinates, i.e. without account of the displacement of internal magnetic surfaces. The results of such an approximation are given in Table I.

### III. Brief conclusions.

1. The profile configuration is conserved at a stationary stage of the discharge.

2. The density profile depends on the safety factor at the limiter and the greater is $q_L$, the steeper is the profile (see Fig. 5).

3. The density profile is determined by the position of a limiter and such a large heterogeneity as the ICRH-antenna does not distort it.

4. The electron density profile does not depend on the technique of shaping the current, it depends on $q_L$ only under the same initial conditions.

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_p/\kappa$</td>
<td>435-440</td>
<td>435-440</td>
<td>240</td>
<td>240</td>
<td>580</td>
<td>380</td>
</tr>
<tr>
<td>$Hz/\kappa$</td>
<td>30</td>
<td>30</td>
<td>16</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>$b$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3/2</td>
<td>3/2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table I.
References.
PLASMA CURRENT DENSITY SHAPING AT THE INITIAL STAGE OF DISCHARGE ON T-10

V.A. Gulyaev, B.S. Levkov, G.E. Notkin;
I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

An increase in the plasma current in tokamak and the regimes with a low safety factor $q$ at the limiter ($q \sim 2$) are prevented by the development of the so-called disruptive instability. The leading role of helical perturbations in the development of a given instability, in which the $m/n = 2/1$ mode is a decisive one, is universally adopted.

The experiments on T-10 show that the modes with $m/n = 4/1$, $5/1$, etc., do not result in the disruptive instability, perturbing insignificantly the plasma column. The $m/n = 3/1$ mode by itself does not induce the current disruption, but it can serve as a triggering pulse for developing the $m/n = 2/1$ mode. It is necessary to profile the plasma current density in such a way that it would be sufficiently peaked at a stage of the breakdown and current rise to exclude the development of the $m/n = 3/1$ mode and, at the same time, rather wide to exclude an excessive development of the $m/n = 2/1$ mode.

As it follows from the experiments, it can be obtained by shaping the plasma current density profile with a gas puffing regulation.

For the program of a plasma current change at the initial stage of discharge (breakdown $\frac{dI_p}{dt} \approx 5 \times 10$ MA/sec, plasma current rise with a constant rate $\frac{dI_p}{dt} \approx 1$ MA/sec), the problem is reduced to a proper choice of an initial gas pressure in the chamber at a breakdown in plasma $(P_0)$ and to that of a gas puffing at the current rise stage (see /1/). For a given current rise rate $\frac{dI_p}{dt}$ (determining a rate of the current channel expansion due to the skin-effect), one should choose such a gas puffing (determining a rate of the current channel radius decrease due to a cooling of the periphery) at which the current channel expansion will provide a constant $q$ at the current channel boundary. In this case, the most sensitive parameter of the current density profile is an amplitude of the $m/n = 2/1$ mode.
A problem of the proper gas inflow choice at a stage of the current rise under varying vacuum conditions is especially difficult in the presence of a sorbing graphite limiter. It has been solved with a feed-back control system (PCS), using the \( m/n = 2/1 \) mode amplitude as a controlled value and the gas puffing as a control action (see /2/). The system has been reliably operated up to \( 1.7 \text{ MA/sec} \).

An analysis of the MHD-activity at a breakdown shows that a picture of the current density profile shaping is true even at \( \frac{dI_p}{dt} \approx 5 \times 10 \text{ MA/sec} \). In this case, the gas flow to the plasma column boundary is determined by an initial pressure \( P_{\text{in}} \).

If \( P_{\text{in}} \) exceeds a certain value, the discharge with high amplitude of the \( m/n = 2/1 \) mode will be observed from the very beginning, that will be resulted in the current disruption, in spite of the fact, that PCS completely cuts-off the gas puffing. If \( P_{\text{in}} \) is lower than a certain critical value, MHD-activity will manifest itself from the very beginning as separate frequent bursts with rising amplitudes (the \( m/n = 2/1, 3/1, 4/1 \) and higher modes are observed in these bursts), PCS will not be able to prevent the \( m/n = 3/1 \) mode development, and this will also be resulted in the plasma current disruption. I.e. as soon as the MHD-instability regime starts at the beginning of the plasma discharge, the second mode PCS is not able to interrupt its development. A proper choice of the initial pressure, \( P_{\text{in}} \), is difficult because of a lack of information on the saturation of the liner walls and limiter with the working gas and with impurities, as the gas puffing into plasma at a breakdown is mainly determined by two components:

\[
P_{\text{in}} = P_{\text{inv}} + P_{\text{wl}}
\]

where, \( P_{\text{inv}} \) is the pressure produced by an initial (preliminary) gas puffing through the valve; \( P_{\text{wl}} \) is the pressure produced by a gas puffing from the walls and from the limiter at a break-down.

Thus, there is a necessity in the diagnosis of a limiter condition and in that of the tokamak chamber walls before the discharge as well as the necessity in providing initial pressure (before discharge) \( P_{\text{in}} \), dependent on that condition.

For solving this problem on T-10, a preliminary discharge with a special diagnostic capacitor bank is performed before
the main discharge in plasma, at a low initial diagnostic gas puffing. The power of radiation losses from plasma ($W_p$) at a break-down serves as an indicator of the wall and limiter condition. A radiation loss signal from a pyroelectric sensor depends on the pressure of a gas entering plasma (see /3/), at a break-down of the gas. The general gas condition of the chamber is determined by a peak of the signal from the sensor during the diagnostic discharge. As a height of the diagnostic signal peak from the sensor (for a given volume and at a given break-down voltage) in an operating range is directly proportional to $P_{in}$ (without taking account of the diagnostic gas pressure) and the peak signal from the sensor in the main discharge is directly proportional to $P_{in}$, one can approximately write:

$$U_p = \frac{k_1}{k_2} \left[ K_1 (K_2 - K_3 U_{pd}) + K_3 U_{pd} \right]$$

where, $U_p$ is the peak signal from the radiation loss sensor at the main break-down in plasma; $U_{pd}$ is the peak signal from the radiation loss sensor at the diagnostic discharge; $k_1, k_2, k_3$ are the dimensional proportionality factors.

Proceeding from this, a preliminary gas puffing is made according to:

$$P_{in} = K_1 (K_2 - K_3 U_{pd})$$

where, $K_1, K_2, K_3$ are the dimensional transfer coefficients, to stabilize $U_p$ at its rated value, $U_p = U_{p \text{ rated}} = \text{const.}$

The algorithm described was realized in the feedforward control system based on radiation losses from plasma at a break-down. A larger preliminary gas inflow is made at a less saturation of the walls and the limiter with a working gas and with impurities (at a lower $U_{pd}$), a smaller one, at a greater saturation (at a higher $U_{pd}$). Thus, with some approximation one can write:

$$U_p = \frac{4}{k_1} \left[ K_1 (K_2 - K_3 U_{pd}) + K_3 U_{pd} \right].$$

The oscillogram of two typical discharges with radiation loss feedforward system in operation is shown in Fig.1. Here are the discharges No 36425 and No 36426. $I_p = 340 \text{ kA}, B_z = 25 \text{ kOe}$.

The switching of a given system on decreases about two times the spread between the limit radiation loss peaks respective to their average value at the break-downs.
The MHD-second mode feedback system and the radiation loss feedforward system were in operation at \( \frac{dI_p}{dt} \leq 1.7 \text{ MA/sec}, E_z = 15 \pm 30 \text{ kOe}, I_p = 100 \pm 560 \text{ kA}, q_L = 2.9 \pm 1.8 \). A number of stable discharges noticeably rises with given systems in operation.

The results of the work done can be summarized in the following way:
- a possibility of shaping the plasma current density profile at the current rise stage via the control over the second MHD-mode with a gas puffing has been shown;
- a diagnostics to determine the saturation of the walls and the limiter with the working gas and with the impurities before discharge has been developed;
- a possibility of controlling the radiation losses from plasma at a break-down with a gas puffing has been shown;
- the plasma discharge stability has been raised.
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Fig. 1. Oscillogram of the discharges with radiation loss feedforward control system in operation.
- \( U_v \) is the voltage to the gas puffing valve;
- a is the signal from a sensor during the diagnostic discharge;
- b is the signal from a sensor during the operating (main) discharge in plasma;
- c is the duration of a control voltage to the preliminary gas puffing valve
LOCAL PARTICLE BALANCE IN A TOKAMAK WITH MAGNETIC COMPRESSION - TUMAN-2A


(Physical-Technical Institute, Leningrad, USSR)

1. Absolutely calibrated measurements of the spectral line intensities for impurity ions (C and O) and neutral hydrogen (H\textsubscript{0}) have been performed during ohmic heating (OH) and compression (C) in the tokamak TUMAN-2A (see, e.g., Ref. /1/ and another our paper at this Conference). Two devices were used. The H\textsubscript{\alpha} intensity was measured by a polychromator /2/ scanning the plasma cross section. Usually, it was used in the Thomson scattering measurements.

The absolute calibration of the VUV - monochromator (500 < \lambda < 3000 Å) was made by comparing a part of the spectrum (1000 < \lambda < 1800 Å) with the bolometer signal of which the corresponding spectrum part was separated by means of LiF and quartz filters. The monochromator did not scan the cross section, and shapes of the radial profiles of H\textsubscript{0} and ion emission were taken from /3-4/. But this uncertainty has been shown not to deteriorate the further results strongly.

Based on spectroscopical measurements, atom and ion density calculations were made using data from /5/.

The hydrogen puffing was performed in two locations along the torus: near the polychromator or near the monochromator, the toroidal angle 60° being between these points.

2. The non-uniformities of H\textsubscript{\alpha} radiation were observed in both toroidal and poloidal direction, the first of them being due to the puffing. The poloidal asymmetry was rather expressed during OH. The maximum of the radiation was at the side where locally trapped ions drifted to. A symmetrization of the H\textsubscript{\alpha} intensity space distribution occurred during the compression. Perhaps, the asymmetry was caused by the recycling poloidal non-uniformity. In the further treatment, the H\textsubscript{\alpha} intensity was averaged over both coordinate angles.
The puffing itself has been found to play a little role in the particle balance as compared with the recycling (less than 20%). However, the hydrogen recycling intensity depends on puffing power and varies during the discharge. The shape of $n_{H_2}(r)$ profile turns out to be close to that obtained by the charge-exchange diagnostics in TUNAN-2A /3/. The measurements carried out by both spectroscopic devices yield coincidental values of $n_{H_2}$. But, they are almost by the order of magnitude greater than those obtained in /3/.

3. The specific powers of electron sources due to ionization of $H^0$, $C$ and $O$-ions ($I_{H_2}$, $I_{C}$, $I_{O}$, respectively, $I_e = I_{H_2} + I_{C} + I_{O}$) are plotted versus $r$ in Fig.1. One can see that at $Z_{eff} > 3$ the ionization of impurities becomes the main electron source in the inner parts of the plasma column.

The fluxes of the different ions were calculated from the ion density radial profiles using ionization equilibrium equations (see, e.g., Ref. /6/). After subtracting neoclassical pinch influx, the values of the anomalous transport fluxes and then the radial profiles of the anomalous diffusion coefficient for ions, $D_{A}^A(r)$, were computed. The plasma diffusion effective coefficient, $D_{eff}$, was calculated using the electron balance equation,

$$\int I_e(z)z \, dz \frac{2}{n_e(z)z \, dz} = \frac{D_{eff}}{\sigma n_e}.$$

In Fig.2, $D_{A}^A + 6(r)$ for the most abundant ion $O^{+6}$ is compared with $D_{eff}(r)$ (in $D_{eff}$ the neoclassical part is negligible). They are seen to be close.

$D_{eff}(r)$ - profiles at the different plasma densities are presented in Fig.3. $D_{eff}$ seems to follow the "Alcator scaling" (see, e.g., /6/) like the anomalous electron heat conductivity, $D_{eff} \sim 1/n_e$.

In previous our papers (see, e.g., /1/) we dealt with an effective electron heat conductivity coefficient: $\bar{\chi}_{eff} = \bar{\chi} + (5n_e D_{eff} \chi n_e)/(2\alpha n_e T_e)$. In Fig.4 $\bar{\chi}_{eff}$ and $(5n_e D_{eff} \chi n_e)/(2\alpha n_e T_e)$ are compared. Their radial profiles are similar, the heat transport with particles makes $30-70\%$
of the whole heat flux. Fig. 4b demonstrates a case when the magnetic island with \( m = 5 \) arises and develops during the compression (see Ref. /1/, case B). In \( \tau_{\text{eff}}(r) \) it reveals itself by a pronounced maximum. The similar maximum occurs also in the radial distribution of \( (5eD_{\text{eff}}/\rho n_e)/(2\rho n T_e) \).

4. Conclusion. The method of a VUV – monochromator absolute calibration using a bolometer is developed. In discharges with \( Z_{\text{eff}} > 3 \), the impurity electron sources play dominant role in the internal parts of the plasma column. In the anomalous transport regime (like "Alcator scaling" transport), the anomalous diffusion coefficients of ions are close to those of the whole plasma; the density dependence of the diffusion coefficient is the same as for the heat conductivity, \( D_{\text{eff}} \sim 1/n_e \); about half the heat flux is transported with the flux of particles. Appearance of the magnetic islands increases the particle transport approximately as well as heat one.
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EXPERIMENTS ON R-COMPRESSION AND ICR HEATING IN TOKAMAK "TUMAN-3"

Askinasi L.G., Golant V.E., Goncharov S.G., Gryazneviich M.P.,
Gusev V.K., Dyachenko V.V., Izvozchikov A.B., Krikunov S.V.,
Lebedev S.V., Lipin B.M., Pavlov I.P., Razdobarin G.T.,
Rozhdestvenskij V.V., Sakharov N.V., Khalilov M.A.,
Chernyshev F.V., Shakhovetz K.G., Shoherbinin O.N.,

A.F. Ioffe Physico-Technical Institute, Leningrad, USSR
*D.V. Efremov Institute for Electrophysical Equipment, Leningrad

The previous experiments carried out on "Tuman-3"/1,2/ and
"Tuman-2"/3/ have demonstrated high efficiency of the magnetic
compression technique for plasma heating in tokamaks. However
the experiments on ATC/4/ and TFTR/5/ as well as the experiments
on combined R- and a-compression on "Tuman-3"/6/ showed decreasing
energy and particle life time owing to compression along
the major radius. The first part of this paper gives preliminary
results of the strong R-compression (R_o/R_c ~ 1.5) on tokamak Tuman3.

A serious disadvantage of the Tuman -3 experiments is the low
plasma parameters in the Ohmic heating. That is why the ICRF
heating was used as an additional heating method at the precom-
pressed stage of the discharge. The first results of this experi-
ment is presented in the second part of the paper.

I. R-compression. The Ohmic stage used in the experiments had
the following parameters: R_o = 0.53 m, B_t = 1.0 T, I_p = 45 kA, n_e =
1x10^{13} cm^{-3}. The smaller radius of the plasma torus was limited
by two horizontal rail limiters with a 0.26m distance between
them. The electron temperature measured by soft X-ray technique
was equal to 200-300 eV before compression. The ion temperature
by CX-diagnostic was equal to 150 eV.

The plasma column was shifted to the radius R_c = 0.45 m in the
stationary phase of the discharge 20 msec after the beginning by
means of the special program in the control system of the plasma
equilibrium and the discharge of the additional capacity bank on
the control field winding. The compression time was not larger than 5 msec. Typical discharge oscillograms are shown in Fig.1. The current axis displacement was 18-20 cm. It is worth noting that the system used for feeding the transformer for Ohmic heating did not permit to increase the plasma current according to poloidal flux conservation requirement, that means \( I_c = I_o R_o/R_c \).

So some experiments were carried out with not sufficiently large current increase during the compression. In the rest of the experiments an additional capacitor maintaining the loop voltage was used for higher plasma current.

Fig.2 shows the chord density measurements versus the major radius position in the initial stage (curve 1) and in the shifted column (curve 2). After the displacement a fast decrease of density takes place which indicates the particle lifetime deterioration. The ion heating after the compression is close to the adiabatic law. But the ion temperature decreased rapidly in the postcompression stage. Fig.3 shows the time dependence of the ion temperature for various analyser inclination angles. Also the scheme of the measurements is presented which gives the opportunity to determine the distance between the plasma column axis and the line of observation before and after the displacement.

An essential question is how the recycling influences plasma parameters at fast removal of plasma column from the limiters. In our experiments it was possible to carry out the compression both with rail limiters and without them. In the last case the velocity of plasma removal from the limiter is much higher. None the less there was no difference in plasma behaviour in these two cases.

II. ICRF heating. For ICRF heating experiments an all-metal antenna of TFR type was installed through a horizontal port of the chamber at the low field side. The width of the RF current conductor was 45 mm and poloidal angle of the antenna was 70°. The experiments were conducted on deuterium-hydrogen mixture. For operating frequency 8 MHz the hydrogen resonance layer was placed near the plasma center at \( B_t = 0.52 \) T. The RF power input was 100-150 kW and pulse duration was 10 msec.

During the RF pulse the loop voltage and plasma density increased on 20-30% and 50-80% respectively. The proton energy spectrum
was distorted strongly due to appearance of high energy particles up to 10 keV. Fig. 4 shows the increase of deuterium and hydrogen temperatures as a function of relative hydrogen concentration calculated from maxwellian parts of the energy spectra. The initial plasma parameters for the case were the following: $T_{i0} = 120$ eV, $n_e = 2 \times 10^{13}$ cm$^{-3}$, $B_t = 0.45$ T. The OX spectra for $B_t = 0.6$ T are presented in Fig. 5. It is seen that the heating efficiency increased with magnetic field and plasma density.

Sharp dependence on plasma parameters was found for electron heating. The maximum increase of $T_e$ was registered at $B_t = 0.6$ T and $n_p/n_e = 20\%$, when the ion-ion hybrid resonance was placed near the axis. Fig. 6 shows the $T_e$ distribution measured by Thomson scattering. It is interesting to note that the electron heating was obtained by exiting the FMS waves from the LF side of the torus. It can be explained by comparatively narrow evanescence region in our experimental condition. At present much attention is paid to increase the RF power input. The utilisation of RF heating before the compression will give the opportunity to rise the adiabatic compression efficiency.
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DIFFICULTIES WITH THE ESTABLISHING OF "GAS BLANKETS" AT THE BORDER OF MAGNETICALLY CONFINED PLASMAS

A. Sestero
Associazione EURATOM-ENEA sulla Fusione, Centro Ricerche Energia Frascati, C.P. 65 - 00044 Frascati, Rome, Italy

A. Nocentini
NET Team, c/o Institut für Plasmaphysik, Garching

ABSTRACT

The possibility of establishing a "gas blanket" at the border of a magnetically confined plasma is investigated with the help of an appropriate one-dimensional transport code. The results obtained suggest the conclusion that gas blanket features cannot in general be steadily maintained, not even under the form provided by the suitably weakened, "generalized" definition of gas blanket which is discussed in the paper.

THE TRANSPORT MODEL

A border plasma layer, within which the transport of energy by neutrals is more conspicuous than the transport of energy by ions and electrons, for the sake of convenience will be here said to constitute a generalized gas blanket. In the present paper the possibility of occurrence of such border plasma conditions is investigated. We consider the following set of transport equations:

\[
\begin{align*}
\frac{\partial N_i}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} (r \Gamma_i) &= S_i \\
\frac{\partial N_n}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} (r \Gamma_n) &= S_n \\
\frac{3}{2} \frac{\partial}{\partial t} (N_e T_e) + \frac{1}{r} \frac{\partial}{\partial r} (r Q_e) &= W_e \\
\frac{3}{2} \frac{\partial}{\partial t} [(N_i + N_n) T_i] + \frac{1}{r} \frac{\partial}{\partial r} [r(Q_i + Q_n)] &= W_i + W_n
\end{align*}
\]

where - with obvious meaning of the indices "e" (for electrons), "i" (for ions), and "n" (for neutrals) - the N's are particle densities, the \( \Gamma \)'s are particle fluxes in the radial direction, the S's are particle sources, the T's are temperatures, the Q's are energy fluxes in the radial direction (with Q_e not including the latent heat of ionization), the W's are energy sources, and where one has, furthermore, \( S_e = S_i \) (charge conservation), \( N_e = N_i \) (charge
neutrality), \( \Gamma = \Gamma \) (ambipolarity of charged particle fluxes), \( S_i + S_e = 0 \) (particle conservation), and \( T_n = T_i \) (strong collisional coupling between neutrals and ions).

The transport fluxes associated with the charged particle species - namely, the quantities \( \Gamma_i (= \Gamma) \), \( Q_i \) and \( Q_e \) - are calculated according to the theory of transport in highly collisional toroidal plasmas due to F. Engelmann and A. Nocentini [1] (as appropriate for the very low temperature border plasmas which are here being considered).

The transport fluxes \( \Gamma_n \) and \( Q_n \) associated with the neutral species are given the following expressions:

\[
\Gamma_n = \frac{1}{N_n} \frac{d(N_n T_n)}{dr} \]
\[
Q_n = -2 \left( \frac{N_n T_n}{N_i} \frac{d(T_i)}{dr} + \frac{5}{2} T_n \Gamma_n \right)
\]

where \( M_n \) is the mass of the neutral particles, \( \langle \sigma v \rangle_{\text{chex}} \) is the rate parameter for charge exchange (which is the dominant process in the ion-neutral interaction), and \( \langle \sigma v \rangle_{\text{ne-nn}} \) is the rate parameter for elastic neutral-neutral collision (which is the dominant process in the neutral-neutral interaction). For \( \langle \sigma v \rangle_{\text{chex}} \) use is made of the expression given in [2], and for \( \langle \sigma v \rangle_{\text{ne-nn}} \) the hard-sphere formula is employed.

The source terms on the right-hand side of Eqs (1) are specified to have the following expressions:

\[
S_i = -S_n = N_e \left( N_n \langle \sigma v \rangle_{\text{ion}} - N_i \langle \sigma v \rangle_{\text{rec}} \right)
\]
\[
W_e = W_{\text{coll}} - W_{\text{rad}} - S_i E_{\text{ion}}
\]
\[
W_{\text{coll}} + W_n = -W_{\text{co1l}}
\]

where \( \langle \sigma v \rangle_{\text{ion}} \) and \( \langle \sigma v \rangle_{\text{rec}} \) are respectively the ionization and recombination rate parameters, \( W_{\text{coll}} \) is the rate of collisional energy transfer from ions to electrons, \( W_{\text{rad}} \) is the total radiation loss (due to Bremsstrahlung, recombination radiation, and line radiation), and \( E_{\text{ion}} \) is the ionization energy from the ground state (13.6 eV for hydrogen). For \( \langle \sigma v \rangle_{\text{ion}} \) use is made of the expression given in [2], and for \( \langle \sigma v \rangle_{\text{rec}} \) of the expression given in [3]; for \( W_{\text{coll}} \) the familiar Spitzer value has been introduced; finally, for the important radiation loss term \( W_{\text{rad}} \) reference has been made to the rather detailed calculations carried out in [4].

Numerical solutions of the above defined set of transport equations have been obtained with the help of a suitably modified version of a transport code originally written by G. Cenacchi and A. Taroni of the ENEA Computing Centre in Bologna. The runs have been typically started off from profiles assigned so as to be consistent with coronal equilibrium.

RESULTS AND CONCLUSION

The example which is illustrated in the figures is referring to a magnetically confined hydrogen plasma, with discharge parameters that are proper
of the device "Frascati Tokamak Upgrade" (FTU) currently under construction. Such parameters are: plasma major radius \( R = 0.9 \text{ m} \), plasma minor radius \( a = 0.3 \text{ m} \), toroidal magnetic field (on axis) \( B_n = 8 \text{ T} \), toroidal plasma current \( I_p = 1.6 \text{ MA} \). A radial domain has been considered which ranges from \( r = 28.6 \text{ cm} \) to the limiter-defined plasma border at \( r = 30 \text{ cm} \). Furthermore, the following numerical values have been assigned on the cold side (wall side): common temperature \( T_c (=T_e = T_n) = 1.34 \text{ eV} \), total heat flux \( Q_+ + Q_e + Q_n = 10 \text{ W cm}^{-2} \), and total flux of heavy particles \( \Gamma_+ + \Gamma_n = 0 \). The total density of heavy particles has been instead prescribed on the warm side (plasma side) to have the value \( N_+ + N_n = 7.5 \times 10^{14} \text{ cm}^{-3} \). Such value is just below the critical value beyond which the border plasma would become thermally unstable because of excessive energy losses.

A glance at the figures shows clearly which pattern of evolution the system is adjusting to. The profiles move markedly away from the coronal equilibrium configuration which was set up as initial condition, with the ion density expanding significantly toward the wall (see Fig. 1). As a consequence, the favourable gas blanket properties of the coronal equilibrium solution tend to disappear (also with reference to the weaker "generalized gas blanket" requirements), as disclosed by the fact that the domain over which in Fig. 2a the upper and lower curves are coming to coalesce disappears altogether in Fig. 2b (with the neutrals' heat flux turning actually negative everywhere but on the very border of the graph). It seems that the main reason for such a negative result is to be traced to the fact that the recombination coefficient has a rather weak dependence on the temperature, so that the rate of recombination remains very sluggish even at the fairly low border temperatures that we have imposed. Hence, even a small inflow of ions from the neighbouring warmer regions (driven by the gradient of the ion partial pressure) can easily build up the ion density near the wall to values well beyond coronal equilibrium - which in turn, through the charge-exchange interaction, is markedly depressing the neutrals' thermal transport efficiency, thus eventually bringing about the disappearance of those generalized gas blanket properties one was instead hopeful to preserve.

![Fig. 1 Evolution of the profile of \( N_+ (=N_e) \).](attachment:image.png)
Fig. 2 Evolution of the profiles of $Q_n$ (lower curves) and $Q_n + Q_i + Q_e$ (upper curves).
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EFFECT OF THE NON-AXISYMMETRIC FIELDS OF THE DITE BUNDLE DIVERTOR ON MAGNETIC TOPOLOGY, MHD INSTABILITIES AND ROTATION


Culham Laboratory, Abingdon, Oxon. OX14 3DB, U.K. (EURATOM/UKAEA Fusion Association)

The Bundle Divertor

The unique, localised toroidal field bundle divertor installed on DITE is described in detail elsewhere [1,2]. For the present experiments we used the Mark II version of this device [3] at $2T < B_r < 2.6T$ with stagnation point on the median plane at major radius, $R_s = 1.53$ m. The field modulation at the toroidal axis, $R_t = 1.17m$ is $\pm 2.5\%$. This results in an approximate separatrix minor radius, $a_s = 0.21m$ compared with the limiter radius, $a_L = 0.26m$.

Magnetic Topology

The structure of the magnetic field has been studied by integration along field lines. The bundle divertor field is simply added to the field of a model axisymmetric equilibrium. Evidently, this procedure is not self-consistent. Indeed, we have no model 3-D equilibria for diverted discharges. However, an axisymmetric poloidal field should be a reasonable approximation for discharges with a well-compressed current channel, since the deviation of the magnetic axis from circular form is small.

The results of these computations for a particular case is shown as a Poincaré plot in Fig.1. The field topology is complex. Near the rational surfaces, where $q = m/n$ in the axisymmetric case ($m = 2,3,5; n = 1,2$), there are $2m/n$ islands with widths $\sim 10-15\%$ of the minor radius. Between the island chains there are some well-closed magnetic surfaces. However, the field structure near the separatrix is ergodic.

In spite of the considerable destruction of magnetic surfaces shown in Fig.1, the energy confinement in diverted discharges can be at least as good as that in nominally axisymmetric non-diverted discharges [4].

MHD Instabilities

The character of mhd instabilities in diverted discharges is conveniently discussed with reference to the safety factor at the separatrix,
At \( q_s > 3 \) diverted discharges behave similarly to non-diverted discharges. In the absence of strong Mirnov oscillations the sawtooth instability is usually observed. However, it is affected by the divertor fields, even when the discharge is resting on the inner limiter and divertor action is absent. The period is shorter and more irregular than in non-diverted discharges, as shown in Fig. 2, and the inversion radius is smaller. The central SXR intensity also rises with time (faster than \( n_e^2 \)) possibly indicating impurity accumulation on axis.

Sawteeth are not observed when Mirnov coils at the discharge periphery detect MHD modes with \( B_p/B > 0.4\% \). The largest mode usually has poloidal mode number, \( m = 2 \). However, when \( q_s \) is reduced towards 3 by increasing the plasma current or moving the discharge towards the divertor null point, a substantial mode with \( m = 3 \) is excited. This is invariably coupled to the \( m = 2 \) mode, the coupling point being on the outside near the median plane (\( \theta = 0 \)). The modes interfere constructively on the outside and destructively on the inside of the torus, producing a large 'ballooning' effect by which the presence of the \( m = 3 \) mode can be detected.

Provided the \( m = 3 \) mode remains small, the modes continue to rotate in diverted discharges. However, the presence of a large \( m = 3 \) mode is associated with locking of the coupled modes to the divertor field. This occurs in a slip-stick fashion, as illustrated in Fig. 2. It is accompanied by a marked decrease in particle and energy confinement \([4]\). Assuming the Mirnov oscillations are due to independent tearing modes, their amplitude and phase at the time of locking imply island widths of \( \sim 40 \) mm and \( \sim 30 \) mm for the \( m = 2 \) and \( m = 3 \) modes respectively, with X-points near \( \theta = 0 \) at the position of the divertor.

At \( q_s \approx 3 \) a series of minor disruptions always occurs, originating in the outer regions of the discharge. It is assumed that the growth of the locked and coupled \( m = 2, m = 3 \) modes is responsible for this. The confinement characteristics are further degraded and plasma arrives in the scrape-off layer and divertor chamber in a series of bursts, as shown in Fig. 3, reminiscent of the edge relaxation phenomenon in H-mode discharges \([5]\).

**Plasma Rotation**

Measurements of plasma rotation were made in diverted and non-diverted discharges in the following conditions: \( B_T = 2.6T, I_p = 100kA, n_e (\text{max}) = 4-5 \times 10^{19} \text{ m}^{-3} \) with tangential neutral beam injection at a power \( \sim 2\text{MW} \).
There was no observable, low-\( m \) mode or sawtooth activity in either case \( (Q_s \sim 5) \). The toroidal rotation speed was measured from the Doppler shift of the \( \lambda = 592\text{Å} \) line of FeXIX and the \( \lambda = 633\text{Å} \) line of OVIII, observed with a tangentially-viewing grating spectrometer fitted with a multichannel detector [6].

In non-diverted discharges, rotation speeds of \( 1.5 - 2.0 \times 10^5 \text{ ms}^{-1} \) near the axis and \( \lesssim 2 \times 10^4 \text{ ms}^{-1} \) near the periphery are reached, yielding a momentum confinement time of \( \sim 22\text{ ms} \). In diverted discharges, although the values of density and \( \beta \) are almost the same, the central rotation speed drops by an order of magnitude to \( \lesssim 2 \times 10^4 \text{ms}^{-1} \). It is thought that the modulation of the toroidal field strength by the bundle divertor (ripple) is the main cause of this result [7].

Conclusions

Although the bundle divertor apparently produces considerable destruction of magnetic surfaces, energy confinement in diverted discharges is unimpaired. Momentum confinement, however, is strongly reduced; an effect which is ascribed to field ripple rather than enhanced transport. The effect on internal \( \text{mhd} \) modes is small but an \( m = 3 \) mode localised near the divertor separatrix locks to the divertor field. Its stability is also worsened, so that stable operation at \( Q_s < 3 \) is not achieved.
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Fig. 1. Intersection of magnetic field lines with $r, \theta$ plane at 180° toroidally from bundle divertor for $q_s = 3.8$.

Fig. 2. Top and centre: central chord SXR diode signals without and with divertor field. Bottom: Mirnov coil signal showing locking of coupled $m = 2,3$ mode.

Fig. 3 Measurements in divertor chamber during minor disruptions at $q_s \leq 3$. Top and centre: $I_{sat}$ and $T_e$ from Langmuir probe. Bottom $H_\alpha$ intensity.

Fig. 4. Toroidal velocity from Doppler shift of impurity line radiation during beam injection, with divertor off and on.
MHD Characteristics of JT-60 Plasmas
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INTRODUCTION

JT-60 is a large tokamak with a compact poloidal divertor /1/. The first phase of experiments on ohmically heated plasmas was carried out from April to June in 1985. Stable divertor discharges with currents up to 1.6 MA were achieved. The divertor function as established in smaller-size tokamaks /2,3/ was confirmed with the outer divertor separatrix and the crammed divertor chamber of JT-60. The radiative power loss from main plasma was reduced to about a quarter of ohmic input power.

DIVERTOR DISCHARGE

In a divertor discharge, the plasma was started in the limiter configuration and the divertor coils were excited from the plasma current ramp up phase. The divertor configuration was verified by a magnetic fitting code based on MHD equilibrium calculation. Experimental observations of the transition from the limiter to divertor configuration are as follows; $H_\alpha$ emission and radiation power appear in the divertor region (Fig. 1), TV image shows disappearance of the interaction of plasma with limiters, $H_\alpha$ emission from main plasma decreases by a factor of more than two, rise of soft X-ray emission with time is suppressed, line integrated electron density decreases.
when gas puffing is kept constant, radiative power loss from main plasma is reduced, and the radiation profile deduced by a 4-ch bolometer array changes from peaked to flat or hollow.

Figure 2 shows a discharge in which divertor is activated during the current flat top of a limiter discharge. The decay time of the radiation, which is related to the confinement time of impurities, is a few hundreds milli-sec for the central chord.

It is of interest to explore the possibility of remote cooling to alleviate heat load on divertor plates. The radiative power loss and $H_\alpha$ emission from the divertor region increase with electron density of main plasma as shown in Fig. 3. The radia-
tion power is raised as the ohmic input power is increased. The divertor plasma radiates up to 0.4 MW, which exceeds the radiative power loss from main plasma.

MHD ACTIVITY

At the current flat top, no sawtooth oscillation was detected in soft X-ray diode traces in the divertor discharges even with an effective safety factor near the separatrix down to 3; we use the effective q-value which is defined by the analytic formula /4/,

\[ q_{\text{eff}} = \frac{2\pi}{\mu_0} \frac{a^2}{R} \frac{B_t}{I_p} \left[ 1 + \left( \frac{a}{R} \right)^2 \left( 1 + \Lambda^2 / 2 \right) \right] \]

where \( a \) and \( R \) are minor and major radius, respectively, and \( \Lambda = \beta_p + \xi_i / 2 \). The MHD equilibrium analysis indicates that broad current profile is formed in the divertor discharges since the internal inductance is about unity. Therefore the safety factor at the magnetic axis is not reduced to unity. On the other hand, the soft X-ray diode traces start sawtooothing after plasma current reaches its flat top with q-value above 4 in the limiter discharges.

During the current ramp up phase, bursts of \( H_\alpha \) emission and radiation power in the divertor region were observed as seen in Figs. 1 and 4. The bursts are triggered when the effective q-value falls on around integer values. The burst in Fig. 1 occurs at \( q_{\text{eff}} \sim 5 \) and those in Fig. 4 occur at \( q_{\text{eff}} \sim 5,4 \). The step increase at earlier period corresponds to \( q_{\text{eff}} \sim 7,6 \). Kink-like modes are excited at those periods when the rate of current rise is high. The spikes in the \( H_\alpha \) signal in Fig. 4 are due to the mode. It should be noted that the burst lasts longer than the

Fig. 4.
Divertor discharge in which kink-like modes and \( H_\alpha \) bursts in the divertor region are excited.
mode and that even when any noticeable activities are not observed in the main plasma, pedestal-like increase appears as in Fig. 1. No change in the equilibrium configuration was found. Nonetheless the particle flux and heat flux to the divertor are enhanced when the plasma edge crosses the rational surface.

The kink-like modes during the current ramp up phase are more unstable in the divertor discharge than in the limiter discharge. The activities in the one-turn loop voltage which takes the form of humps with negative spikes (Fig. 4) are larger in the divertor configuration. The difference may arise from different current profile between divertor and limiter configurations. Sharp boundary may be formed in the divertor discharge. The activities during the current rise, however, do not affect on the plasma parameters at the current flat top period.

CONCLUSIONS

Divertor discharges in JT-60 were examined by radiation measurements. The divertor plasma radiates a few hundreds kilowatt, which is comparable to the radiative power loss from main plasma. Broad current profile with \( q_0 > 1 \) is formed at the current flat top in the divertor configuration. Bursts of \( H_\alpha \) emission and radiative power loss in the divertor region were observed during the current ramp up phase.

*List of the members of the JT-60 team is given in ref. /1/. Presented by S. Tsuji.
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SPECTROSCOPIC MEASUREMENTS OF THE IMPURITY CONTENT OF JET PLASMAS WITH OHMIC AND RF HEATING


INTRODUCTION

Knowledge of the impurity concentrations in the JET plasmas is based mainly on the analysis of resonance line intensities in the VUV, with additional information coming from measurements of soft x-ray spectra.

The plasma impurity content is monitored routinely by a McPherson Model 251 VUV broadband spectrometer, covering the wavelength range 100-1700 Å by means of two interchangeable gratings and equipped with a multi-channel detector. The spectrometer views a horizontal central chord in the torus midplane. Up to 128 spectra are recorded during a plasma discharge, allowing the study of the time evolutions of various spectral line intensities.

A relative calibration of the spectrometer sensitivity has been obtained by studying transitions between charge-exchange populated, excited levels in C VI and O VIII during neutral beam injection on the ASDEX tokamak. The absolute sensitivity is derived from the H-L branching ratio using a special calibration monitor along the same line-of-sight.

The soft x-ray spectra over the range 4-30 keV are recorded by a HgI₂ detector viewing the plasma in the horizontal mid-plane through Al, Be and air absorbers. The detector has an energy resolution of 0.6 keV at 6 keV, which is sufficient to separate the groups of He-like metal impurities in the plasma. The spectra show both continuous emission and the characteristic K-lines of Ni and Cr. The latter are used to calculate the nickel concentrations in the centre of the plasma.

METHOD OF ANALYSIS

A transport code is used for the interpretation of JET VUV line intensities. It solves, in cylindrical co-ordinates, the coupled set of continuity equations for the individual ionisation stages, taking into account ionisation, recombination and diffusion processes. The code predicts the radial distribution of ground state densities and emission shells, line-of-sight integrals of selected lines and local as well as global radiation losses caused by line emission.

The ionisation rate coefficients are calculated as proposed by Lotz /1/. For Na-like ions, correction factors for inner-shell ionisation have been evaluated and implemented in the code. The Burgess formula /2/ is used for the dielectronic recombination rates, taking into account modifications by Merts et al /3/ and a density dependence according to Post et al /4/.
resonance line excitation rates required are mostly found in the literature for light impurity ions, otherwise the g approximation is used. For the actual analyses, T profiles from the ECE diagnostic were used. Electron density profiles were taken from the multi-channel DCN interferometer. The conditions at the plasma edge were estimated from Langmuir probe measurements in the scrape-off layer.

The impurity ion fluxes are described by an anomalous diffusion coefficient D and a convective term \( V D = -2Dr/a^2 \), leading to moderately-peaked profiles for the total impurity ion densities. The analyses of several accidental injections of iron and nickel into the JET plasmas resulted in diffusion coefficients of 0.6-1.0 m²/s, as found in many other tokamaks. D = 0.6 m²/s is used in the code.

Several ionisation stages of important impurities have been investigated routinely, in order to check the consistency of the analysis method. For ions with metastable levels, the population of these has been assessed by measuring the intensities of transitions within the metastable spin system. The number densities in the metastable levels have been added to the ground state densities. Results calculated from different ionisation stages of the same element are consistent to within a factor of two. The total radiated power, calculated from the measured impurity concentrations, agrees well with the bolometer measurements. \( Z_{\text{eff}} \) values, derived from the spectroscopic analyses, are usually within 1% of the \( Z_{\text{eff}} \) results obtained from visible bremsstrahlung. The remaining difference is probably due to uncertainties in the light impurity levels, which are obtained from the plasma edge.

Nickel concentrations have been evaluated from the x-ray spectra during 4 s of the flat tops of the plasma pulses, using theoretical excitation rates for the four main lines in Ni XXVII and using the electron temperatures as obtained from the high energy tail. Coronal ionisation equilibrium is assumed to predict the total nickel concentration. The respective results agree with those of UUV spectroscopy within the mutual error limits, although the results from the x-ray spectra have a tendency to be somewhat lower.

RESULTS

The main impurities in JET are C (2-3%), O (1-4%), Cl and metals (a few tenths of a percent).

Nickel is the most important metal impurity. In addition, chromium and some iron are observed. Ni and Cr are the main constituents of the Inconel vessel wall, and the Faraday shields of the ICRH antennae are made of Ni. During glow discharge cleaning and also normal tokamak operation these metals are deposited on to the graphite limiters, which thus become the main source of the metal impurities.

Studies of the general impurity behaviour for a variety of ohmic plasmas have shown that the concentrations of light impurities are fairly insensitive to plasma current and electron density, but increase with electron density close to the density limit. Chlorine shows a similar behaviour. The metal impurities are especially prominent in low-density plasmas. They increase with plasma current, but decrease with electron density, particularly steeply near the density limit.

Carbonisation of the vacuum vessel walls has been carried out on several occasions. The purpose of the carbonisations has been to assess the influence of an all-carbon wall on plasma behaviour and metal impurities; also to remove oxygen and chlorine.

Spectroscopically, the carbonisation brought about a large reduction in metals. This is consistent with the observation of hollow bolometric radial profiles and an appreciable decrease in radiated power from the plasma centre. Generally, the total radiated power decreased to about 50% of the ohmic input.
power after carbonisation, to be compared with typically \(~ 70\%\) radiated power before carbonisation. Both figures hold for low and intermediate electron densities.

After carbonisation oxygen and chlorine are somewhat reduced. The effect of carbonisation on the impurity line intensities is shown in Fig. 1 for three selected lines: Ni XXV 117.93A, O V 629.73A and C IV 312.43A. All the points plotted are for plasmas with \(B_T = 3.4\) T, \(I = 2.8\) MA and \(n = 2.3 - 2.6 \times 10^{19} \text{ m}^{-3}\). The vertical dashed line between shots \#4202 and \#4228 indicates where carbonisation took place (6 hours of glow discharge cleaning in deuterium doped with 12\% methane). A drastic decrease in the Ni-signal is seen immediately after carbonisation. However, within the following 20-25 shots, the Ni-signal recovers to the level before carbonisation. This behaviour is consistently observed for heavy carbonisations. However, after a recent, much heavier carbonisation (48 hours of glow discharge cleaning in deuterium doped with 17\% methane) the reduction in nickel persisted for approximately 2 weeks of operation (\(~ 200\) shots).

Analysis of the plasma impurity content before carbonisation (shot \#4186) and immediately after (\#4228), reveals a practically unchanged carbon concentration (\(2.3\% + 2.5\%\)), a slight decrease in oxygen content (\(1.4\% + 1.2\%\)), a factor of 2.5 decrease in chlorine (\(0.1\% + 0.04\%\)) and a factor of 4-5 decrease in nickel concentration (\(0.09\% + 0.02\%\)).

During 1985, ICRH experiments have started on JET/5/. The maximum power available from the RF-generators was 6 MW (3 MW per antenna) of which up to 80\% was coupled to the plasma. Figure 2 shows the relative increase of radiated power, line-integrated electron density and two impurity line signals (C IV 384.1A and Ni XXV 117.93A) as a function of RF-power coupled to the plasma. The minority heating was used with \(B_T = 3.4\) T and \(I = 4\) MA.

The radiated power increases linearly with RF-power. The fraction of the total input power lost by radiation is \(~ 50\%\) both before and during RF. The increase in line-integrated electron density, \(n_L\), is approximately constant above 2 MW of RF power. The C IV and Ni XXV line intensities (corrected for the density increase during RF by dividing by \(n_L\)) indicate that there is no appreciable increase in impurity concentrations during ICRH, within the RF power range investigated. It should be pointed out, that since the electron density profile changes during RF in the sense that the edge density increases (flatter profile), correcting the line intensities to the local change in \(n_L\) rather than \(n_L\) would have the effect of increasing the Ni XXV points somewhat and decreasing the C IV points. The \(Z_{eff}^\prime\) as measured from the visible bremsstrahlung, does not change significantly during RF.

Analysis of the impurity concentrations before and during ICRH for one of the pulses with 5 MW RF-power gives the following results: the carbon and oxygen concentrations do not change (3\% C and 0.8\% O), also the chlorine concentration stays constant (0.06\%) while the metal concentration increases slightly during RF. The metal concentration obtained from the VUV is in good agreement with that obtained from the soft x-ray measurements.
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FIGURE 1 The effect of wall carbonisation on selected impurity line intensities.

FIGURE 2 Relative increase in radiated power, line-integrated electron density and C IV and Ni XXV line intensities during ICRH, as a function of RF power.
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1. Introduction

In continuation of ECRH experiments at 28 GHz /1/ a new 70 GHz/200 kW/100 ms RF system was put into operation on the Garching W VII-A stellarator. According to the increased frequency this new system has given access to remarkably improved plasma parameters: The plasma density regime could be extended to values well above $10^{19} \text{m}^{-3}$ now allowing combined ECRH and NBI operation. Simultaneously electron temperatures above 2 keV were achieved due to the enhanced plasma confinement at the larger magnetic field ($B_{\text{res}} = 2.5 \text{ Tesla}$). As before the stellarator plasma could be built up from a neutral gas background of deuterium or helium.

In the following paragraphs the heating results for various kinds of EC wave irradiation (unpolarized and linearly polarized O-mode irradiation at the fundamental frequency and X-mode irradiation at the second harmonic frequency) will be reported. Specific problems like impurity release, fast particle generation, and RF related current drive will be discussed, too.

2. Plasma heating for various kinds of EC-wave irradiation

In a first step of the 70 GHz experiments the gyrotron radiation (mainly $\text{TE}_{02}$ mode) was launched into the equatorial plane of the torus from the low-field side. The incident wave with $k_{L}B$ corresponds to a 50%/50% O/X-mode mixture, where the X-mode content is reflected at the X-mode cutoff layer at the outer plasma edge.

In a second step the RF power was transformed into the almost linearly polarized $\text{HE}_{11}$ mode with the help of specific mode converters. Mode purity was conserved by using optimized overmoded RF components /2/. The resulting low aperture wave was irradiated in O-mode orientation ($\mathbf{E} \parallel \mathbf{B}$, $\mathbf{K} \perp \mathbf{B}$) for fundamental, and in X-mode orientation ($\mathbf{E} \perp \mathbf{B}$, $\mathbf{K} \parallel \mathbf{B}$) for harmonic ($\omega_{\text{RF}} = 2 \cdot \omega_{\text{ce}}$) heating. Again the plasma was irradiated from the low-field side. A tiltable mirror ($\pm 10^\circ$) was mounted to the opposite inner torus wall allowing current drive experiments by oblique reflection of the non-absorbed power fraction. The incident power and thus the beam absorption could be analysed by five RF pickup antennas installed in the mirror.
W7A
ECRH, 70GHz, He,
- TE$_{02}^+$-MODE, $I_p = 0.5$ kA
# 53 667 - 696, $\tau = 0.48$
- HE$_{11}$-MODE, $I_p = 4$ kA
# 55 401 - 430, $\tau = 0.52$

Fig. 1: Profiles of electron temperature and density for TE$_{02}^+$- and HE$_{11}$-mode launching.
(Thomson scattering).

Fig. 2: Temporal development of the plasma energy content $W_{Pl}$, line integrated density $n_{edl}$, electron temperature (soft-X) $T_e$ and incident RF-power $P_{EC}$.

Fig. 3: Calculated ray traces (ordinary mode) for the low (a) and high density case (b), indicated by arrows in Fig. 2.
With the transition from unpolarized to advanced, polarized O-mode irradiation a substantial improvement of the resulting plasma parameters has been achieved. This is illustrated in Fig. 1 with temperature and density profiles for both kinds of irradiation. In this example of low density operation ($n_{eo} = 0.3 n_{eo, crit}$) the central electron temperature could be doubled by using the polarized beam. Increasing the plasma density towards the cutoff value ($n_{eo, crit} = 6.25 \times 10^{19} m^{-3}$) generation of a hot plasma failed for the unpolarized irradiation, whereas $T_e$ remained above 1 keV (e.g. at $n_{eo} = 4 \times 10^{19} m^{-3}$) in the case of polarized wave launching. Fig. 2 gives an example of the temporal development of density ramp-up (by gas puffing), plasma energy, electron temperature (soft x-ray signal), and the RF pulse. At two moments, specified in the figure, a cross sectional view of the plasma together with the calculated patterns of rays is given in Figs. 3a and b. From these figures one recognizes that refractional effects and, therefore, access to the central plasma core become critical for the high density operation ($n_{eo} = 0.7 n_{eo, crit}$, Fig. 3b). The measured attenuation of the rays (signals of the diagnostic antennas) agreed in all cases quite well with the calculated relativistic absorption according to linear theory.

Further data for the cases of wave heating at the fundamental frequency are summarized in Table I:

<table>
<thead>
<tr>
<th>Mode</th>
<th>$T_{eo}$ [keV]</th>
<th>$n_{eo}$ [$10^{19} m^{-3}$]</th>
<th>$W_p$ [kJ]</th>
<th>$t_E$ [ms]</th>
<th>$P_{inc}$ [kW]</th>
<th>Mode content O/X</th>
<th>$n$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TE_{02}$</td>
<td>1.1</td>
<td>0.8</td>
<td>0.2</td>
<td>4.0</td>
<td>170</td>
<td>50:50</td>
<td>30±10</td>
</tr>
<tr>
<td>$HE_{11}$</td>
<td>2.3</td>
<td>1.8</td>
<td>0.5</td>
<td>4.3</td>
<td>175</td>
<td>90:10</td>
<td>65±10</td>
</tr>
</tbody>
</table>

Tab. I: Heating results for two different kinds of wave launching ($\omega_{RF} = \omega_{ce}$)

According to Table I the heating efficiency $\eta = P_{abs}/P_{inc}$ as determined by power modulation techniques $\eta/\eta$ is strongly improved in the case of polarized $HE_{11}$ wave irradiation. The relatively large X-mode content of about 10% in the $HE_{11}$ beam can be attributed to a meanwhile identified asymmetric mode content of the 70 GHz gyrotron emission. The missing power fraction in absorption of 35%, even with the advanced $HE_{11}$-irradiation, is consistent with the small size of the hot and "dark" plasma core in combination with the ray refraction. A further important conclusion is that the power fraction which is not absorbed as $O$-mode in the first pass, essentially does not contribute to bulk plasma heating. This is explained by a loss of direction and polarization of the primary wave due to multiple wall reflections and subsequent effective surface absorption via oblique $X$- or $R$-waves. As a consequence high quality of the incident beam (divergence, polarization) and good absorption (electron temperature, plasma size) are goals for $O$-mode fundamental heating.

In the first experiments with $X$-mode irradiation at the cyclotron harmonic frequency ($\omega_{RF} = 2\omega_{ce}$ with $B_{ce} = 1.25$ Tesla) immediate breakdown and plasma build-up was achieved, too. The resulting temperature and density profiles (with $T_{eo} = 0.8$ keV and $n_{eo} = 2.5 \times 10^{19} m^{-3}$) were rather broad according to the enlarged absorptivity at $\omega = 2\omega_{ce}$. The heating efficiency was determined to $\eta = (80 \pm 10)$%.
3. Impurity radiation, fast particle production and current drive

The typical radiation losses for the 70 GHz heated stellarator plasmas were around 40 kW. According to the spatially resolved bolometric radiation measurements, the major fraction of radiation is emitted from the outer region (i.e., \( r > 2/3 a \)) and is attributed to atomic processes in this zone. In the inner part of the plasma, the radiated power remains at about 30 mW/cm². A few discharges with additional OH–current showed an increase of \( Z_{\text{eff}} \) by up to 25% during the ECRH pulse.

The RF generated fast electron population was analyzed by ECE measurements in perpendicularly and parallel oriented observation direction to the major radius. In the low density regime \( (n_{e0} = 1 \text{ to } 2 \cdot 10^{19} \text{ m}^{-3}) \), a small fraction \( n_e/n_{e0} = 10^{-3} \) with an energy of 10 keV was found. Operation at higher densities \( (n_{e0} = 3 \sim 4 \cdot 10^{19} \text{ m}^{-3}) \) showed no suprathermal electrons.

Toroidal plasma currents in the range of 0.5 to 1 kA were observed for all kinds of wave irradiation. The following mechanisms were identified to contribute to the measured current: Co- and counterstreaming fast electrons of different confinement as a main mechanism for current generation at low densities \( /1/ \) and as a mechanism of minor importance at higher densities \( (n_e \geq 10^{19} \text{ m}^{-3}) \). Because of the increased pressure gradients in the present experiments, the pressure driven (bootstrap) current obviously gives the major contribution to the toroidal current. In addition, the radial shift of the plasma in the helical field due to finite \( \beta \) contributes to the total current. A directly driven RF-current could be generated by reflection of the non-absorbed incident wave fraction at an oblique angle from the high-field side. By choosing different oblique angles, the non RF-driven currents could be compensated or even overcompensated.

4. Conclusions

Build-up and heating of a stellarator plasma to reasonable parameters was achieved by polarized and well focussed EC wave irradiation (170 kW, 100 ms) for both cases: first harmonic ordinary mode irradiation \( (T_{e0} = 2.3 \text{ keV}, n_{e0} = 1.8 \cdot 10^{19} \text{ m}^{-3}) \) and second harmonic extraordinary mode irradiation \( (T_{e0} = 0.8 \text{ keV}, n_{e0} = 2.5 \cdot 10^{19} \text{ m}^{-3}) \). The impurity radiation remained at low level and the relative fraction of suprathermal electrons was found to be negligible \( (\lesssim 10^{-3}) \). Besides direct RF-current drive at slightly oblique angles, plasma induced currents were observed and mainly attributed to the pressure gradient (bootstrap current) or to the toroidal plasma shift.
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I. Introduction

In the W VII-A Stellarator with large aspect ratio (A = 20), very small helical field ripple and nearly perpendicular neutral beam injection (NI) heating, radial electric fields have strong influence on the confinement properties. From Doppler shift measurements of impurity lines, a large poloidal plasma rotation ($v_{\text{pol}} \sim 10 - 30 \text{ km/s}$) was derived which is associated with the NI heating power and with strong pressure gradients. The large ambipolar electric fields, which reduce significantly the deviations of particle orbits from the magnetic surfaces, lead to an increased heating efficiency of the NI and to an improved particle confinement ($\tau_p \sim 100 \text{ ms}$). Also in ECRH heated discharges ($f_{\text{ECRH}} = 70 \text{ GHz}$) poloidal plasma rotation ($v_{\text{pol}} \sim 10 \text{ km/s}$) was found at higher plasma densities ($n_e = 5 \times 10^{13} \text{ cm}^{-3}$).

The influence of the ambipolar electric fields on transport in the plateau regime is described within neoclassical theory by a simple model. Based on this model, the ambipolar electric fields are calculated for an ECR heated discharge. The influence of these fields for reducing the heat conduction of the thermal ion component in NI discharges as well as the impurity transport is briefly discussed.

II. Model of transport in the plateau regime

For simplicity, we assume an axisymmetric magnetic field model and use the Krook collision term. The stationary drift kinetic equation

$$ \langle v_\parallel + v_D \rangle \cdot \nabla f = - \nabla \cdot \left( f - f_{\text{Max}} \right) $$

(1)

is linearized with the ansatz $f = f_{\text{Max}} + f_1$, and only the ambipolar potential $\tilde{J}(r)$ is taken into account for calculating the drift velocity $v_D = v_{\text{pol}} + v_B$.

The solution of eq. (1) is well known /2/:

*) see paper W VII-A Team, NI Team, ECRH Team "Influence of the Magnetic Configuration on Plasma Behaviour in the WENDELSTEIN VII-A Stellarator", this conference
with \( c = v/v_{th} \), rotational transform \( \zeta \), collisionality \( \nu^* = R v/\zeta v_{th} \) and the poloidal drift parameter \( \gamma = R \zeta'/\zeta R B v_{th} \), all other quantities have the usual meaning. The radial fluxes are averaged over the magnetic surfaces and the particle flux \( \mathcal{T} \) and the heat flux \( Q \) are given by:

\[
\mathcal{T} = -n \left\{ D_n \left( \frac{n'}{n} + \frac{\vartheta'}{T} \right) + D_T \frac{T'}{T} \right\}
\]

\[
Q = -n T \left\{ \gamma_n \left( \frac{n'}{n} + \frac{\vartheta'}{T} \right) + \gamma_T \frac{T'}{T} \right\}
\]

with the transport coefficients:

\[
D_n = \alpha(1/2 G_0 + G_2 + G_4)
\]

\[
D_T = \alpha(3/4 G_0 + G_2 + 1/2 G_4 + G_6)
\]

\[
\gamma_n = \alpha(3/2 G_0 + 5/2 G_2 + 2 G_4 + G_6)
\]

\[
\gamma_T = \alpha(15/4 G_0 + 21/4 G_2 + 7/2 G_4 + 3/2 G_6 + G_8).
\]

The function \( G_n (\gamma' + i\nu^*) \) is the Hilbert integral transform of the moments of the Gaussian:

\[
G_n (\gamma' + i\nu^*) = \frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} \left\{ \int_{-\infty}^{x} \frac{e^{-x^2}}{x - (\gamma' + i\nu^*)} \, dx \right\} \, dx
\]

For small values \( \gamma' \ll 1 \) and \( \nu^* \ll 1 \), the transport coefficients in eq. (4) become constant, whereas for large values \( \gamma' \gg 1 \) or \( \nu^* \gg 1 \), the transport coefficients are proportional to \( \nu^*/(\nu^2 + \gamma'^2) \). Due to the large aspect ratio of \( W \) VII-A, the poloidal drift parameter \( \gamma \propto A/\zeta \) is much greater than in usual tokamaks.

The model outlined above is restricted to the Plateau regime. For most of the \( W \) VII-A discharges, the electrons as well as the thermal ions are within the Plateau regime, whereas impurities are close to or within the Pfirsch-Schlüter regime. Thus, for investigating the impurity transport, the model had been generalized. A first order density correction \( n_1(r, \theta) \) in the collision term and small nonambipolar potentials \( \Phi_1(r, \phi) \) had been included in the linearization of the drift kinetic equation (1). The densities \( n_{1\alpha} \) for all particles species \( \alpha (= \text{e, i, z}) \) are calculated by means of the parallel force balance equation with the Braginskii friction term with parallel velocities \( V_{\|\alpha} (r, \theta) \) estimated from the continuity equation. The first order potential \( \Phi_1 \) is determined by the quasi-neutrality condition \( \sum \mathcal{Q}_e \cdot n_{1e} = 0 \). For doing this, the full linear equation system (for all species \( \alpha \)) is solved yielding the fluxes \( \mathcal{T}_\alpha \) and \( Q_\alpha \) depending on the ambipolar field \( \Phi' \). Neglecting impurities, the parallel force balance equation can be replaced by the generalized Ohm's law yielding an analytical expression for \( \Phi_1 \) which drive the Pfirsch-Schlüter diffusion.

The high energetic ions of the NI (up to 27 keV) with small parallel velocities have large deviations from magnetic surfaces and can be lost directly (~10 cm plasma radius in \( W \) VII-A). Neoclassical theory is based on the assumption of distribution functions close to Maxwellians, this includes that the step size of the transport process is very small compared with the radial plasma size. The beneficial effect of strong ambipolar electric field on the confinement of these ions had been demonstrated by Monte Carlo simulations /1/, however, this effect cannot be described by neoclassical theory. Thus, we are restricted to the estimation of the thermal loss fluxes.
The ambipolar electric fields are calculated from the condition of ambipolarity of the particle fluxes $\sum q_i \vec{v}_i = 0$. Fits to experimental data are used for the density and temperature profiles.

III. ECR heated discharges

Strong poloidal plasma rotation was observed in ECR heated discharges (2.5 T; 70 GHz; $P_{RF} \sim 160$ kW) with higher plasma densities ($n_e \sim 5 \times 10^{13}$ cm$^{-3}$). The profiles in Fig. 1 are fits to $n_e$ and $T_e$ data measured by Thomson scattering and to $T_i$ measured by CX analysis and by Doppler broadening of the C$^4+$ impurity line. For these profiles, the ambipolar electric field has been calculated (Fig. 2), experimental data for $E_r$ at 2 radii are derived from the Doppler shift measurements. These values are calculated from the poloidal rotation velocity where the diamagnetic drift velocity of the C$^4+$ ions is included, $v_{dia}$ was estimated assuming a corona model. This procedure yields a lower limit for the radial electric fields.

In Fig. 3, the ion heat conduction coefficient $\chi_i$ (comp. eq. 4) is shown. In these ECRH discharges, however, the ion heat conduction has only small influence, since the ion energy balance is dominated by collisional ion heating and CX losses.

IV. NI heated discharges

In discharges heated by neutral beam injection the measured poloidal plasma rotation was significantly larger than the calculated one for thermal plasmas. Monte Carlo simulations indicate that the ambipolar electric fields are driven by the fast ions of the NI slowing down distribution. The electric fields derived from the measurements lead to a very strong reduction of the ion heat conduction. For the high ion temperatures ($T_i \sim 1$ keV), the ion energy balance is mainly determined by collisional heating of the NI slowing down, the collisional cooling by the electrons ($T_e < T_i$) and the reduced ion heat conduction /3/.

V. Conclusions

In the plateau regime the transport coefficients can be strongly reduced by poloidal plasma rotation which is driven by ambipolar electric fields. This effect becomes important with large aspect ratio and low rotational transform and is confirmed in the W VII-A Stellarator. For Maxwellian plasma distributions, the measured rotation is in agreement with theoretical predictions based on neoclassical theory. Furthermore, calculations indicate a reduced impurity transport due to the poloidal plasma rotation.
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Fig. 1: Density and temperature profiles of an ECRH discharge (2.5 T, 70 GHz) used for the calculations.

Fig. 2: Ambipolar electric fields calculated by means of $T_e = T_i$.

Fig. 3: Ion heat conduction coefficient $\chi_T$ with the ambipolar electric fields of Fig. 2.
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Currentless discharges have been studied in a wide range of plasma parameters in the shearless W VII-A Stellarator (helical windings 1 = 2, m = 5; rotational transform 0 < \( \tau < 0.7 \) with [\( \dot{\tau}(a) - \dot{\tau}(0) \) / \( \dot{\tau}(0) \) = \( \Delta \tau(0) \) < 1 %). For plasma build-up and plasma heating two different heating methods have been used: Neutral beam injection at a power level of \( P_N \approx 1 \) MW and electron cyclotron resonance heating (ECRH) at 28 GHz and recently at 70 GHz with \( P_{RF} \approx 200 \) kW for \( \Delta \tau = 100 \) ms.

Favourable properties for stability and confinement have been demonstrated for currentless operation in W VII-A /1/. The confinement shows a strong dependence on the rotational transform \( \tau \). Resonances with reduced containment are observed to be associated with low order rational values of \( \tau(a) = m/n \); e.g. 1/2, 1/3, 2/3... where \( \tau(a) \) is the total rotational transform at the plasma edge. Residual currents \( I_p \), which may be generated by the heating mechanism itself or by plasma pressure anisotropy, contribute to the external vacuum transform \( \tau_0 \) with \( \tau_0 \approx I_p/B \). In addition modifications in the \( \dot{\tau} \)-profile are predicted from MHD-equilibrium codes even for moderate plasma pressures with \( B(0) \approx 10^{-2} \) /2/. The position of resonant magnetic surfaces throughout the entire plasma and the extension of islands connected with these resonant surfaces, which are expected to influence the confinement, have been modified by internal parameters: current density distribution and plasma pressure. Within the experimental limitations it has been tried to separate some of these effects.

It has been found, that even moderate shear can reduce the deterioration by rational values of the transform. In order to maintain stationary discharges the total rotational transform \( \dot{\tau}(a) \) at the plasma edge has to be controlled carefully.
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Operating the new VARIAN 70 GHz gyrotron at W VII-A (plasma radius \( a \leq 0.1 \) m) plasma parameters with density \( n_{eo} \leq 5 \times 10^{13} \) cm\(^{-3}\) (cutoff density \( n = 6.3 \times 10^{13} \) cm\(^{-3}\)), temperatures \( T_e \geq 1 \) keV, \( T_i \approx 250 \) eV and energy replacement time \( \tau_E = 10 \) ms are achieved at 2.5 T main field /3/. Further heating of the plasma by neutral injection up to densities \( n_{eo} \geq 10^{14} \) cm\(^{-3}\) has been possible.

In this parameter range the effect of \( \ell \) and shear has been investigated.

1. **Shearless configuration at low plasma current and low \( \beta \)**

To explore the confinement as close as possible to the shearless vacuum configuration of W VII-A, discharge conditions with low plasma current and low plasma pressure have been chosen. In Fig. 1 the energy content \( W \) is shown as a function of the rotational transform \( \ell(a) \) at the plasma edge. All data have been taken from stationary ECRH discharges at 70 GHz, varying the external transform shot by shot. The density was kept around \( n_{eo} \approx 10^{13} \) cm\(^{-3}\), which limits the averaged \( \beta \) to \( \lesssim 2 \times 10^{-4} \).

During the RF-pulse a plasma current \( I_p \) builds up to \( I_p \leq 0.5 \) kA at a constant rate of increase. This current contributes to the total transform only with \( \Delta \ell_p \leq 0.008 \).

Optimum confinement is found close to the main resonances \( \ell = 1/3, 1/2, 2/3 \), where the density of low order rational numbers is smaller.

Similar experiments with 28 GHz at 1 T /4/ have shown the same behaviour however the regions of good confinement extend over a wider iota range, are not as narrow. It is believed, that this is due to the shear caused by the higher \( \beta \) and the larger contribution of the plasma current \( (\ell_p \approx I_p/8) \), which was also 0.5 kA in the 1 T case. In both cases fluctuations in the power supply contribute also with \( \ell/\ell = 0.001 \) and may smear out some fine structure.

2. **Shear by plasma current \( I_p \)**

In a next step shear has been added by inducing plasma currents up to \( I_p = + 4 \) kA with a small loop voltage \( U_L < 0.5 \) V. With \( \beta \) still being small, \( < 2 \times 10^{-4} \), the current density profile is determined by the temperature profile and results in a "tokamak-like" shear with \( \Delta \ell/\ell < 0.5 \). For these low currents the ohmic heating power \( P_{OH} \) (2 kW) is negligible and current driven instabilities have not been detected.

In Fig. 2 the energy content \( W \) vs the edge value of the transform \( \ell(a) \) is given around \( \ell = 1/2 \). The shear is increased with increasing plasma current. At \( I_p = 4 \) kA the associated shear seems already sufficient to reduce the influence of the rational values of the transform. Even with the \( \ell = 1/2 \) surface at the plasma boundary the energy content is only slightly reduced.

The contribution of the plasma current to the transform is given by the relation \( \ell_p = 0.016 I_p \), with \( I_p / \text{kA} \) for a toroidal field of \( B_0 = 2.5 \) T and a plasma radius \( a = 0.1 \) m.

3. **Shear by plasma pressure**

Even for central \( \beta \) values of \( \beta(o) < 10^{-2} \), /2/ the MHD equilibrium codes predict a significant modification of the entire \( \ell(a) \)-profile depending on the pressure
profile. In addition nonhomogeneous current density distributions contribute to the shear.

No direct measurements of a particular \( \tau \)-profile are possible, however with increasing \( \beta \) a study of the confinement as a function of the edge value of the transform indicates the influence of plasma pressure.

With 70 GHz ECRH and combined heating with NI, central \( \beta \) values of \( \beta(0) \approx (2 - 3) \beta_0 \) with \( \beta_0 \leq 2 \times 10^{-3} \) have been obtained. In Fig. 3 the energy content \( W \) has been plotted vs \( \tau \) around \( \tau = 1/2 \) for small plasma current \( I_p \leq 0.5 \) kA. By control of the density the plasma pressure could be varied during ECRH. In combination with NI the density is increased to \( n_{eo} \approx 10^{14} \) cm\(^{-3} \). The particle influx from NI and good particle confinement leads to a linearly growing density within the pulse. The RF power has therefore to be switched off, when the cutoff density in the central part of the plasma is exceeded. Stable plasma containment can be achieved within a relatively extended range of \( \tau \) even for low plasma current, if \( \beta \) is sufficiently large. For the maximum \( \beta \) the correlated \( \Delta \tau / \tau \) is expected to be 0.2.

Because pressure profile, current density and transport are linked together a proper adjustment of the external parameters during the build up phase is critical to achieve optimum confinement. Thus for particular values of \( \tau \) no high \( \beta \) discharges can be obtained in contrast to the case with \( I_p \) and low \( \beta \).

4. Conclusion

The experiments in \( \text{W VII-A} \) tend to confirm, that the effect of resonances at rational values of the rotational transform is due to island formation and subsequent plasma convection. Small perturbing fields can lead to extended islands at resonant surfaces. Convection becomes particularly important, if such islands are localized at the low temperature edge. By moderate shear, either by nonhomogeneous current density distribution or by sufficiently high plasma pressure the deterioration by such resonances can be reduced in the otherwise shearless \( \text{W VII-A} \) configuration. The time variation of current and the plasma pressure determine the optimal \( \tau \)-range. Therefore a careful adjustment of external parameters is necessary.

In a next step \( \text{W VII-A} \) will be operated with variable shear \( \Delta \tau / \tau = + 0.2 \) already for the vacuum configuration. The two different helical winding systems will be supplied with unbalanced currents for this in a torsatron like mode. The position of resonant surfaces in the entire plasma and the extension of islands depending on shear are then controlled by external parameters.
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**Fig. 1:** Plasma energy content versus rotational transform $\tau$. 70 GHz ECRH at 2.5 T main field. Low plasma current $I_p \leq 0.5$ kA.

**Fig. 2:** Plasma energy content versus $\tau$ for different plasma currents $I_p$ close to $\tau = 1/2$. $I_p$ controlled by $|U_L| < 0.5$ V. Low pressure: $\beta < 2 \times 10^{-4}$, 70 GHz ECRH at 2.5 T.

**Fig. 3:** Influence of plasma pressure: Energy content $W$ versus rotational transform. Low current: $I_p \leq 0.5$ kA. 70 GHz ECRH: $P_{IN}/P_N = 0.6$ NI H$_2$: $P_{IN}/P_N = 0.4$ Plasma density varied.
COMPUTATION OF FAST ION CONFINEMENT BY ELECTRIC FIELDS IN THE W VII A STELLARATOR

F.P. Penningsfeld, W. Ott and E. Speth
Max-Planck-Institut für Plasmaphysik
EURATOM-Association, D-8046 Garching

Abstract: The confinement of fast injected ions in W VII-A is strongly affected by the presence of radial electric fields. The neutral beam deposition code ODIN so far had been valid for the treatment of small electric fields (|E| < 100 V/cm) and therefore had to be revised to cover large electric fields as well. The accuracy achieved for typical cases has been estimated by using a perturbation method. It is shown that the new version of ODIN gives correct results within an error of ± 10% for the total heating efficiency and ± 20% for the power deposition profiles up to 5.0 kV radial electric potential. The observed heating efficiency for co and counter injection γ = 0.35 is very well represented by code results for a potential of 2.0 kV with negligible influence of its radial dependence.

Introduction: At the beginning of NBI experiments on W VII-A a heating efficiency was found experimentally that was higher than predicted by the numerical simulations /1/. An explanation of this fact was the occurrence of a radial electric field confirmed by the observation of a fast poloidal plasma rotation /2/ which was not considered in the numerical calculations. The beneficial effect of an electric field on γ was then confirmed qualitatively by ODIN calculations /3/. However, for large electric fields the quantitative results showed a number of inconsistencies, which required a revision of the code. The subsequent improvements and an investigation of the resulting accuracy are described in the first part of this paper. In the second part the new version is used to recalculate the heating efficiency for W VII-A and to demonstrate the influence of the electric field on the orbit of single particles. The results are in qualitative accordance with a bounce averaged Monte-Carlo simulation /4/.

I. Revision of the neutral beam heating code ODIN:
The improvements that become necessary in order to include large electric fields are: energy conservation, time step control and a more careful modelling of the electric field.

I.1 Energy conservation: For a correct energy balance for each injected particle in the presence of electric fields the potential energy \( q_b U \) of an ion at every point of the trajectory has to be calculated to conserve the total energy

\[
E_{\text{tot}} = \frac{1}{2} m_b v_b^2 + q_b U(r) = \text{const.}
\]

The term \( q_b U \) previously not included may be neglected only for \( q_b U \ll E_b \).

I.2 Timestep control: The ExB-drift causes an additional poloidal velocity exceeding the \( \nabla B \) and curvature drift of the fast ions for \( |E| > 135 \, \text{V/cm} \) at W VII-A conditions. The dynamic adaptation of the iteration time step of
the orbit calculation has been corrected for this fast drift component. For runs with $|E| > 500 \text{ V/cm}$ the time step parameter itself must be reduced accordingly to avoid numerical errors underestimating the heating efficiency and the power deposited locally in the region of high electric fields.

1.3 Model of the electric field: The physical constraint is that the electric equipotential surfaces $\phi = \text{const.}$ have to be identical with the magnetic flux surfaces $\psi = \text{const.}$ of the configuration used. Otherwise a poloidal field component $E_p$ is generated which causes an unrealistic radial particle drift. For numerical reasons central ellipses are used in ODIN to fit the magnetic configuration computed from a Dommaschk field representation /5/. As seen from Fig. 1a this is a good approximation for $r/a < 0.3$ only. But the position of the best fitted flux surface can be varied by the application of an additional vertical magnetic field $0 < B_v < 50 \text{ Gauss}$ (Fig. 1b,c).

1.4 Error estimation for the code results: To estimate the errors induced by the electric field model, firstly the position of the best fitted magnetic surfaces was varied by varying $B_v$ for parabolic potentials

$$\phi = \phi_a(r/r_a)^2 \quad \text{with} \quad 1 \leq \phi_a \leq 7 \text{ kV}.$$  

In this way the erroneous poloidal field components $E_p(r/a)$ introduced by the misfitting of the flux surfaces is changed in a wide range. In the worst case (i.e. $B_v = 0$) the misfitting of the outermost flux surfaces is greatest where $|E|$ reaches its maximum also resulting in the highest $E_p$-component there. It shows up (e.g. in Fig. 2 for $3.0 \text{ kV}$) that the code results are not sensitive to that variation indicating that $|E_p(r/a)| < |E_{p,\text{crit}}(r/a)|$ in these cases, $|E_{p,\text{crit}}|$ being the limit, where the erroneous field component starts to influence beam deposition. To get a number for $|E_{p,\text{crit}}(r/a)|$ the elliptical equipotential surfaces were perturbed by changing their half axes $a \rightarrow a \times \alpha, \beta \rightarrow \beta/E$ in order to generate an artificial poloidal component $E_p(r/a)$. Figure 3a shows the global results for different potentials $\phi$. Admitting an error of $\pm 10\%$ for $\gamma$, a critical field value $|E_{p,\text{crit}}|$ can be deduced depending on $\phi$. The corresponding deposition profiles for $3.0 \text{ kV}$ are plotted in Fig. 3b. Since the two methods should give consistent results one concludes that the code is not sensitive to $E_p$-components in the outer plasma region but to poloidal electric fields at $r/a = 0.5$. This is in accordance with the fact that this region is most frequented by the heating particles. In Fig. 5 the estimated critical poloidal field at $r/a = 0.5$ is given as a function of $\phi$ together with the value occurring in ODIN for the worst case (i.e. $B_v = 0$). We conclude that the global and local ODIN results are correct within an error of $10\%$ and $20\%$, respectively, if $|E| < |E_{p,\text{crit}}|$ at $r/a = 0.5$, i.e. $\phi_a < 5 \text{ kV}$ for a parabolic potential.

II. Application of the revised code for W VII A

II.1 Heating efficiency: In Fig. 5a,b the recalculated $\gamma(\phi)$ for co resp. counter injection are given assuming parabolic potentials. The observed direction of the plasma rotation excludes negative $\phi_a$ shown here for completeness. The experimental value $\gamma \approx 0.35$ for co and counter injection is very well represented by code results for $\phi_a = (2.1 \pm 0.3) \text{ kV}$. This also holds for an electric field $E(r) \propto V_p$ as seen from Fig. 5c.

II.2 Particle tracing method: The influence of the electric field on the ion orbits can be made visible by plotting the intersection points of the trajectories of a set of test particles with a given poloidal plane. The behaviour of the orbits for ions starting in the $z = 0$ plane at different radii
R may be quantified by the area \( F(R) \) in the poloidal plane which surrounds these intersection points. In Fig. 6 an example for this confinement parameter \( F(R) \) for fast co-injected ions is shown. With increasing positive potential, the zone of good confinement, i.e., the minimum of \( F(R) \) is shifted towards the plasma center resulting in a more efficient trapping of the injected ions. For small negative potentials \(-1.0 \leq D \leq -0.5 \) kV no confinement is found corresponding to the poloidal drift resonance where the \( E \times B \)-drift and the rotational transform drift for the fast ions cancel each other. Higher negative potentials would improve the confinement again beginning with ions starting at \( R < R_0 \) caused by the counterwise poloidal rotation which then again is dominated by the electric field.
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Fig. 1: Equipotential surfaces used in GDIN for various vertical magnetic field components \( B_y \) plotted in the \( B = 10^6 \) plane. The position of the best fitted flux surface is indicated by a fat line.

Fig. 2: Power deposition profiles for different vertical magnetic fields \( B_y \).

Fig. 3a: Heating efficiency as a function of \( \Phi_y \), for perturbed equipotential surfaces.

Fig. 3b: GDIN results for parabolic electric potential.
Fig. 3b: Power deposition profiles for a set of perturbed equipotential surfaces with $\varphi_a = 3.0 \text{ kV}$ (parabolic)
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Fig. 4: Critical poloidal field component as derived by the perturbation method
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Fig. 5: Heating efficiencies for different potentials as calculated by the new version of COIN for shot Nr. 38000 at 180 ms
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Fig. 6: Variation of the confinement parameter $F(R)$ with the strength $\varphi_a$ of a parabolic potential
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NBI AND ECR HEATING EXPERIMENTS OF THE HELIOTRON E DEVICE
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ABSTRACT Recent results of the neutral beam injection heating (NBI) and the electron cyclotron resonance heating (ECR) experiments of the Heliotron E current-less plasmas are reported. The current-less heliotron plasma with the high electron temperature is produced by ECR heating. To increase the ion temperature and density, NBI heating is applied. We have installed three NBI beam lines with the maximum power of 3.0MW. The results of the high-power heating experiments at 1.9Tesla, and high beta experiments at 0.98Tesla are reported.

Recent results of the neutral beam injection heating (NBI) and the electron cyclotron resonance heating (ECR) experiments of the Heliotron E current-less plasmas are reported [1]. The current-less heliotron plasma is produced by ECR heating using maximum three gyrotrons (53.2GHz, 200kW/tube). To increase electron and ion temperatures and density, the high-power NBI heating is used [2]. We have installed three NBI beam lines with the maximum power of 3.0MW (25kV).

The current-less plasma is produced by ECR heating, which is a very effective heating method to obtain the high electron temperature [3]. We have carried out the ECRH experiments using three gyrotrons simultaneously and obtained the maximum electron

* Plasma Fusion Center, Massachusetts Institute of Technology, Cambridge, USA
temperature is 2.5keV at the electron density of $0.4 \times 10^{13}$ cm$^{-3}$. This is shown in Fig. 1. In order to increase the central electron temperature, the focused micro-wave injection method using Vlasov antenna was investigated. In this case, the optimum magnetic field is slightly higher than that of TE02 mode injection which has a broad injection pattern [3]. Heating rate, as far as measuring the central electron temperature, is improved by about 30% comparing with the case of TE02 mode. The collisionality is in the collision-less regime. The transport analysis on the ECRH plasma is reported in another paper of this conference [4]. The ECRH experiment will continue increasing the number of gyrotrons operated at the same time. The impurity transport process of the ECRH plasma is investigated injecting Si atoms by the laser blow-off method. The diffusion coefficient (D) is a function of the electron density. The impurity confinement time is a positive function of the density, which is shown in Fig. 2. The typical value is $D = 2000$ cm$^2$/sec ($N_e = 1.0 \times 10^{13}$ cm$^{-3}$). The impurity transport is dominated by the anomaly process.

Since the necessary density for the NBI experiment is more than $2.0 \times 10^{13}$ cm$^{-3}$, it is increased with the gas puffing and the hydrogen pellet injection. The ion temperature is increased by the additional NBI power to more than 1.0keV [1],[2],[5]. Due to the pellet injection [1], line averaged density is increased to more than $1.3 \times 10^{14}$ cm$^{-3}$. In Fig. 3, the typical time traces of the plasma parameters during pellet injection experiments are shown. The electron density is effectively increased. Although, both the electron and ion temperatures decrease at the beginning, they increase again to the original values during 20msec. The radiation from plasma does not change so much, and this means that impurity level of the plasma is low. The plasma energy increases after pellet injection. The maximum $N_e TE_{NET}$ value reached $5.0 \times 10^{12}$ cm$^{-3}$sec. The impurity confinement time of the high density plasma is much longer than that of ECRH plasma [6]. The impurities injected by the laser blow-off method are rapidly transported to the central region of the plasma and does not diffuse out for more than 0.1sec, which is the longest duration of the high density plasma produced by NBI. By reducing the
magnetic field down to 0.94 Tesla and using second harmonic resonance of the microwaves in order to produce a target plasma, a high beta plasma is obtained by NBI. Maximum central beta value obtained is 3.5%. It is the most important subject to analyze the limiting mechanisms of maximum beta value obtained experimentally. Theoretical approach to this subject is also in progress. It is made clear that the MHD beta limit is strongly related with the pressure gradient at $\tau=1$ ($r/a_p=0.7$) surface. Therefore, the flat pressure profile is effective to suppress MHD activities and to obtain high-beta plasmas. At present, the energy balance of the high-beta plasma is dominated by the radiation, which is shown in Fig. 4. Study on the impurity concentration and the plasma-wall-interaction is recognized as another important experimental subject. The structure of the divertor layer and mechanisms of plasma-wall-interaction are now in progress. We have started the experiment using an in-situ surface station and the data-base increases for the discharge cleaning process and Ti gettering procedure.
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Fig. 1 Parameter Traces of ECRH Plasma

Fig. 2 Impurity Confinement Time in the Function of Electron Density

Fig. 3 Parameter Traces of Pellet Injection Experiment

Fig. 4 Energy Balance of High Beta Plasma
ABSTRACT Transport processes and energy balance of Heliotron E plasmas are studied. To obtain the confinement scaling of the Heliotron E device, we have been accumulating various data sets of plasma parameters measured during the last three years. We especially concentrated our interests on the current-less plasmas produced by electron cyclotron resonance heating (ECRH). The electron energy transport coefficients are evaluated by a one-dimensional transport code and compared with neoclassical predictions. The effects of the plasma current on the transport are discussed.

Transport processes and energy balance of Heliotron E plasmas are studied. The plasmas are produced by feedback-controlled OH heating (OH, 3V·sec) or electron cyclotron resonance heating (ECRH), and heated additionally by neutral beam injection (NBI, three beam lines) in order to increase the ion temperature further. In previous studies, we have suggested (1) drift-scaling of the electron energy confinement time of OH plasmas [1], (2) neoclassical-close electron confinement in the central region of ECRH plasmas [2], (3) the density dependence of energy confinement time in NBI plasmas [3], and (4) neoclassical-close ion confinement [4]. In order to proceed with the study of transport and energy balance, we have accumulated data sets of OH, ECRH and NBI plasmas in the last three years. Improvements of diagnostics and power up-grading of the heating systems have been achieved for this purpose. The major diagnostics used for the transport
analysis are a multi-channel laser Thomson scattering system (10-ch's), an electron-cyclotron-emission measurement system, a neutral particle energy analyzer, a bolometer array (7-ch's), and a vacuum-ultra-violet spectrometer. We developed a one-dimensional-transport-analysis code. The input profile data are the following: (1) electron and ion temperatures, (2) the electron density, (3) the radiated power, (4) $Z_{\text{eff}}$, (5) deposition of the input power and (6) the neutral particle density. Three dimensional NBI-beam-deposition is modelled using a monte-carlo-method [5], which takes into account the real three dimensional configuration of the Heliotron E device. We calculate the neutral particle density in the plasma from the measured flux of the charge-exchanged neutral particles.

In this paper, we have concentrated our interests on the analysis of OH and ECRH plasmas to make clear the effect of the plasma current on the confinement. The density range investigated is from $1.0 \times 10^{13} \text{cm}^{-3}$ to $3 \times 10^{13} \text{cm}^{-3}$. For OH plasmas, typical heat conductivity coefficients at half radius are $5000 \text{cm}^2/\text{sec}$ for $I_{\text{oh}}=21.9 \text{kA}$ and $40000 \text{cm}^2/\text{sec}$ for $I_{\text{oh}}=47.5 \text{kA}$ ($B=1.7 \text{Tesla}$). The heat conductivity increases linearly with the drift parameter, which is the ratio of the electron drift velocity and the electron thermal velocity, $\xi=V_d/\bar{v}_\text{th}$. The result is shown in Fig. 1.

In 1980, we produced primarily OH plasmas and carried out the global confinement analysis for various parameter ranges. The typical electron energy confinement time has a dependence on the drift parameter [1]. Our present analysis directly suggested the drift scaling from the view point of the local electron heat conductivity.

ECRH is the most conventional and effective method to produce a current-less plasma with the high electron temperature. We have first demonstrated this in the current-less toroidal facilities [6]. To analyze the transport of ECRH plasmas, the microwave power deposition profile should be evaluated accurately. It is possible to evaluate this according to the following equation, $P_{\text{dep}}(r)=N_e(r)T_e(r)V_p/\tau_e(r)$, where $V_p$ is a plasma volume. For this purpose we measured the decay time of the electron cyclotron emission just after the cutoff of the ECRH power, and determined
the local decay time of the electron temperature (\(\tau_e(r)\)). Radiation losses could be neglected. Since the microwave injection mode is TE02 and has a broad wave pattern, the obtained data suggests a very broad absorption profile, which is shown in Fig. 2. The microwave power is changed from 160kW to 320kW in our database. The typical heat conductivity coefficients at the half radius are 3000cm\(^2\)/sec for 160kW and 5000cm\(^2\)/sec for 320kW (1.9 Tesla). The radial dependence of the electron heat conductivity of the former is shown in Fig. 3. It increases with increasing radius. The enhancement factor from the neoclassical prediction is less than ten in the central region. However, it increases toward the outside. At the boundary, the anomalous processes should be taken into account to explain the transport of ECRH plasmas.

The ion confinement is well expressed by the neoclassical predictions for both OH and ECRH plasmas.
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Effect of Wall Stabilisation on Free Boundary \( m = 2 \) Modes in Toroidal \( \ell = 2 \) Stellarators with Small Shear
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1. Introduction.
It has been shown\(^1\) that results on the normalised eigenvalues \((\gamma R_T/v_A)^2\) of unstable fixed boundary \( m = 2 \) modes in straight \( \ell = 2 \) stellarator configurations with vanishing longitudinal net current computed with the asymptotic STEP code\(^2\) (based on the stellarator expansion and averaging) are in good agreement with results obtained with the HERA helically symmetric eigenvalue code\(^3\) and the BETA 3D code\(^4\). In the present paper the asymptotic STEP code has been applied to investigate free-boundary \( m = 2, n = 1 \) modes in \( \ell = 2 \) stellarator configurations with vanishing longitudinal net current. The \( \ell = 2 \) configurations were selected so that the rotational transform \( \psi \) (twist) is in the range 0.36 < \( \epsilon_{\psi} \) < 0.58, where the \( m = 2, n = 1 \) mode is resonant: \( \kappa_{z} = m \epsilon_{\psi}, \epsilon_{\psi} = \psi/M, M \) is the number of equilibrium field periods of length \( L_p, a = 2\pi/L_p, a \) is the minor radius of the free plasma boundary, \( b \) is the minor radius of the conducting wall, \( ka \) the wave number of the unstable mode, \( m \) its poloidal node number, \( n \) the longitudinal mode number, \( v_A = (B_0^2/\rho_0)^{1/2} \) the Alfvén velocity, and \( B_0 \) the main magnetic field; the shear \((\epsilon - \epsilon_{\psi})/\epsilon_{\psi} \) is typically 0.2.

2. Model.
The \( \ell = 2 \) configuration consists of \( M = 5 \) field periods of length \( L_p/a \) which is continuously bent into a torus with torus curvature \( \epsilon = a/R_T \). If the toroidal curvature is \( \epsilon = 0.13 \), the configuration is a closed toroidal system with \( ha = M\epsilon \). The vacuum magnetic field is in a pseudo-cylindrical coordinate system \((r, \theta, z)\) by \( \tilde{B} = B_0 [\kappa_{z} + \frac{\delta}{\epsilon_{\psi}} \nabla I_{\ell}(hr) \sin(2\theta - az)] \), where the Bessel function \( I_{\ell}(hr) \) is a solution of the Laplace equation in a straight system (Bessel model); \( \delta \) describes the helical \( \ell = 2 \) field amplitude giving a twist \( \epsilon_{\psi} \) on magnetic axis of \( \epsilon_{\psi} = M\delta^2/16 \) (asymptotic value). The pressure profile \( p = p_0(1 - \Psi) \) is approximately parabolic in the minor radius \( r \) of the flux surfaces (\( \Psi \) is the poloidal flux

\(^1\)F. Herrnegger and J.L. Johnson, 11th Int.Conf.Num.Simulation of Plasmas, 25-27 June 1985

*On loan from Westinghouse Research and Development Center, Pittsburgh, PA.
inside a magnetic surface). In all cases one wavelength of the instability fits onto $M = 5$
field periods: $k = h/M$. A rather small average $(\beta) \approx \beta_0/2 \approx 0.8\%$ is chosen so that the
change of the $r$-profile in the toroidal configurations with zero net current is small (e.g. for
$\delta = 1.2$ the twist varies in the range $0.45 \leq \varepsilon(r) \leq 0.55$ for $\varepsilon = 0$ and $0.46 \leq \varepsilon(r) \leq 0.53$
for $\varepsilon = 0.13$). The $\varepsilon(r)$-profile is approximately a parabolic function of $r$. No additional
vertical field is applied ($B_v = 0$).

![Fig.1](image)

**Fig.1.** Normalized specific volume as function of $r^2$ for $\varepsilon = 0, 0.13$.

The normalized specific volume $(V_b - V_{az}) / V_{az}$ as function of $r^2$ is plotted in Fig.1 for
$\varepsilon = 0, 0.13$. A rather deep magnetic well ($V'' < 0$) is created at $\varepsilon = 0.13$ for $(\beta) = 0.8\%$
which affects the stability of the configuration. The corresponding vacuum field has a
magnetic hill ($V'' > 0$). Applying an additional vertical field ($B_v > 0$ causes a radially
inward shift of the plasma column) the magnetic well can be diminished and therefore the
stability properties are changed.

**3. Results.**

Using the STEP code it is shown that in toroidal $\ell = 2$ stellarators the resonant free
boundary $m = 2$ mode can be stabilized by a conducting wall being close enough even for
those $\ell = 2$ configurations where the twist at the plasma boundary is $\varepsilon = 0.5$ being resonant
to that mode. In straight $\ell = 2$ configurations there is no wall stabilization effect on that
resonant $m = 2$ mode. Introducing toroidal curvature creates a magnetic well at finite $\beta$
and the $m = 2$ fixed-boundary mode is completely stabilized. The absolute eigenvalue of
the free-boundary $m = 2$ mode is diminished as well. These results are shown in Figs.2 - 5
where the eigenvalues of $m = 2, n = 1$ free-boundary and fixed-boundary modes are plotted
as function of the twist $r_{az}$ on axis for various positions $b/a$ of the conducting wall. Figure
2 shows the results for the straight $\ell = 2$ configurations ($\varepsilon = 0$). At $0.44 < r_{ax} < 0.52$
one observes a stabilizing effect due to the wall scaling approximately like $(a/b)^4$ with the
inverse wall distance. At $r_{ax} \approx 0.408$ the corresponding twist value at the free-boundary is
$r_\theta = 0.50$ which is resonant to the $m = 2, n = 1$ mode, no stabilizing effect due to the wall
can be observed. Increasing the curvature to $\varepsilon = 0.065$ (Fig.3) the resonance phenomenon
is less distinct and obviously a stabilizing effect due to the wall is observed even at a wall position of $b/a = 1.2$.

Fig. 2. Normalized eigenvalues versus $\xi_{ax}$ for the free-boundary ($b/a = 1.05, 1.20, \infty$) and the fixed-boundary mode (straight, $\varepsilon = 0$).

Fig. 3. Normalized eigenvalues versus $\xi_{ax}$ for the free-boundary ($b/a = 1.05, 1.20, \infty$) and the fixed-boundary mode (toroidal, $\varepsilon = 0.065$).

The wall stabilization effect on the free-boundary mode depending on the wall distance $b/a$ is even more obvious at $\varepsilon = 0.13$ (Fig. 4). In this case the fixed-boundary mode could
not be found. The left edge of the eigenvalue curves is shifted to higher $\eta_{ax}$-values as $\epsilon$ is increased. Figure 5 shows the maxima of the eigenvalue curves as function of the torus curvature $\epsilon$ for the free-boundary mode at various wall distances $[b/a = 20 \text{ (infinity)} \text{ and } 1.2]$ and the fixed-boundary modes. The eigenvalues scale approximately like $\epsilon^2$.
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Fig. 4. Normalized eigenvalues versus $\eta_{ax}$ for the free-boundary ($b/a = 1.20, 1.50, \infty$) and the fixed-boundary mode (toroidal, $\epsilon = 0.13$).
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Fig. 5. Scaling of the maxima of the eigenvalue curves as function of toroidal curvature $\epsilon(\epsilon_{max} = 0.13)$.

According to this model weakly unstable $m = 2, n = 1$ free-boundary modes can be stabilized by a conducting wall in a toroidal $\ell = 2$ configuration (e.g. for $(\beta) \approx 0.8\%$ the wall position is about $b/a \approx 1.1$ to stabilize this mode).
MEASUREMENT OF ELECTRON CYCLOTRON RADIATION SPECTRUM (ECR) IN THE L-2 STELLARATOR BY FAST-SCANNING FOURIER-SPECTROMETER

Akulina D.K., Lazarev V.B., Lapshin V.I., Leonov V.N., Fedorenko S.I., Fedyanin O.I.
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1. Introduction

The measurements of ECR radiation in the L-2 stellarator with superheterodyne radiometer had been performed earlier, but narrow range of frequency scan did not permit to obtain total spectra that offered difficulties in interpreting experimental data. For the L-2, fast-scanning Fourier spectrometer in the spectral range 30-200 GHz with 3 GHz spectral resolution has been designed. The L-2 magnetic field has radial component $B_r$ achieving 20% of total field modulus at a plasma border, that results in Faraday rotation of polarization plane of electric field of radiated wave. Hence, the optical scheme permitting simultaneous registration of two orthogonal polarizations was chosen. In the Fourier-spectrometer the polarizing interferometer with 4 screw-reflecting axisymmetric rotating mirrors is used. The InSb-cooled detector has sensitivity corresponding to $\sim 20$ eV at $2\nu_{He} = 70$ GHz. The antenna of radiometer is located on the torus external side, the resulting resolution near plasma center being 2.5 cm. The time needed to record one interferogram is about $\sim 2$ msec.

Detailed description of the spectrometer is given in /2,3/

2. Experiment

The spectrum measurements have been made in ohmically heated discharges with the parameters: magnetic field strength $B(0) = 1-1.4$ tesla, plasma current $I_p = 14-18$ kA, plasma density $n_e = 5 \times 10^{12}-3 \times 10^{13}$ cm$^{-3}$, electron temperature $T_e = 300-600$ eV, pulse duration $\sim 30-40$ msec. Several interferograms of plasma radiation have been recorded during one pulse as well as the total ECR intensity and integrated X-ray signal. Fig. 12 shows the main discharge parameters. The spectra and the value of total intensity were observed.
Fig. 1.
\( \bar{n}_e \) is average electron density. 
\( I_{ECE} \) is total intensity in "thermal" regimes.

Fig. 2
\( I_p \) is plasma current, 
\( B \) is magnetic field strength on the axis, 
\( U_L \) is loop voltage.

Fig. 3
ECE spectra in "thermal" regimes.
Fig. 4
Electron temperature $T_e$ distribution at different times.
(-)-15msec, (+)-20msec,
(-0-)-25msec,
(+) - laser scattering data.

Fig. 5
$\bar{n}_e$ - is average electron density,
$I_{ECE}$ - is total intensity, $R$ - is integrated X-ray signal in "runaway" regimes.

Fig. 6
ECE spectra in "runaway" regimes.
a - at $t=17$msec.
b - at $t=21$msec.

to depend on plasma density. When plasma density exceeds $n_e 10^{13}$ cm$^{-3}$, the maxima of spectra correspond to frequency of the second cyclotron harmonic $2f_{He}$ in the plasma center (Fig. 3). This is so-called "thermal" regimes. The $T_e(r)$ inferred from the spectra and its comparison with Tomson scettering data is given in Fig. 4, showing fairly good agreement. When $n_e < 10^{13}$ cm$^{-3}$, the $I_{ECE}$
X-ray increase essentially (see Fig.1, t> 35 msec, Fig.5). In addition to maxima of 2f_He, there is another one shifted to the lower frequency (Fig.6 a,b). These spectra are typical for regimes with "runaway" electrons and have been observed in many machines with similar regimes /4,5/. To be noted is the peculiarity in ECE integral intensity curve I_{ECE}(t) at t=37 msec, observed in a series of discharges with the same parameters. This "burst" of radiation may be explained by "fan-like" instability /4/. The experiments allow to estimate the energy and density of "runaway" electrons /6/. Since the experimentally observed frequency shift is about 20GHz, the energy of electron is 130-200 keV. Note that the peak's shift is very sensitive to discharge organization in the machine and may be essentially smaller than that in Fig.6 a,b. Moreover, when frequency equal to \sim 20 GHz, the radiated frequency becomes lower, than the upper hybrid one, that prevents propagation of the extraordinary mode towards the receiver, so we think the measured radiation to be mainly in the ordinary mode, because both Faraday rotation and the ratio I_{n}^{ord}/I_{n}^{extra}=(\nu/c)^{2} at E=200keV are essential values. Using the method given in /6/, and experimental data, the density of "runaway" electrons has been estimated and found to be equal to 5.10^{10} cm^-3, i.e. about 0,5% of the total plasma density.

The authors deeply appreciate Blokh M.A., Nakladov A.M., for the help in computations of data, Shpigel I.S. for useful discussions, and Azizov E.A., Solomonovich A.B. for support.

References
3. Akulina D., Lazarev V., Lapshin V., Leonov V., Fedorenko S., Fedyanin O. Pribory i tekhnika experimenta, 1985, N° 4
A NUMERICAL SIMULATION OF EXPERIMENTS ON ELECTRON CYCLOTRON PREIONIZATION AND PLASMA HEATING IN L–2 STELLARATOR

A.A.Fraiman, O.B.Smol'yakova, and E.V.Suvorov

Institute of Applied Physics, Academy of Sciences of the USSR
46 Uljanov Street, 603600 Gorky, USSR

In order to investigate the electron cyclotron heating of a plasma in L–2 stellarator, numerical simulation of the wave propagation and absorption has been performed, including a ray-tracing technique and the calculation of cyclotron absorption and distribution of energy deposition over magnetic surfaces.

The analytical expressions in toroidal coordinates for plasma density, electron temperature and magnetic field take into account the characteristic features specific of L–2 stellarator, in particular, the presence of toroidal and helical harmonics of the magnetic field, the ellipticity of the plasma column cross-section and its screw structure. Figure 1 shows the lines of a constant magnetic field intensity and the model "separatrix" used in the calculations for the cross-section of launching the HF power in the experiments 1. Parabolic radial distribution was assumed, both of them being zero at the separatrix.

The equations for ray trajectories were integrated in the parametric form

$$\frac{d\xi_k}{dt} = \frac{\partial G}{\partial \eta_k}, \quad \frac{d\eta_k}{dt} = -\frac{\partial G}{\partial \xi_k}$$

Here $\xi_k$ are the toroidal coordinates, $\eta_k$ are the components of the phase gradient, the hamiltonian $G$ is taken in the form

Fig.1.
\( C = \frac{c^2 h^2}{\omega^2} - n^2 \), where \( C \) is the velocity of light, \( \omega \) is the wave frequency, \( n^2 \) are the squared refractive indices of the ordinary and extraordinary waves depending on plasma density, magnetic field intensity, and direction of the wave propagation.

The variation in the optical depth \( \tau \) along the ray trajectory was calculated by a radiation transfer equation

\[
\frac{d\tau}{dt} = 2 \frac{\omega}{c} \alpha \cos \theta
\]

where \( \alpha \) is the imaginary part of the refractive index, and \( \theta \) is the angle between the wave vector \( \mathbf{n} \) and the group velocity.

The rate of energy deposition between the neighbouring magnetic surfaces was computed with a discrete step \( \Delta r \) over a small radius \( r \):

\[
P(r, r + \Delta r) = \sum_i \rho_i \exp(-\tau(r)) \cdot (1 - \exp(-\tau(r + \Delta r) + \tau(r)))
\]

where \( \rho_i \) is the "weight" of the \( i \)-th ray in the whole radiation beam.

Now we shall discuss in more detail the results of numerical simulation of the experiments [1], which showed effective electron heating (up to \( T_e = 350 \div 450 \) eV at plasma densities \( N = 4 \cdot 6 \cdot 10^{12} \text{ cm}^{-3} \)) in the regimes with a "slow" plasma density increase (Fig. 2), while no detectable heating was observed in the regimes with a "fast" density increase (dashed lines in Fig. 2).

The Gaussian beam of extraordinary waves used in the experiments was approximated by a set of 49 rays with the appropriate angular divergence of \( \pm 60^\circ \) and the intensity distribution over the transverse aperture provided \( e^2 \) times decrease at the distance of \( \pm 2.5 \text{ cm} \) from the centre of the aperture.

In Fig. 3 the energy deposition profiles are presented for experimental plasma parameters at different moments of time (for a resonant magnetic field at the magnetic axis) in the regime of slow density increase: b) \( N = 2 \cdot 10^{12} \text{ cm}^{-3} \), \( T_e = 190 \) eV;
besides, the point a) is added: a) $N = 1 \cdot 10^{12} \text{cm}^{-3}$, for which the temperature is unknown and assumed to be 100 eV. The first group of diagrams, $P(r)$, shows the radial distribution of energy deposition between two neighbouring magnetic surfaces (the scale of ordinates is 10 units to 4.3 kW). The second group, $P/V(r)$, is for the radial distribution of electromagnetic power absorbed in a unit volume (10 units to 22 W/cm$^3$) and the third one, $P/N(r)$, is for the radial distribution of power per one particle (10 units to 750 eV/mo). All scales are referred to the total launched power of 100 kW used in the experiments. The summary efficiency of one-pass absorption attains 40% at $N = 1.2 \cdot 10^{12} \text{cm}^{-3}$, decreases to 33% at $N = 4 \cdot 10^{12} \text{cm}^{-3}$ and drops sharply (down to 14%) at $N = 6 \cdot 10^{12} \text{cm}^{-3}$. The radial distribution profile both per unit volume and per one particle has its maximum in the centre as a rule.

The energy deposition profiles for the same densities as in Fig. 3 but for low electron temperature (75 eV) are presented in Fig. 4 illustrating a heating regime with fast increase in plasma density. The total heating efficiency is much lower (5% at
Such a difference in heating in the two regimes is caused by specific features of cyclotron absorption of the extraordinary wave at the first harmonic [2]. For a fixed value of the angle of propagation $\alpha$, there exists an optimum relation between the plasma density $N$ and the electron temperature $T_e$ which provides maximum absorption: $\frac{\omega_p^2}{\omega_n^2} \approx \frac{1}{2} \cos \alpha \left( \frac{\omega_p}{\omega_n} \right)^2 \cos \alpha$, where $\omega_p$ and $\omega_n$ are the plasma and the cyclotron frequencies, respectively, and $mc^2$ is the rest energy of the electron. Regimes of slow electron density increase that show a rather high heating efficiency in experiments are more close to the optimum one.

Thus, the results of numerical simulation within one-pass cyclotron absorption of extraordinary waves make it possible to explain the characteristic features of the experiment such as resonant dependence of the heating efficiency on the magnetic field intensity, steep decrease in efficiency at the end of the r.f. pulse, peaked electron temperature profile, as well as the absence of detectable heating in regimes with fast rise of plasma density. The total calculated efficiency is close to that obtained experimentally.
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Experiments on production and heating of currentless plasma
in the L-2 stellarator by electron cyclotron resonance waves we-
re carried out in 1984 and reported in [1,2]. In contrast to
analogous experiments in other machines [3,4] we have used li-
nearly polarized microwave radiation with electric field compo-
nent perpendicular to the L-2 magnetic field (X polarization).
The Gaussian microwave beam was launched into the vacuum vessel
through a vertical port, this being equivalent to launching from
the strong field side due to specifics of the L-2 magnetic struc-
ture. Under conditions close to experimental ones, numerically
calculated were the beam trajectories, cyclotron absorption
along these trajectories, profiles of energy deposition. Ray-
tracing was done for 49 rays within the Gaussian beam. Plasma
energy balance was calculated within the framework of the neo-
classical theory [5]. In this paper the result of experiments
and calculations are qualitatively compared.

In experiments we have observed two significantly different
regimes of heating. The first regime is characterized by slow
growth of electron density during the heating pulse, provided
that preliminary ionization $n_e = 0.1-1,10^{12}$ cm$^{-3}$ was applied
(see Fig. 1b). In this case the central electron temperature
$T_e (0)$ continuously grows up to 400-600 eV and then slightly de-
creases (Fig. 1.c). In the second regime no preionization was
used and the density rapidly increased in 200-300 s but the
temperature was never higher than 60 eV. In calculations it was
of importance to reveal whether one-pass absorption of the $X$ waves can provide the experimentally observed phenomena and the obtained heating efficiency about 40%.

According to numerical simulations, the integral coefficient of cyclotron absorption of $X$ waves is about 40% in one pass, provided that the resonance condition $\omega_c - \omega_H \approx 1$ is fulfilled at the plasma center and the parameters are as in the first regime. Thus, the calculated heating efficiency is close to experimental one. The numerical results are due to presence of an extended region of homogeneous magnetic field where the resonance conditions are satisfied along a ray (solid lines in the trajectories in Figs. 2a, 2b). Moreover, because of the beam refraction both at the boundary and inside the plasma, the rays deflect from the perpendicular to magnetic field, thus providing higher heating efficiency. During the heating pulse, in the first regime the calculated efficiency decreases from 40% down to 13% thus explaining the observed decrease of $T_e$ (Fig. 1d). If in calculations the density behaviour is taken as in the second regime, the heating efficiency is never higher than 5% and does not provide heating. This difference in heating efficiencies is also seen experimentally in measurements of microwave power passing through the vessel. The oscillograms in Fig. 1e show that the ratios of power on the non-effective and effective heating in the beginning and at the end of the heating pulse are about 10 and 3 respectively. This figures well agree with calculated efficiencies.

The calculated profile of microwave power absorption is shown in Fig. 3. Up to 70% of power is seen to be deposited within the central region ($r/a \lesssim 0.5$). Using this profile, the plasma energy balance was numerically simulated by the neoclassical theory. Both the maximum $T_e$ and the $T_e(r)$ profile obtained thereby are close to experimental ones, the transport in the center being neoclassical but an anomalous electron thermal conductivity being needed at the periphery (see Fig. 4).

Moreover, plasma heating by extraordinary waves is expected to result in appearance of superthermal anisotropic electron velocities at least at densities low enough not cause maxwellization. Actually, this phenomenon was observed in experiments, al-
beit indirectly. Namely, in the initial stage of heating, X-ray radiation is harder than expected from temperature measurements (Fig. 1f) and the energy contents determined from \( n_e(r) \) and \( T_e(r) \) profiles and from diamagnetic measurements differ, while at higher densities these discrepancies disappear.

Concludingly, the comparison of experimental and numerical results indicates that the phenomena observed can be explained by one-pass cyclotron absorption of the extraordinary waves with regard for neoclassical transport.
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Fig. 1. Plasma parameters in time, in the central chord \( N_e(t) \) and \( T_e(t) \) 

- a) UHF pulse envelope
- b) average electron density along the central chord
- c) electron temperature at the center (laser scattering)
- d) calculated absorption coefficient
- e) passed UHF-power envelope I without heating II with heating
- f) X-ray radiation intensity along the central chord
- j) plasma energy I - from diamagnetic signal

\[ 2 = 4 \pi^2 \rho \int \left[ T_e(t) + T_i(t) \right] \rho n_e(t) d \rho \]
Fig. 2. Calculated beam trajectories $n_e = 4 \times 10^{12} \text{cm}^{-3}$, $B = 2 \times 10^3$, $T_e(0) = 430$ ev.

Fig. 3. Calculated radial profile for absorbed UHF energy $n_e = 4 \times 10^{12} \text{cm}^{-3}$, $B = 2 \times 10^3$, $T_e(0) = 430$ ev.

Fig. 4. Radial profile of thermal conductivity coefficient $\kappa$, 1 neoclassical, 2 with allowance for experimental radial distributions.
The experiments on electron cyclotron heating of currentless plasma in the L-2 stellarator were carried out in 1984[1]. In that, the main impurity ions - oxygen, carbon and iron - were spectroscopically studied. In the range of VUV, spatial distributions of absolute intensities of OIV-OVI, ClIV, FeXV resonance lines were measured using a LHT-30 monochromator absolutely calibrated at the S-60 synchrotron [2]. For measurements in the UV range a VMS-1 monochromator was used.

In order to recover the local intensities I(r) from the chord brightness profiles B(x) we have used the code which takes account of the ellipticity of magnetic surfaces in the L-2 stellarator [3]. Solid lines in Figs.1a-1c show the radial profiles of line intensities obtained thereby, the numbers at
curves mean milliseconds from the heating pulse start-up. Both the shapes and absolute intensities are seen to change strongly in time. This fact allows to reveal the dynamics of a series of plasma parameters during the heating pulse, provided the measurements are backed up by proper numerical simulations which, in our case, were based upon a model including the processes of transport, ionization, recombination and charge-exchange. In calculations we have used the profiles of electron density measured by 8-channel laser interferometer with $\lambda=337\mu$m. The time dependence of $n_e$ is shown in Fig.2. As seen in Fig.3 the shape of $n_e(r)$ profiles stays practically constant in time. The electron temperature was measured by Thomson scattering, the time dependence of $T_e(0)$ being given in Fig.2. The Thomson scattering data for $r=1$ and $4$ cm are very reproducible, while at low electron densities (at early time and at plasma periphery) no reliable Thomson scattering data could be obtained. That is why a complete temporal and spatial distribution could only be found using simulations with checking the results to the available values of $T_e$.

Similar simulations of impurities have been already carried out earlier for stationary phase of ohmic heating [4] with use of experimental profiles of $n_e(r)$ and $T_e(r)$. The impurity transport in ohmic heating was found strongly anomalous, since the observed fluxes were much greater than neoclassical ones. For ohmic heating with various densities the profiles of the anomalous diffusion coefficient $D_{an}(r)$ were fitted to satisfy the experiments and proved to have a maximum in the plasma center, to increase with plasma density, and not to depend on the ion's charge and
type. In the case of currentless plasma the role of neoclassical transport is of much greater importance. The cause is that in the L-2 stellarator the central value of rotational transform is \( t(0) = 1 \) in presence of plasma current and \( t(0) \approx 0.2 \) in vacuum or in currentless plasma, while in the Pfirsch-Schlüter regime of collisionality, which is characteristic of our experimental conditions, the impurity flux is proportional to \( 1/x^2 \).

According to numerical simulations, the neoclassical impurity flux in the ECRH case is comparable with experimentally observed flux. Because of this, no anomalous transport was included into calculations done for ECRH. Resultingly, the number of fitting parameters could be reduced, so that the experimental data on ion lines intensities of oxygen and carbon \( I_z(r,t) \) were used to reveal the fluxes of corresponding neutral impurities from the walls \( \Gamma_o(t) \) and the electron temperature profiles \( T_e(r,t) \).

The best agreement of experimental profiles \( I(r,t) \) of all lines involved was obtained for the temperature profiles shown in Fig.4. In Fig.5 the simulated time dependences of OIV-OVI and CIV brightnesses \( B(t) \) (dashed) are shown together with experimental ones (solid). To be noted is that although the absolute scale of oxygen ion concentration is fitted by the single parameter of neutral flux from the wall, the simulation correctly describes the relative brightnesses of lines corresponding to different ionization states. The dashed lines in Fig.2 depict the calculated profiles of corresponding lines. It is seen that the obtained \( T_e(r) \)
profiles satisfactorily simulate the behavior of impurities. Moreover, it means that the calculated neoclassical fluxes are close to experimental ones.

Fig. 6 shows the corridor of $T_e(r)$ profiles inferred from the spectroscopic data with regard for their accuracy. Here $t=6$ ms when the electron temperature is maximum. The profiles well agree with the Thomson scattering values at $r=1$ and 4 cm which are also given in Fig. 6.

These data were then used to calculate the total plasma energy, the obtained value 85 J being in accord with that determined from diamagnetic measurements (78 J).

Thus, the spectroscopic measurements and corresponding numerical simulations for ECR heating in the L-2 stellarator indicated almost the same amount of oxygen and carbon to reside in plasma as in ohmic heating, but in contrast to ohmic heating, transport of impurity ions could be described within the framework of the neoclassical theory so that no anomalous transport needed being introduced.

Comparing experimentally measured line intensities of several ions with numerical simulations, the time and space profiles $T_e(r,t)$ could be determined which well agree with Thomson scattering and diamagnetic measurements.
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PLASMA PRODUCTION AND CONFINEMENT IN A TOROIDAL HELIAC

S.M.Hamberger, L.E.Sharp, S.X.Shi, B.D.Blackwell
Australian National University, Canberra, Australia

The heliac configuration first proposed by Princeton (1) uses appropriately arranged circular coils to produce stellarator fields with helical axes and whose magnetic surfaces can have high transform, low shear, and significant mean magnetic well. We report here the first experimental evidence of their existence through direct observation of plasma produced and confined in such a heliac, which approximates to the first Princeton reference design. (2)

The apparatus (Fig.1) contains 24 two-turn toroidal coils, of mean radius 6.25 cm, equally spaced toroidally but with their centres displaced 2.5 cm radially from their mean position on the minor axis \( R_0 = 18.75 \) cm) so as to lie on the helix \( \theta = 3\phi + 0.1 \sin \phi \). A 4-turn poloidal ring is located inside the toroidal coils at \( R = R_0 \), and the magnetic configuration completed by single-turn vertical field coils. The coil assembly is located inside a cylindrical stainless steel vacuum vessel. The coils are connected in series with facilities for fine adjustment to the vertical field and energized via a transformer from a capacitor bank. The magnetic field pulses have intensities up to 0.4 T and duration ~ 40 ms.

The resulting magnetic surfaces, which rotate three times about the poloidal ring, have bean-shaped cross-section as shown in Fig.2. The rotational transform (Fig.3) increases from \( \psi(0) = 1.19 \) on the helical magnetic axis to 1.35 at the outermost available closed surface. The magnetic well depth increases
Plasma is produced at gas pressures between $10^{-5}$ and $5 \times 10^{-4}$ torr (Ar, He, H₂) by breakdown induced by superimposing a small r.f. current (~100 AT at 100-300 kHz) upon the normal poloidal ring current (~16,000 AT) so as to provide an oscillatory electric field (~30 V/turn). The discharge persists as long as the r.f. is applied and the magnetic field exceeds 30 mT. Diagnostics include several single and double electrostatic probes, a 2 mm double pass interferometer and light emission. Typical waveforms are shown in Fig. 4. At low pressures results are highly reproducible, and good probe characteristics can be obtained provided the probes are carefully cleaned, so enabling good density and temperature profiles to be obtained along several chords. Values of $\rho_{\text{nedl}}$ obtained in this way agree well
Fig. 5. Radial Variation of $n_e$, $T_e$ and Electron Pressure

with that from interferometry. Essentially fully ionized argon plasma with densities $n_e \leq 1.5 \times 10^{12}$ cm$^{-3}$, $T_e \sim 5 - 10$ eV are readily obtained using only $\sim 100$ W r.f. power. We find no detectable power input to the plasma from the time-varying magnetic field.

By moving double Langmuir probes along various chords located in different phases of the helical configurations the plasma density and temperature can be sampled on the various surfaces. Fig. 5 shows typical profiles of $n_e$, $T_e$ and pressure along a horizontal probe path (shown inset). By computation based on the actual current distribution in the coils, each probe position can be ascribed to a given magnetic surface (since $\beta \leq 10^{-4}$ and no significant plasma current flows vacuum calculations are sufficiently accurate for this). We find that the plasma pressure, taken as $n_e T_e$, has everywhere the same profile when plotted as a function of the flux surface. This is shown in Fig. 5 where the parameter $X$ is used as the sole position coordinate, showing the local pressure depends only on the flux surface. To obtain this simple relationship requires the position of the magnetic axis to be calculated to high accuracy ($\sim 1$ mm) using the measured vertical field coil current.

For the conditions of Fig. 5, the electron mean free path $\sim 100$ cm, significantly longer than the respective toroidal and helical curvature connection lengths of $\sim 10$ cm and 17 cm, so that the magnetic surfaces are well sampled by the electrons, i.e. the plasma would be in an intermediate diffusion regime.
Finally, we can estimate an approximate lower limit for energy confinement time, from the conditions $n_e \sim 1.5 \times 10^{12} \text{ cm}^{-3}$, $T_e \sim 5 \text{ eV}$, vol = $4 \times 10^3 \text{ cm}^3$, $P_i < 100 \text{ W}$, as $T_E \sim 70 \mu \text{s}$. This, which includes inelastic losses, is considerably longer than both neo-Alcator scaling ($\sim 1 \mu \text{s}$) and Bohm diffusion ($\sim 10 \mu \text{s}$), and suggests good confinement properties.
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PHYSICS ISSUES IN THE DESIGN OF TJ-II

Junta de Energía Nuclear, JEN, Madrid, Spain.

Oak Ridge National Laboratory, Oak Ridge, Tennessee, U.S.A.

TJ-II is a medium size helical axis stellarator ("Heliac") [1] to be built at the JEN site in Spain. Design and construction of TJ-II is planned for 1985-1988, with startup at the beginning of 1989. The main physics properties of the Flexible Heliac [2] magnetic configuration chosen for TJ-II are described in an accompanying paper [3]. This paper deals with physics considerations in the engineering design of TJ-II: the plasma-wall separation, sensitivity to magnetic field errors, and plasma access considerations.

The TJ-II Flexible Heliac coil configuration is shown in Figure 1. The four field period (M=4) system has 32 circular TF coils linked by two central conductors (a circular conductor and an l=1 winding). The centers of the TF coils follow a helical path around the central circular coil in phase with the helical path of the l=1 winding. This coil configuration produces bean-shaped magnetic flux surfaces which rotate around the central circular coil in the same manner as the TF coils, as shown in Fig. 2. The TJ-II parameters are: \( R_0 = 1.5 \text{ m} \), TF coil radius = 0.4 m, swing radius of TF coils=0.28 m, and swing radius of l = 1 winding = 0.07 m. The two VF coils are located at \( R = 2.25 \text{ m}, z = \pm 0.56 \text{ m} \). The coil currents (TF \( \leq 230 \text{ kA}, VF \leq 100 \text{ kA}, \) central circular \( \leq 300 \text{ kA} \) and \( l = 1 \leq 300 \text{ kA} \) are chosen to give control over plasma size, rotational transform, and to some extent shear, over a wide range of values at \( B = 1 \text{T} \) (pulse length 0.5 s).

Figure 2 illustrates the proximity of the TJ-II flux surfaces to the \( l = 1 \) winding and to the TF coils. These distances are shown in Fig. 3 for values of rotational transform \( \psi_0 = 0.96, 1.52 \) and 2.12 assuming a 3.5 cm
radius for the $l = 1$ winding (square cross section and 10 kA/cm$^2$ assumed) and an 8 cm radial thickness for the TF coil (5 kA/cm$^2$ assumed). These distances can be increased by using thinner TF coils, non-circular TF coils (Fig. 2), higher current density in the central windings, or more cross section poloidal elongation of the $l = 1$ winding. As Figure 3 shows, for a reasonable plasma-to-conductor spacing, the limiting factor is the distance to the $l = 1$ winding. For the same value of transform, increasing the poloidal extent of the $l = 1$ winding requires more current (95 kA, 135 kA and 215 kA at $\psi_0 = 1.46$ for radial winding thicknesses of 7 cm, 4 cm and 2.5 cm, respectively) so the winding cross sectional area increases. For square or D-shaped TF coils, the total central coil currents remain unchanged but a larger fraction is needed in the circular coil.

Since the TJ-II magnetic configuration has high rotational transform and low shear, it is sensitive to small magnetic field errors arising from coil misalignments, especially those that break the basic 4-fold symmetry arising from the toroidal periodicity. The most dangerous resonant perturbations are those with low toroidal mode numbers ($n$) for various poloidal mode numbers ($m$). For $\beta$ values between 1 and 2.7, the most dangerous non-symmetry breaking (4-fold symmetric) perturbations (in order of decreasing importance) have $m/n$ values of 4/2, 4/3, 8/3, 4/4, 8/5 and 12/5. Typically, for symmetry-preserving distortions such as "squaring" of the central conductors, deformations of 1-3 cm can produce serious deterioration of the magnetic surfaces. For symmetry-breaking perturbations (e.g., a horizontal shift or tilt of the central conductors with respect to the TF coils), the most dangerous errors (in order of decreasing importance) for $\beta$ between 1 and 2.7 are those with $m/n$ values of 1/1, 2/1, 3/2, 5/2, 4/3, 5/3, 7/3, 8/3, 5/4, 7/4, 9/4, 6/5, 7/5, 8/5, 9/5, 11/5, 12/5, 13/5 and 14/5. When the rotational transform falls at these resonances, coil displacements of 1-3 mm significantly perturb the flux surfaces. In all cases, however, a relatively small change in the central coil currents moves the magnetic configuration away from the resonant $\beta$ value and restores flux surface quality, as shown in Figure 4.

The TJ-II coil configuration has a significant impact on the vacuum vessel geometry and on the access for plasma diagnostics and heating. One design option is a large cylindrical vacuum vessel containing all but the VF coils. Alternatively, if the vacuum vessel is interior to the TF coils, the
total vacuum wall area is reduced, but device assembly is more difficult. For both design options sufficient access exists for quasi-tangential NBI. Increasing the number of TF coils per period has little effect on flux surface quality but increases the depth of the magnetic well and decreases the access distance between coils (well depths of 1.3%, 2.4%, 3.3% and 3.8%, and maximum intercoil distances of 50 cm, 36 cm, 27 cm and 21 cm are obtained for 6, 8, 10 and 12 coils per period, respectively).

Further engineering studies show that forces and heating remain within acceptable ranges.
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Fig. 1.
The TJ-II Flexible Heliac coil configuration.

Fig. 2.
Flux surfaces at toroidal angles $\phi = 0^\circ$, $11.25^\circ$ and $22.5^\circ$ for circular TF coils and at $\phi = 22.5^\circ$ for square TF coils.

Fig. 3.
Separation between edge of TJ-II coils and flux surface vs average radius of flux surface for three different rotational transform values.

Fig. 4.
Small change in $l = 1$ current restores magnetic surfaces broken by 2.5-mm offset of central conductor.
HELICON, A NEW HELICAL AXIS STELLARATOR

J. Guasp and J.A. Fábregas.
Div. de Fusión, JEN, Madrid.

Helical magnetic axis stellarators have retained lately some attention in reason of the theoretically alleged high equilibrium $\beta$ limits, up to 20% [1, 2, 3]. In consequence some practical configurations have been proposed recently [1, 4, 5], the Helicon has emerged as a lateral result of one of them: the TJ-II Flexible Heliac [5].

The Helicon device consists in an $l = 1$ helical coil of 4, 8 or 12 periods that creates the toroidal magnetic field and produces the magnetic axis helicity. This coil is wrapped around a central structure, the hard core, formed by two more coils: a circular one, 1 m radius, placed at the helix center and another $l = 1$ helical coil, of lesser radius, 7 cm, wrapped too around the circular one with the same period than the outer helical coil, but shifted half a period. Two additional circular vertical field coils compensate the vertical fields produced by the whole structure and allow changes in the magnetic axis position. Fig. 1 shows a 4 period device. The minor radius of the outer helical coil is 42.5 cm and average toroidal magnetic field is 1 T. that means a 1.2 MA current in this coil.

In this way the Helicon differs from a Flexible Heliac only in the replacement of the many (32 or 36) toroidal field coils by a single helical coil, minimizing the total number of coils. From another point of view the Helicon can be considered too as an $l = 1$ low period torsatron with two "pusher" coils just placed at the device center.

In our study, by similitude with the TJ-II device, we have considered only the four, eight and twelve period cases but nothing precludes other choices.

For the four period case we have found good magnetic surfaces for a wide range of currents in the hard core. The resulting magnetic surfaces are shown at Fig. 2, in this particular case they exhibit a triangular shape with a 3-cornered separatrix as a consequence of the closeness of the 1/3 rational surface to the plasma border, where the rotational transform by period is 0.32, current in the central circular coil is 450 KA and in the inner helical one – 150 KA.

The rotational transform profile shows a total variation ("shear") of about 8.3%, greater than in a flexible Heliac, for an average plasma radius of 16 cm. No magnetic well, but rather a steep magnetic hill, 11.6% height, appears. A considerable toroidal effect is visible too at Fig. 2, this effect can be attenuated, but not suppressed, by shifting slightly outwards the magnetic axis position decreasing the vertical field coil current intensities. Magnetic hill height can be decreased too by the same procedure but in no case a magnetic well can be achieved for the 4-period Helicon. For this particular case the usual rough estimate for the equilibrium $\beta$ limit
amounts to 22.4%, a very high value that should need confirmation by 3-D equilibrium analysis yet to be done.

The scans done varying the currents passing by the coils show, as in the Flexible Heliac case, a considerable flexibility, that is, a wide range of rotational transforms values can be attained within the same structure by changing only the electrical currents. This effect appears in Fig. 3 where the value of the rotational transform at magnetic axis is shown for several values of the total current $I_T$, where $I_T = I_h + I_c$ is the addition of the helical current $I_h$ and the circular one $I_c$, and is plotted versus $I_h/I_T$: the ratio between the helical coil current $I_h$ and the total one $I_T$. The values spanned by $\psi(0)$ range from about 0.99 ($I_T = 200 \text{ KA}$, $I_h/I_T = -0.8$) up to 1.82 ($I_T = 550 \text{ KA}$, $I_h/I_T = -0.3$), a lesser span than in the Flexible Heliac [3], but a very wide one.

The eight period case has been studied too, good magnetic surfaces have been found for a wide range of currents allowing a variation of the rotational transform at axis from 2.4 to 4.45, high values that suggest a very large equilibrium $\beta$ limit. In addition slight magnetic wells can be attained (about 2% in depth). These properties give a great interest to this particular configuration.

Another very different kind of magnetic surfaces can be found in this $N = 8$ case, surfaces that do not circle around the hard core when advancing along the torus, surfaces that instead remain ever at the same side of the core, just like in an $l = 1$ torsatron with "pusher" coils. An example of this kind of surfaces is shown at Fig. 4, they are obtained for $I_c = 200 \text{ KA}$, $I_h = -20 \text{ KA}$ with the magnetic axis placed at 1.50 m plasma average radius is about 12 cm. Rotational transform is remarkably flat and very high 6.72 at axis, a high magnetic hill (9%) is present too.

Finally the twelve period case has been studied too, for this case we have found only torsatron-like magnetic surfaces, achieving lower rotational transform values, plasma average radius of 14.5 cm and a slight magnetic hills. These low $\beta$ values should give lower $\beta$ equilibrium limits than in the $N = 4$ and $N = 8$ cases.

The absence of heliac-like surfaces in this $N = 12$ case can be contrasted with the absence of torsatron-like ones in the $N = 4$ helicon. In fact the torsatron-like surfaces are shrinked to negligible size, crashed against the outer coil borders in the $N = 4$ case. The opposite happens in the $N = 12$ case where the heliac-like surfaces are crashed against the central coils.
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Fig. 1

Fig. 2
Fig. 3

Fig. 4
TJ-II is a medium size helical axis stellarator, to be built at JEN (Spain). The Flexible Heliac [1] has been chosen from a range of alternatives, \((l = 2, l = 1\) torsatrons, etc) [2 - 3] as the best suited to the Spanish Fusion Program objectives and constraints.

The Flexible Heliac is similar to the conventional Heliac [4] but an additional \(l = 1\) winding has been added to the central conductor structure (Fig. 1) to provide independent control of the rotational transform \((\Theta_0/M)\) over a wide range and to some extent of shear [5]. The configuration adopted as a reference case has four field periods \((M = 4)\), a 1.5 m major radius and a toroidal field coil radius of 0.40 m. The centres of the 32 TF coils are wound on a helix of 28 cm radius and the \(l = 1\) central conductor describes a coincident helix of 7 cm radius. In addition to these coils a pair of vertical coils are required to confine the plasma.

The \(l = 1\) winding gives the device its most characteristic property: flexibility, the capability to attain a wide range of magnetic configurations. In Fig. 2, lines of constant rotational transform per field period \((\Theta_0/M)\) are shown for some of the achievable range of hardcore currents \((I_{cc} = \text{circular coil current}, I_{hc} = \text{helical current})\); the range of \(\Theta_0/M\) values extends over the wide range from 0.2 to 0.8. The magnetic surfaces corresponding to several of the \(\Theta_0/M\) values are shown in Fig. 3. High central conductor currents (particularly \(I_{hc}\)) push the plasma off the central conductor structure. Thus following contours of constant \(\Theta_0\) (Fig. 2), the larger plasmas occur at the higher currents, with average radii of up to 25 cm being typical. Above some radius larger plasmas are, however, less bean shaped and thus have shallower magnetic wells. Fig. 4 shows this for the \(\Theta_0/M = 0.38\) contour. The magnetic well depth is also a function of the \(\Theta_0\) value. At low \(\Theta_0\) the wells are very shallow (Typically 0.5%), whereas at high \(\Theta_0\) the wells are much deeper (Typically 6%).

The usual \(\Theta\) profile is very flat with most of the shear at the plasma edge. Some control over the shear can be obtained by providing the \(l = 1\) coil with two independent current feeds such that the centroid of the helical current distribution can be radially shifted. Fig. 5 shows, by powering only the inner turns \((r_{cc} = 5.25\, \text{cm})\) or the outer turns \((r_{cc} = 8.75\, \text{cm})\) of the \(l = 1\) winding, how the shear can be changed from markedly positive to negative. This double control capability on \(\Theta\) profile allows the explora-
tion of an extremely wide range of configurations by changing only the coil currents without any mechanical modifications to the device.

Preliminary studies have been made of 3D equilibria in the TJ-II device. Previous studies for other heliacs have indicated the importance of fine scale control over the $t$ and shear, to avoid low order resonances where the $\beta$ limit is very low. Equilibrium studies for TJ-II with both the NEAR code $[6]$ and BETA code $[7]$ have shown that good equilibria exists up to at least $\beta_\alpha = 8\%$. By further refinements to the numerics and to the $t$ ranges studied, it appears probable that this value can be extended. Fig. 8 shows a $\beta_\alpha = 5\%$ TJ-II equilibrium with $t_\alpha = 1.46$, computed with the NEAR code. So far only the Mercier stability of these equilibria has been studied; in the helically symmetric limit the results of Ref. $[8]$ indicate very favorable stability properties for heliacs. The Mercier results from the BETA code for the TJ-II equilibria studied show stability in all cases.

Initial collisionless orbit calculations show confinement properties similar to the ATF device and a very strong beneficial influence from modest radial electric fields. The effect of the magnetic field ripple is under investigation. The ripple can be significantly reduced near the magnetic axis by toroidally modulating the toroidal field coil currents.

In conclusion, physics studies for TJ-II are in an advanced phase and show that TJ-II has a very wide flexibility, and good magnetic well properties with promising equilibrium and stability $\beta$ limits. These studies will continue to optimize the TJ-II configuration and to provide information for the design of the device.
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Fig. 1 Coils set for the TJ-II flexible heliac

Fig. 2 Contours of $c_p/M$, showing very wide flexibility which can be achieved by varying central conductor currents

Fig. 3 Flux surfaces for various $(c_p/M)$

Fig. 4 Variation in magnetic well with current for fixed $c_p/M = 0.38$
Fig. 5 Variation in $c$ which can be achieved by shifting the centroid of the $l = 1$ current.

Fig. 6 Vacuum and $\beta_0 = 5\%$ equilibrium flux surfaces for $\kappa_0 M = 0.38$ configuration.
Ballooning Modes in 3D Finite-β Stellarators

J. NÜHRENBERG, R. ZILLE

Max-Planck-Institut für Plasmaphysik,
EURATOM Association, D-8046 Garching

The evaluation of Mercier\(^1\) and resistive interchange\(^2\) modes is followed up by generalizing the JMC code, which evaluates the current density from 3D equilibria as the basic quantity for the investigation of localized instabilities, in order to consider ballooning modes\(^3\) in general 3D equilibria. (Previous work\(^4\) was restricted to low-β approximations.) To this end, Booser's coordinates\(^5\) are constructed from the equilibria because they may conveniently be used to analyze the ballooning equation. A form of the Mercier criterion is used which is valid on field lines with rational twist. A typical field line of this type in a stellarator with five periods (such as W VII-AS) would have, for example,\( \iota_T = 2/5 \), where \( \iota_T \) is the total twist, so that localized \( m = 5, n = 2 \) modes are considered. The analysis of such modes should not be plagued by existence problems of the equilibrium associated with \( \iota_p \) (twist per period) being rational of much higher order (2/25 in the above example).

The ballooning equation is cast in a form which avoids numerically dangerous cancellations and shows, explicitly, the order with respect to \( \beta \) of the various terms. Thus, the principal stabilizing terms (magnetic well diminished by its diamagnetic part and shear) and destabilizing terms (square of the parallel current density and unfavourable contributions from the field line curvature) are clearly borne out. Moreover, this form of the ballooning equation readily yields the asymptotic behaviour (for large arguments) which recovers the Mercier criterion in an analogous form. This feature not only facilitates testing of the code but may also be used to obtain the ballooning stability condition by asymptotic matching.

Results are presented for tokamaks (as test cases) and 3D stellarators such as ATF and W VII-AS.

In Booser's coordinates \( s, \theta, \phi \), where \( s \) is the flux label and \( \theta, \phi \) are poloidal and toroidal angle-like variables, respectively, the local shear \( \sigma \) can be written in the following form

\[
\sigma = |\nabla s|^{-4} (\nabla s \times \vec{B}) \cdot \vec{\nabla} \times (\nabla s \times \vec{B}) = F_T^2 \lambda' \sqrt{g} + \vec{B} \cdot \nabla (Jgs/\sqrt{g})|\nabla s|^2 - Jg\phi s/\sqrt{g}|\nabla s|^2
\]

---


\(^3\) D. Correa-Restrepo, Z.Naturforsch.33a (1978) 789


\(^5\) A. Booser, Phys.Fluids 23 (1980) 904
Here, all functions are normalized to one field period of the equilibrium; $F_T$, $J$, toroidal flux and current, $F_P$, $I$ poloidal flux and current, $t_p = F'_p/F'_T$, $t' = d/ds$, $pV' = I'_TF'_T + J'_TF'_p, \sqrt{g}B^2 = -F'_T I - F'_P J$. The ballooning equation can then be reduced to the following equation for $F$ (which indicates instability if $F$ vanishes twice)

$$\frac{d}{d\phi} \left\{ a^{-1}[1 + (\sigma \phi + \bar{\sigma})^2] \frac{dF}{d\phi} \right\} + (\bar{D} \phi + \bar{D}) F = 0$$

Here, $\phi$ is used as the variable along the field lines and the coefficients $a, \sigma, \bar{\sigma}, \bar{D}, \bar{D}$ have to be used as function of this variable,

$$a = \sqrt{g} |\nabla s|^2$$
$$\sigma = -F'_T t |\nabla s|^2 / B$$
$$\bar{\sigma} = (Ig Os - Jg Os) / \sqrt{g} B$$
$$\bar{D} = p' t' F''_T^{-1} (IB^{-2} t - JB^{-2} t')$$
$$\bar{D} = [\sqrt{g} p'^2 / B^2 - p' \sqrt{g} s - p' B^{-2} (IF''_T + JF''_P) + p' \sqrt{g} B \cdot \nabla (\beta B^2)] / F''_T$$

Here, $\beta$ is the periodic part of the function $\beta$ in the covariant representation of $\bar{B} (\bar{B} = \nabla_X + \beta \nabla s)$. $\beta$, $\bar{D}$, and $\bar{D}$ can be reduced as follows

$$\bar{D} = -(F'_T g Os + F'_P g Os) / \sqrt{g}$$
$$\sqrt{g} B \cdot \nabla \bar{\beta} = p'(\sqrt{g} - V')$$
$$\bar{D} = -F''_T^{-1} t' \sqrt{g} B \cdot \nabla X$$
$$-p' B^{-2} (IF''_T + JF''_P) = \sqrt{g} \nu^{-1} [p' F''_T + JF''_P + t' F''_T (I' J - J' I)] / (F''_T + JF''_P)$$

Thus, $\bar{\sigma}$ represents the stabilizing influence of the shear, $\bar{D}$ (for stellarators with vanishing net toroidal current) mainly the stabilizing influence of an outwardly increasing $B^2$ diminished by the diamagnetic effect, $\bar{D}$ the terms connected with $j_f$ and with the shear known from Mercier's criterion. In accordance with the explicit resemblance of this form of the ballooning equation with Mercier's criterion, the well-known asymptotic analysis, $F \propto \phi^n + F_1 \phi^{n-1} + \ldots$, readily recovers that criterion in the form of the indicial equation

$$\nu = -\frac{1}{2} \pm \left[ (\nu - (a D / a^2)) - (a / a^2) ((a D^2 / a^2) + (\bar{D} - (D)))^{1/2} \right.$$}

where $D = \int D d\phi = t' X$. This equation may also be used to obtain a partial test of four of the five coefficients of the ballooning equation which is solved in the following way. Relatively low order rational toroidal twist numbers are considered and the contracted variable $\phi = N^{-1} m^{-1} \phi$ is used where $t = N^{-1} m^{-1} \phi$ is used where $t = N^{-1} m^{-1} \phi$, $N$ number of field periods. The coefficients of the ballooning equation are periodic in $\phi$, so that the above averages are well defined. Stellarator equilibria of the usual symmetry are considered, so that it is possible to consider ballooning modes symmetric with respect to $\phi$. Thus, $F(0) = 1, (dF/d\phi)(0) = 0$ is used and a ballooning instability is found if $F = 0$ for $\phi > 0$. 


The 3D equilibrium code used so far is BETA\(^1\); the JMC evaluation code only uses the flux invariants and the geometry of the equilibrium obtained, reconstructs the remainder of the equilibrium information, constructs Boozer's coordinates and obtains the coefficients of the ballooning equation. By way of example, Fig.1 shows \( a, \tilde{D} \) for W VII-AS for \( \iota_T = \frac{2}{5} \), note the three different scales: the equilibrium period, the poloidal period, and the period of the closed field line. All results shown are obtained with finite but reasonably fine meshes – the choices being guided by the experience in extrapolating Mercier's criterion – and are being complemented by extrapolation studies; Fourier convergence problems typical of magnetic coordinates also need further study.

![Graph showing coefficients](image)

Fig.1. The coefficients \( a (+) \) and \( \tilde{D} (x) \) for a W VII-AS equilibrium with \( \iota_T = \frac{2}{5} \) and \( \langle \beta \rangle = 0.028 \).

Test results have been obtained for axisymmetric equilibria and a simple unstable \( \ell = 2 \) stellarator. Figure 2a shows \( F \) for \( \iota_T = \frac{3}{4} \) in a standard circular tokamak at \( \langle \beta \rangle = 0.02; 0.03 \), below and above the ballooning stability boundary. Figure 2b shows \( F \) for \( \iota_T = \frac{2}{5} \) in an \( \ell = 2 \) stellarator with five periods. Since for this twist value and a purely elliptic boundary no vacuum magnetic well is present, instability is seen at all \( \beta \) values and the ballooning character \((F = 0 \text{ at } \phi < n_i^{-1})\) prevails for \( \langle \beta \rangle > 0.002 \).

Results for W VII-AS and ATF are shown in Fig.3. The common feature is that the instabilities found are of the Mercier type, i.e. driven by the parallel current density \((aD^2/\beta^2)\) and occurring in the asymptotic range. Apparently, in these cases ballooning instability proper occurs at larger \( \beta \) values than Mercier instability (in contrast to the tokamak situation). It will be interesting to see whether this behaviour persists in configurations in which Mercier instability occurs at higher \( \beta \) values. In this connection we mention an \( \ell = 1, 2, 3 \) equilibrium encountered in the search for stable medium-\( \beta \) stellarators. The equilibrium shown in Fig.4 is Mercier stable at \( \langle \beta \rangle = 0.05 \). Ballooning stability results for this configuration are being obtained.

\(^1\)F. Bauer, O. Betancourt, and P. Garabedian Magnetohydrodynamic Equilibrium and Stability of Stellarators (Springer, New York, 1984)
Fig. 2. a. The solutions $F$ of the ballooning equation for a circular tokamak with aspect ratio $3$, $\iota_T(0) = 1, \iota_T(1) = \frac{1}{2}$ for $\iota_T = \frac{2}{3}$ and $(\beta) = 0.02$ (stable) and $(\beta) = 0.03$ (unstable). b. $F$ for an $\ell = 2$ stellarator with half-axes ratio $2$, aspect ratio $7.5$, $5$ periods, $\iota_T = \frac{2}{5}$ and $(\beta) = 0.0012$; $0.01$.

Fig. 3. a. $F$ for W VII-AS equilibria with $(\beta) = 0.014$ (stable) and $0.028$ (unstable) for $\iota_T = \frac{2}{7}$. b. $F$ for an ATF equilibrium (standard flux-conserving case) with $(\beta) = 0.033$ for $\iota_T = \frac{2}{3}$. This case is weakly Mercier unstable; $F = 0$ at $\phi \approx 100$.

Fig. 4. Flux surfaces of an $\ell = 1, 2, 3$ equilibrium which is stable with respect to Mercier and resistive interchange modes at $(\beta) = 0.05$. 
On Conventional and Modular Heliacs
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Abstract

For conventional and modular Heliacs with 4...8 field periods vacuum field properties, guiding center trajectories, and (for specific cases) 3D-Monte-Carlo computations of a particle diffusion coefficient are evaluated numerically. Although less flexible in their parameter range, modular Heliacs avoid an interlinked coil system, and thus are more reactor relevant than conventional systems.

Heliac Configurations

Among Stellarators, the Heliacs are characterized by a helically shaped magnetic axis, by a specific indentation of the outer flux surfaces, and by a reasonably low aspect ratio. The Heliac offers prospects for stable plasmas at comparatively large values of B, due to its large rotational transform and magnetic well /1/.

Magnetic fields of conventional Heliacs are produced /1/ by a system of planar toroidal field coils arranged helically around a center current ring, and using an appropriate vertical field. Their rotational transform increases with the number of field periods and with the ratio of the helical to the major radius of the coil arrangement. A magnetic well can be obtained. The parameter range can be extended e.g. by a further helical conductor close to the center current ring /2/.

Heliac configurations can also be realized by modular coil systems. They avoid the interlinked arrangement of the conventional Heliac coils. As compared to planar noncircular coils /3/, nonplanar (twisted) coils are preferred since they allow a larger distance between the coils and the last magnetic surface, and also provide for a deeper magnetic well /4/. An analytic winding law for twisted coils is described in /5/.

In Heliacs with equally spaced toroidal field coils a comparatively large modulation of the magnetic field strength along the magnetic axis arises. It can be reduced considerably by different coil currents, or by proper arrangement of the coils in the toroidal direction. By the latter method, simultaneously, at outer flux surfaces broad minima of mod B can extend helically along the field period /4/.
Reference Cases

The present paper is concerned with a study of conventional and modular systems of $m = 4\ldots8$ field periods. The magnetic properties of vacuum fields are obtained by numerical computations. Typical values of the rotational transform per field period are $\tau_m = 0.3\ldots0.4$; the shear is small, but a magnetic well can be ensured in many cases.

As examples for the various configurations studied, Fig. 1 and 2 show in the left part the coil arrangements and in the right half flux surfaces of the vacuum magnetic field, for a conventional Heliac with 4 field periods, and a reactor-sized modular system with 5 field periods, respectively. Some characteristic data are listed in the inserts. For the conventional Heliac the plane circular TF coils are tilted and placed at different toroidal distances. The vertical field coils are not shown. Note the close distance between the center ring and the last magnetic surface. In the reactor sized modular configuration, a distance $D = 1.8\,\text{m}$ is chosen between the last magnetic surface of Fig. 2 and the coils, such as to allow sufficient space for blanket and shield.

Magnetic field properties of conventional and modular Helicas of 4 and 8 field periods are listed in Table I. For the cases with 8 field periods the major radii and the coil aspect ratios are twice those of the systems with $m = 4$.

Table I: Heliac Reference Configurations

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Modular</th>
</tr>
</thead>
<tbody>
<tr>
<td>field periods</td>
<td>m</td>
<td>4 8</td>
</tr>
<tr>
<td>av. major radius</td>
<td>$R_0$</td>
<td>1 2</td>
</tr>
<tr>
<td>av. minor radius</td>
<td>$r$</td>
<td>13.5 15.1</td>
</tr>
<tr>
<td>rotational transform</td>
<td>axis</td>
<td>1.18 2.78</td>
</tr>
<tr>
<td></td>
<td>edge</td>
<td>1.29 3.03</td>
</tr>
<tr>
<td>magnetic well</td>
<td>$V''$</td>
<td>-2.0 -0.8</td>
</tr>
</tbody>
</table>

As a figure of merit for comparison of the different configurations we use the quantity

$$J^* = \left( \frac{B_o^2}{B^2} \cdot (1 + \frac{J_\parallel^2}{J_\perp^2}) \right)$$

where $B_o$ is a reference field and $\langle \ldots \rangle$ denotes the average on a magnetic surface. $J^*$ is a measure for the Pfirsch-Schlüter-currents, and also enters the stability criterion of resistive interchange modes /7/. Small $J^*$ is favourable for interchange stability. This number is about 11 for a standard $\varepsilon = 2$ Stellarator like WENDELSTEIN VII-A and can decrease to $J^* \approx 2$ in the 8-period Heliac.

Low Pfirsch-Schlüter currents lead to a small Shafranov shift and high values of the equilibrium $\beta$. Using the BETA-code /8/, a finite-$\beta$ equilibrium in a 5-period modular Heliac was calculated. At $\langle \beta \rangle = 5.3\%$ a small Shafranov shift of $10 - 20\%$ of the plasma radius occurred /9/.
**Fig. 1: CONVENTIONAL HELIAC**

- $m = 4$
- 9 plane tilted coils / FP
- $R_o = 1.1 m$
- $a = 15 \text{ cm}$
- $t = 1.1$
- $\gamma'' = 0.8 \%$

**Fig. 2: MODULAR HELIAC**

- $m = 5$
- 14 twisted coils / FP
- $t = 1.9$
- $\gamma'' = 0.2 \%$
- $A = 1.7 m$
- $D = 1.8 m$
- $B_o = 5.4 T$

Coil shape in detail

- $R_o = 25.5 m$
- $n_1 = 4.8 - 5.1 m$
- $n_c = 5.2 - 5.5 m$
- $B_m = 10.3 T$
Particle Orbits and Transport Calculations

Guiding center orbits are studied in more detail for a \( m = 8 \) conventional Heliac with reduced field modulation, in comparison to earlier results of modular \( m = 5 \) systems /6/.

Due to the large values of the rotational transform, drift surfaces of passing particles show only small deviations from the magnetic surfaces, with maximum (minimum) offset in the toroidal planes where the direction of the toroidal and helical curvatures are opposite (parallel), respectively. In the configuration with reduced field modulation, the averaged drift velocity of trapped particles was found to be lower than that of the standard case. Both, in modular and conventional Heliacs, trapped particles stay on confined orbits for many oscillations between mirrors. Since there is a finite chance to be trapped in a local field minimum between two coils, all trapped particles finally escape through this channel.

Using a 3D-Monte-Carlo transport code /10/, the beneficial effect of reduced magnetic field modulation was demonstrated /6/ for modular \( m = 5 \) systems. Although the particle diffusion coefficients exceeded the plateau value, the relative improvement between the two otherwise nearly equal configurations increased from the plateau towards the long mean-free-path regime.

Summary and Conclusions

Using an analytic coil winding law, modular coil sets for Heliac configurations can be found. Optimization with respect to the modulation of the magnetic field strength can be achieved, thus reducing neoclassical trapped particle losses. Comparing field properties of conventional and modular Heliacs with \( m = 4 \ldots 8 \) field periods and increasing the coil and plasma aspect ratios with \( m \), so far no clear preference regarding \( m \) can be stated. Large flexibility for varying the parameter range is present in conventional heliacs which is useful in an experiment. The modular coil system avoids interlinked coils and thus appears more reactor relevant.
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A numerical code is developed which calculates a Stellarator equilibrium following the low beta expansion as proposed by L. Spitzer /1/. In every iteration step the plasma currents are calculated and the resulting magnetic field is obtained from Biot-Savart's law. Since no boundary conditions are imposed, the method describes the free boundary equilibrium. Results are given for Wendelstein VII-A.

### Low-beta expansion

In the ideal MHD-model of toroidal plasma equilibrium the scalar pressure $p$ and the magnetic field $\mathbf{B}$ are calculated from

$$0 = -\nabla p + j \times \mathbf{B} \quad \nabla \times \mathbf{B} = j$$

Several codes have been developed to solve these equations in three dimensions/2//3//4/. In all these codes boundary conditions are imposed on the last magnetic surface. In a steady state plasma, however, a conducting wall is only effective on a time scale short compared with the resistive diffusion time. Therefore a conducting wall is only effective for MHD-stability. The AJW-code /5/ calculates the Stellarator equilibrium in axisymmetric approximation, this method includes the free boundary equilibrium.

The iterative process proposed by L. Spitzer tries to solve the system (1) in the following way:

$$\begin{cases}
0 = -\nabla p + j_{n+1} \times \mathbf{B}_n \\
\nabla \cdot j_{n+1} = 0 \quad \nabla \times \mathbf{B}_{n+1} = j_{n+1} \quad \nabla \cdot \mathbf{B}_{n+1} = 0
\end{cases}$$

there is neither a prove that this iteration process converges nor is the topology of magnetic surfaces preserved. As pointed out by A. Boozer /6/ magnetic islands and field line ergodisation may occur. Nonetheless an attempt is made to calculate $\mathbf{B}$ from the system (2). The plasma current $j_{n+1} = p'(\psi) \ \nabla \psi \times \nabla \psi$ is calculated on the magnetic surface $\psi = \text{const.}$ of the nth-iteration step. We only calculate $j_{n+1}$ on magnetic surfaces without islands and ergodisation thus representing a pressure profile with $p' = 0$ in the island region. The stream function $\psi$ is calculated from

$$\mathbf{B}_n \cdot \nabla \psi = 1$$

The constant of integration is chosen such that the current lines $\psi = \text{const.}$ are poloidally closed curves, thus representing a net current free Stellarator. In figure 1 this system of
equilibrium currents on a magnetic surface of W VII-A is shown. Figure 1 exhibits one period of a magnetic surface, horizontal axis being the toroidal coordinate and the vertical axis being the poloidal coordinate.

Fig. 1: Plasma currents on a magnetic surface of W VII-A (solid lines).

The typical S-shape of the plasma currents (solid curves) is caused by the Pfirsch-Schlueter currents $j_0$ giving rise to the Shafranov shift. For calculating the magnetic field the continuum of these plasma currents is replaced by a finite set of current filaments $\nu = \text{const}$ with all filaments on a magnetic surface carrying the same plasma current. Since the current is proportional to the pressure gradient the radial current distribution is fixed by the pressure profile. Every current filament is discretized into a maximum of 64 straight elements and the field $B_{n+1}^z$ at a point $\vec{x}$ added up over all current filaments following Biot-Savart's law. The element crossing $\vec{x}$ is omitted thus avoiding the divergence of $\vec{B}$ at $\vec{x}$. With the help of a relaxation parameter $\alpha$ the next iteration step $B_{n+1}^z = \alpha B_{n+1}^z + (1 - \alpha) B_n$ is defined. By field line integration the surfaces of $B_{n+1}$ are found and the procedure is continued. The points $\vec{x}$ are chosen on the magnetic surfaces of $B_n$. If the procedure converges - i.e. if the surfaces of $\vec{B}_n$ and $\vec{B}_{n+1}$ approach each other - the result is independent of the parameter $\alpha$.

As a practical measure of convergence the profile of the rotational transform $\psi$ is used. In applying the code to W VII-A it was found that after 10 iterations the Shafranov-shift and the shape of the magnetic surfaces saturate. About 20 - 30 iterations are necessary to make the error in $\psi$ less than $10^{-3}$. The plasma currents lead to a modification of the profile of the rotational transform. In W VII-A the transform increases at the magnetic axis and decreases at the edge thus giving rise to an appreciable amount of shear.
In figure 2a the modification of the transform with increasing $\beta$ is shown. For comparison figure 2b shows the result of the AJW-code (see also ref. /7/). The maximum shear at $\beta(0) = 1.5\%$ is $\delta e/e = 20\%$.

![Diagram](image)

Fig. 2b (right): $\phi$-profile of W VII-A as a function of plasma pressure. 2a(left): $\phi$-profile W VII-A from AJW-code.

In order to improve the convergence the relaxation parameter $\alpha$ can be changed during the iteration. Convergence depends on the $\beta$-value chosen. At low $\beta$ fewer iteration steps suffice, whereas at higher values ($\beta(0) > 1.5\%$ in W VII-A) the iteration process collapses due to island formation. It is not yet clear whether this is an indication of a real $\beta$-limit or whether numerical errors determine this limit.

Magnetic surfaces. The magnetic surfaces of W VII-A are shown in figure 3. The peak value of $\beta$ is $1.5\%$ in this case. As can be seen the Shafranov shift varies with toroidal angle, the maximum shift arises in the plane of the horizontal ellipse. At $\beta = 1.5\%$ ergodisation of magnetic surfaces begins to appear, calculation of plasma currents, however, averages over this fine structure and a further increase does not occur during the iteration process. At $\beta = 2\%$ island formation and ergodisation limit the iterative process and an equilibrium cannot be found. Island formation predominantly arises around $\phi = 5/10, 5/11, 5/12...$ with $10, 11, 12,...$ islands. In a system with stronger shear and more field periods around the torus a reduction of this effect is expected. As an example Heliotron E has been investigated. Heliotron E has a strong shear and 19 field periods. Here equilibria with $\beta(0) = 5\%$ can be calculated without serious island formation.
Fig. 3: Magnetic surfaces of Wendelstein VII A at finite $\beta$. left: $\beta(0) = 0.5\%$ right: $\beta(0) = 1.5\%$

Conclusions. The low-$\beta$ iterative process permits to calculate 3-dimensional Stellarator equilibria with a free boundary. At sufficiently low $\beta$ convergence can be achieved. Depending on the specific configuration (number of field periods, shear) ergodisation and island formation on magnetic surfaces determine the maximum $\beta$. So far it cannot be decided whether this break-up of surfaces is due to numerical errors or due to a physical effect. Other effects like rotational transform, magnetic well and Shafranov shift can be calculated with an accuracy sufficient for practical purposes.
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IMPROVEMENT OF MAGNETIC SURFACES OF HELICAL AXIS TORSATRON

S. Nagao, S. Miyajima, M. Fujii, T. Saito and H. Katsumori
Engineering School, Chubu University, Kasugai, 487 Japan

Y. Abe and M. Fujiwara
Institute of Plasma Physics, Nagoya University, Nagoya, 464 Japan

ABSTRACT

The improvement of magnetic surfaces of torsatron type stellarator with a closed helical magnetic axis (HAT), which was proposed previously (Ref. 1), are studied, since in the examples of magnetic surfaces there the radius of axial helix was rather small and so the stable confinement of high beta plasma seems to be difficult, though the aspect ratio of plasma column was so small as to be less than 8 even in the case of period number \( n = 9 \). Thus the method to improve such magnetic surfaces of HAT has been considered from the fundamental viewpoint of coil engineering upon the theoretical base.

It was clarified that the compatibility of magnetic well and positive shear of field lines is not so easy to be realized in the framework of HAT, though the other characteristics of magnetic surfaces were improved to a great extent.

INTRODUCTION

Recently it has become well known that the stellarator with a planar magnetic axis of appropriate period number, for example \( n = 6 \) of ATF-1, can have the compatibility of magnetic well and shear of filed lines in its configuration and however the interaction of toroidal curvature effect with the plasma pressure might destroy the helical symmetry of the system and so the beta value may be limited less than ten percent. On the other hand, in the helical axis stellarator system the toroidal curvature effect is rather small and the helical symmetry may be improved by the plasma pressure. Thus the plasma self-stabilization can be expected to achieve a high beta confinement. However in such helical axis stellarators, there are some technical difficulties: the helical axis of large radius makes the device manufacturing too complicated and the plasma aspect ratio becomes too large to be a candidate of fusion reactor in future.

Then it was proposed in the previous report to fabricate a helical axis stellarator by torsatron method. It is technically important that the device HAT as a whole is of the type of a simple torus and the plasma column only rotates helically inside, occupying the half of its circular cross section of torus, while the other half space of the cross section is left to be used for divertor region.

SURFACE CURRENT OF FIELD CONFIGURATION AND HAT COILS

It is easy to show that the surface current \( K \), given by Biot-Savart law to produce one of the best magnetic surfaces \( \psi \), considered in the linear helix approximation (Ref. 2), consists of three components in Mercier coordinate system \( (\rho, \omega, s) \), as follows,

\[
K_{\omega} = \left( I / h \right), \quad K_{u1} = - \left( \kappa_\rho I / h \right) \text{ and } K_{u2} = \left| \nabla \psi \right|,
\]

where \( h = 1 - \kappa_\rho \cos \theta \), \( \theta = \omega - \kappa s \), \( \vec{u} = (\vec{h} \hat{e}_s + \kappa_\rho \hat{e}_\omega) / g \) and \( g = h^2 + \left( \kappa_\rho \right)^2 \).
I is axial field and \(k\) and \(K\) are curvature and torsion of axial helix. \(K\) component is solenoidal current on the circular surface around the axis but has to be approximated by a helical coil current, in torsatron type system, with pitch angle as large as possible. It is noticeable that \(K_1\) is necessary to produce axial field \(I\) as well as \(K_2\). \(K_2\) component to shape the magnetic surface can be approximated fairly well by several auxiliary helical coil currents in the vicinity of the outer most magnetic surface. Fig. 1 shows these surface current \(K_1\) and \(K_2\) as a function of azimuthal angle \(\theta\).

Thus it is obvious that the auxiliary helical coils to shape the magnetic surface should be located approximately at angles \(\theta = 0, 68, 135\) and or \(180\) respectively. However these locations are in Mercier coordinate system and so these coordinates must be transformed into rectangular system in order to compute the magnetic surface or for their manufacturing. Fig. 2 shows the change of the azimuthal angle in the rectangular system \(\phi\), which corresponds to \(\theta\) above mentioned, as function of distance from the axis \(\rho\). The location for each auxiliary helical coil in the case of a closed helical axis is determined refering to Fig. 2.

MODIFICATION OF HELICAL AXIS IN TOROIDAL SYSTEM

In the toroidal system with a closed helical axis, it is well known that the axis can have many variations for example, as given by parameters \((\alpha, \beta, \varepsilon, \text{ and } \varepsilon')\) in its expression,

\[
\begin{align*}
    r &= R (1 - \varepsilon \cos \omega_0), \\
    z &= \varepsilon' R \sin \omega_0, \\
    \omega_0 &= n \phi + \alpha \sin n \phi + \beta \sin 2n \phi + \ldots
\end{align*}
\]

Equ.(2) can also be used for the survey of axial parameters to deduce the plasma column shift by its pressure and to have a high beta plasma equilibrium. Fig. 4 shows the shift of column with circular cross section, given by Shafrov, as function of \(\alpha\). Here it is interesting to notice that the value of \(\alpha\) which gives the minimum column shift, is nearly equal to gives minimum variation of the axial torsion along the torus and the integral of the torsion over one period nearly equal to \(\pi\).

Thus to increase the rotational transform on the axis \(\omega_0\), another helical coil is added on the opposite to the main toroidal field coil. The positive current on this coil increases the ellipticity of the magnetic surface and so increases the transform on the axis.

Fig. 5 and Fig. 6 show the magnetic surfaces with same ellipticity but with different values of \(\alpha\). In the former \(\alpha\) is 0.15, where the rotational transform varies from 1.5 on the axis to 2.0 on the outermost surface and in the latter case, it varies from 1.9 to 2.5 for the sake of negative value of \(\alpha\) \((-0.4\)\), which is nearly equal to the value of constant torsion and its integral being \(\pi\).
Unfortunately, both examples of magnetic surface could not have well configuration but magnetic hill of more than 10%.

**FORMATION OF MAGNETIC WELL** In the parameter survey carried out so far, the magnetic well configurations are realized only in the vicinity of the helical axis or in the cases of very large aspect ratio. It seems that the main reason for the failure may be the replacement of toroidal surface current $K_{u1}$ in Eq. (1) by the main helical coil current. Further investigation is needed to continue in this direction.

**CONCLUSION** The toroidal field configuration with a closed helical magnetic axis is shown to be realized by the torsatron type helical coils, where the plasma column aspect ratio is in the range from 7 to 8 and rotational transform from 1.9 on the axis to 2.4 on the outermost surface.

However it is needed to continue the investigation to have the compatibility of magnetic well and shear of field lines further.
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Fig. 3 Helical coil position and example of magnetic surface with smallest aspect ratio (=7)

m: main coil with I
1: aux. coil with 0.2 I
2: aux. coil with -0.2 I
3: aux. coil with 0.2 I

Fig. 5 Example of magnetic surface with positive $\alpha = 0.15$
rotational transform from 1.5 to 2.0

Fig. 6 Example of magnetic surface with negative $\alpha = -0.4$
rotational transform from 1.9 to 2.5
Ripple Transport At Low Collisionality In Stellarators
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In a non-axisymmetric device such as a stellarator, particles with low velocity parallel to the magnetic field may become ripple trapped between successive local maxima of the field. These trapped particles may drift unidirectionally for considerable periods of time, taking a substantial radial step. The transport associated with this radial step is generally thought to be the most serious loss mechanism at low collision frequencies in stellarators.

Predictions of transport rates have been largely based upon analytic solutions of the Fokker-Planck equation. To obtain these solutions various authors have found it necessary to make a number of simplifying assumptions. In this paper we heuristically derive a modification to the diffusion coefficient in a range of collision frequencies first examined by Galeev and Sagdeev. We then present results of several numerical simulations which confirm the new scaling and are largely free of any simplifying assumptions.

We apply the term "low collisionality" to situations where the frequency of bouncing in a local ripple well, \( \omega_b \), is larger than the frequency of collisional detrapping from the well, \( \nu_{\text{eff}} \). For such cases, the adiabatic invariant associated with the bounce motion, \( J \), is well conserved, where

\[
J = \int_m v_m d\mathbf{z}
\]

Since ions and electrons have unequal diffusion rates in this regime, an ambipolar electric field must be set up to equalize the loss rates. The presence of the electric field (assumed to be radial in this work) leads to a poloidal \( \mathbf{E} \times \mathbf{B} \) drift with frequency \( \Omega_p = \mathbf{E}/\mathbf{r}B \), limiting the radial excursion of ripple trapped particles off a flux surface to \( \Delta r = v_d/\Omega_p \), where \( v_d \) is the grad-B drift velocity.

In the range of collision frequencies where \( \nu_{\text{eff}} = \Omega_p \), Galeev and Sagdeev solved a bounce-averaged Fokker-Planck equation for the ripple trapped population under the assumptions that the lowest order distribution function is Maxwellian and that the perturbed part of the distribution function must go to zero at the interface between the trapped and untrapped populations since untrapped particles are assumed to have a Maxwellian distribution function and continuity of the distribution function is required. The ordering scheme employed gives rise to a boundary layer at this interface. The boundary layer dominates the transport yielding a diffusion coefficient which scales as the collision frequency raised to the 1/2 power. This result is obtained heuristically by arguing that the fraction of particles involved in the diffusion process is the fraction in the boundary layer, \( f = \sqrt{\nu/\Omega_p} \), the characteristic step size of the process is \( \Delta r = v_d/\Omega_p \), and the characteristic time step is \( \tau = \pi/\Omega_p \). Then

\[
D = f(\Delta r)^2/\tau = \sqrt{\nu} v_d^2/\pi \Omega_p^{3/2}
\]

However, in part of the region where this result is expected to hold, the width of the Gal'ev-Sagdeev boundary layer, \( \sqrt{\nu/\Omega_p} \), is comparable with or
exceeds the width of the ripple trapped region, \( \sqrt{2\varepsilon_h} \), where \( \varepsilon_h \) is the magnitude of the helical modulation of the magnetic field. It is obvious that the fraction of particles involved cannot exceed the fraction which is helically trapped. Substituting \( f = \sqrt{2\varepsilon_h} \) for this region, we obtain

\[
D = \sqrt{2\varepsilon_h} v_d^2 / m_0 E
\]

which is independent of collision frequency.

**Numerical Simulations**

In this section we give a brief description of four different numerical simulations which confirm the scaling of Eq. (3), and agree very well with each other.

The first is a bounce-averaged Monte Carlo computer simulation which has been described elsewhere\(^2\) but which will briefly be summarized here. Particles which are ripple trapped in a local helical well are characterized by \( 0 \leq k^2 \leq 1 \), where

\[
k^2 = \frac{\kappa/\mu - B_{\min}}{B_{\max} - B_{\min}}
\]

where \( \kappa = mv^2/2 \), \( \mu = mv^2/2B \), and \( B_{\min} \) (\( B_{\max} \)) is the local minimum (maximum) value of the magnetic field. Given the model stellarator field

\[
B = B_0 (1 + \varepsilon_t \cos \theta - \varepsilon_h \cos(k \theta + \phi))
\]

symbols having their usual meanings, and assuming that the toroidal variation of the magnetic field within one field period is negligibly small with respect to the helical modulation, we obtain

\[
k^2 = \frac{\kappa/\mu B_0 - 1 - \varepsilon_t \cos \theta + \varepsilon_h}{2\varepsilon_h}
\]

Particles with \( 0 < k^2 < 1 \) are followed by iteratively conserving their bounce action, \( J \),

\[
J = J_0 \varepsilon_h^{1/2} \frac{d}{dk} \left[ E(k) - (1-k^2)^{-1/2} K(k) \right]
\]

where \( J_0 \) is a constant of the collisionless motion and \( K \) and \( E \) are the complete elliptic integrals of the first and second kind. Particles with \( k^2 > 1 \) are assumed to stream along field lines at constant radius (flux-coordinate representation). This choice eliminates certain diffusion mechanisms such as banana diffusion but is consistent with wishing to examine the diffusion rates due to ripple effects only. Discretized versions of the Lorentz collision operator are used at each time step, simulating the randomization of the particle's parallel velocity due to collisions.

The second is a guiding-center simulation wherein particle orbits are described by solving the drift equations numerically in flux coordinates. Particles with \( k^2 > k^2_0 \) are allowed to stream along field lines at constant radius. Typically \( k^2_0 = 1.20 \), allowing for the possibility of "collisionless" trapping events.
Third is a "hybrid" simulation, which combines the computational speed of a bounce-averaged treatment for ripple trapped particles with the more complete description of the motion provided by guiding-center equations near a detrapping/retrapping event. In this formulation we solve for \( k^2 \) using Eq. (4), where \( B_{\text{max}} \) is now the magnitude of the magnetic field at the lower of the two adjacent maxima. This expressly recognizes the fact that the toroidal variation in \( B \) is important, in general, even over a single ripple period. We are also left with a helical well which is not perfectly symmetric. In order to continue to use an equation for \( J \) which contains complete elliptic integrals, a symmetric "effective" well is constructed, in close analogy to that which is often used in rippled tokamak theory. The following constraints are used in its construction.

1. The magnitude of the effective magnetic field attains the same minimum value as that of the actual magnetic field.
2. The magnitude of the effective magnetic field attains the same maximum value as the lower of the two adjacent local maxima of the actual magnetic field.
3. The magnitude of the effective magnetic field equals that of the actual magnetic field at the point in phase space at which the simulation changes from a bounce-averaged treatment to integrating guiding-center equations.

The effective magnetic field becomes

\[
B_{\text{eff}} = \frac{B_{\text{max}} + B_{\text{min}}}{2} + \frac{B_{\text{max}} - B_{\text{min}}}{2} \cos \left( \frac{2\pi(\phi - \phi_0)}{\phi_1 + \phi_2 - 2\phi_0} \right)
\]

where

\[
2\phi_0 = \frac{\pi(\phi_1 - \phi_2)}{\cos^{-1}(2k_L^2 - 1)} + \phi_1 + \phi_2
\]

\( \phi_1 \) and \( \phi_2 \) are the two local values of \( \phi \) which satisfy

\[
B = B_{\text{eff}} = B_{\text{min}} + k_L^2(B_{\text{max}} - B_{\text{min}})
\]

and \( k_L^2 \) is the point in phase space, expressed in terms of \( k^2 \), at which the change is made from a bounce averaged formalism to guiding-center equations. Using this effective well we obtain the adiabatic invariant

\[
J = J_0 \left( \frac{B_{\text{max}} - B_{\text{min}}}{2B_0} \right)^{1/2} \left( \frac{\phi_1 + \phi_2 - 2\phi_0}{2\pi} \right)^4 \frac{4}{\pi} \left[ E(k) - (1 - k^2) K(k) \right]
\]

The "hybrid" simulation is typically 3 to 15 times faster than its guiding center counterpart which is already much faster than a "full" guiding center treatment since it uses \( k_T^2 = 1.2 \).

The final simulation is a numerical solution of the bounce-averaged Fokker-Planck equation which is described elsewhere.\(^3\)

In figure 1, numerical results are given for the guiding-center, "hybrid" and Fokker-Planck simulations for the stellarator configuration of reference 1 (numerical results for the bounce-averaged formalism may also be found in reference 1). In the central portion of the figure there is indeed a flat region as predicted by eq. 3 and a region scaling as \( \sqrt{v} \), as expected from eq. 2. Further to the left, at the lowest collision frequencies, the data shows the \( v \) scaling predicted by several authors.\(^4\)
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Introduction

The Interchangeable Module Stellarator (IMS)¹ at the University of Wisconsin-Madison has been designed to provide an initial evaluation of the modular stellarator concept. The device approximates the magnetic parameters of the Proto-Cleo Stellarator²: R=40 cm, a=4 cm, L=3, 7 field periods t ~ .6(1/2). The modularization of the magnets is a natural consequence of employing the Proto-Cleo helical winding parameters in the 'ultimate stellarator'³ approach to derive the coil set.

Investigations to be reported here have concentrated on the physically attained magnetic field structure, magnetic topology unique to the IMS configuration, and ECR plasma studies.

Vacuum Magnetic Surfaces

A large portion of the design effort for IMS went into ensuring that the magnetic surface structure would be free from large scale defects. Verification of the predicted magnetic structure was accomplished using a 400 u-ampere electron beam to map the drift surfaces. The electron gun was moved radially in steps of four millimeters and complete 2-D scans taken for each of 7 launch positions. The magnetic axis was verified to be close to the correct position by a small collection plate on the backside of the electron gun. Figure 1 shows the rotational transform profile obtained from the measured data along with the predicted transform obtained from field line tracing using filamentary coil models. The experimental transforms were evaluated by extrapolating toroidal transits to passes that resulted in an integral number of poloidal revolutions, so that drifts away and toward the flux surfaces would be averaged out. The curves in Figure 1 are in agreement to within experimental accuracies. No large island structures were observed, which would be evidenced as flat spots in the transform profile, with t being constant over the island width.

Figure 1
Phase stabilization of the electron beam as performed in other mapping experiments\(^4\) was not possible in IMS due to the lack of an insulating toroidal break. Significant beam spreading occurred after five or six toroidal passes, although the beam was easily detectable for between 10 to 20 passes. To corroborate the results presented so far, a guiding-center code was used to calculate the electron trajectories in the IMS fields and predict each toroidal pass location of the beam. Figure 2 shows a comparison of the predicted and detected pass locations for one surface. The excellent agreement seen in the Figure could only be obtained if a distributed current (finite-size) conductor model was used for the computations.

IMS has been predicted to have a series of discrete bundle divertors.\(^5\) These structures have been examined using the electron beam techniques and with ECR-produced plasmas.

**Modular Bundle Divertors**

Field lines within the magnetic separatrix are presumably confined for an infinite number of transits. Lines of force sufficiently external to the separatrix quickly pass out of the toroidal shell of the magnet coils through the gaps between conductors. In the intermediate region, just outside the separatrix, field lines are confined for varying numbers of transits, some of which can be quite large. Some of the particles which make it sufficiently far outside of the separatrix can free-stream along the diverted field lines (mirror ratio along the diverted lines \(\sim 1.4 - 1.6\)). A simple field line model\(^5\) based upon these considerations predicts a series of discrete modular bundle divertors in IMS.

This structure has been confirmed in IMS by both electron beam data and ECR plasma studies. Stainless steel shields are attached to, and electrically isolated from, the coil support rings in the locations of the diverted field lines. A search for the separatrix and study of the divertor structure was performed using the electron beam. The gun was moved radially outward in steps of 1 mm from inside the 'ideal' separatrix. For beam launch positions internal to the separatrix, the detected first pass location moved in an orderly fashion in concert with the predicted rotational transform profile with no detectable electron current to the shields. Just external to the predicted separatrix, the detected beam location lost its orderly progression with very low detected shield current for about 4 mm [indicated as "beam wands" on Figure 1]. As the gun was moved further out, the electron current to the shields increased steadily until, at 1.2 cm external to the separatrix, virtually all of the beam current was collected on the shields.

**ECR Plasmas**

Plasmas have been created in IMS using electron cyclotron resonant breakdown of a neutral gas background with up to a 10 ms pulse of 3 kW 7.28 GHz microwaves. Most of the discussion to follow is based upon waves launched in the extraordinary mode in a vertical direction. Preliminary results using an o-mode antenna showed no significant differences. Typical parameters are (H\(_2\)): \(T_e \sim 8-12\) eV with a hotter non-thermal component at higher microwave powers, \(T_i \sim 6-7\) eV, \(N_e \sim 1-3 \times 10^{11}\) cm\(^{-3}\) and particle confinement times of \(0.8 - 1.2\) ms at \(B_0 = 2.6\) kG. These plasmas have been used for further study of the bundle divertors and investigations of the breakdown process and confinement.

Two dimensional probe scans of electron and ion saturation current have been performed in the two easily accessible divertor regions and at two different minor radii using the ECR plasmas. The scans at the two
minor radii show a focusing of the diverted plasma as it approaches the
coil minor radius. Figure 3 shows a comparison of the experimental
divertor width (of the 50% contour) with the predicted width from a simple
field line model. Experimental widths are approximately a factor of two
larger than predicted by the simple model. Contour plots of the scans
show the electron saturation has a more peaked distribution than the ion
saturation across the divertor region. Virtually all of the plasma
outside of the separatrix in IMS is located within these bundle divertors.

As part of the characterization of IMS ECR plasmas, an investigation
into the breakdown process has been performed. The density build-up
during the breakdown process is assumed to be given by the particle
balance equation:
\[
\frac{3N}{\tau} = N_{\text{e}} \frac{S}{\tau_c} - \frac{N_{\text{e}}}{\tau_c}
\]
where \(\tau\) is the particle confinement time, \(N_0\) is the neutral density, and
\(S_H\) is the ionization rate coefficient. Scalings of time-delay from the
onset of the microwaves to plasma formation, as a function of the neutral
pressure, allow estimates of the confinement time of the breakdown elec-
trons of between 50 and 100 \(\mu\)sec with an inverse scaling with applied
microwave power.

Discharges have been formed using both hydrogen and argon gas
backgrounds. Hydrogen plasmas showed hollow density and temperature
profiles as inferred from Langmuir probes and gridded energy analyzers
independent over a reasonable range (2.3 kG < \(B_0\) < 3.0 kG) of the toroidal
field strength. Ion saturation current profiles in Argon did not show the
hollow structure. A higher energy 'spike' in electron energy (> 100 eV)
just prior to the overall density buildup was observed in both gases.

Due to field strength and machine size, the hot electrons formed by
the ECR (with large \(V_i\)) should be poorly contained. An emissive probe was
used to determine space potentials and associated electric fields set up
by the expected loss of electrons. Figure 4 shows a comparison of the
plasma potential contours for hydrogen and argon ECR plasmas, along with a
representative magnetic surface at this toroidal angle. The contours
appear to match the surface shape more closely in the argon plasmas. The
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Figure 3

---

Figure 4
direction of the resulting electric field is opposite for the two cases, with hydrogen having a radially outward electric field in the center and argon having a radially inward electric field; the space potentials are positive for both cases but the central potential gradients are opposite in sign. More detailed experiments and quantitative analysis are currently underway to see if ECH induced convective cells are dominating the transport in IMS ECR plasmas.

Figure 4

Hydrogen

Argon

*Work supported by the US Department of Energy under Contract No. DE-AC02-84ER53166, by the National Science Foundation under Grant No. ECS-82-06027, and Oak Ridge National Laboratory Contract No. 19X-27434C.
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COLLECTIVE PHENOMENA IN ECR WAVE-PLASMA INTERACTION IN SATURN STELLARATOR


Kharkov Institute of Physics and Technology, Ukrainian SSR Academy of Sciences, 310108 Kharkov, USSR

The UHF wave absorption in a stationary ECR discharge plasma was studied in the l=3 stellarator SATURN (R=35 cm, a=8.7 cm). The vacuum chamber was fed as a multimode cavity by a 3 cm magnetron (P_o=13 w). Under the local resonance \( \omega_0 - \omega_e^{(s)} \gg \omega_{pe} \) the plasma with \( n_e = 10^{10} - 10^{11} \text{ cm}^{-3} \), \( T_e \leq 10 \text{ eV} \), and \( T_i = 0.1 - 1 \text{ eV} \), and the 10% ionization degree was confined within closed magnetic surfaces of mean radius \( \bar{r} = 5.5 \text{ cm} \) and \( \varepsilon_r = 0.25 \) at \( H_0(r=0) = 3.35 \text{ kOe} \) (D_2, He or Ar gas pressure p=10^{-6} - 10^{-4} Torr).

The measurements revealed the complicated nature of gas ionization during ECR plasma creation in the stellarator. Due to transformation of the extraordinary electromagnetic pumping wave \( \omega_0 \) near the upper hybrid resonance \( \omega_0 = \omega_e^{(s)} + \omega_{pe} \) (as was indicated in previous experiments by the mixing of two UHF waves observed in generation of the beating frequency \( \Delta \omega = (\omega_e^{(s)} - \omega_e^{(s)}) = 2 \omega_{pe} \) [1]), subsequent absorption of the plasma wave is found to occur near the resonance \( \omega_0 = \omega_e^{(s)} \). The wave absorption is accompanied by electron acceleration and turbulent plasma heating in the vicinity of the resonance zone owing to exciting parametric electron cyclotron and ion sonic instabilities.

The ECR absorption zone in the stellarator is shown to lead to the radial distributions of the plasma temperature, density and accelerated particle flux being nonsymmetric about the ECR zone. The plasma density in the lower magnetic field behind the cyclotron zone is twice as large as that inside the torus before the cyclotron zone, the radial distribution of the electron temperature being reverse. The inhomogeneous distributions of the ion saturation current through the probe in the horizon-
The two-temperature distribution of the electron energy has
been observed in the plasma with a multigrid analyzer (fig. 6). The electron temperature $T_e$ in the narrow ECR layer (1 to 2 mm) is about 5 or 6 times the average temperature in the rest of the plasma and reaches 50 eV, with the average plasma column temperature being $T_e$ 10 eV. The temperature of the hot "tail" and intensity of hard X-radiation from the target in the plasma, $F_\gamma$, are seen to decrease with the increasing gas pressure (highest energy of accelerated electrons $E_e$ 5 keV). As a result, the intensity of the epithermal UHF radiation decreases at the wings of the UHF spectrum while the ion noise level, $E_\omega^2$, increases markedly in the plasma.

Conclusions: 1. The gas breakdown and maintenance of the stationary ECR discharge in the stellarator turned out to be only possible in the presence of the cyclotron resonance in the space limited by the separatrix. The efficiency of the UHF wave absorption by the plasma is about 90%. Optimum conditions of plasma accumulation in the stellarator are created by placing the ECR zone at half-radius inside the torus.

2. The cyclotron absorption region crossing the magnetic surfaces in the stellarator is likely to cause trapping the accelerated electrons in the lower toroidal magnetic field adjacent to the ECR zone. Therefore the nonuniform radial distribution of macroscopic plasma parameters due to the presence of the absorption zone may result from violating the conditions of plasma pressure equalization at the magnetic surfaces with the ECR heating source localized on the magnetic surfaces.

3. The energy distribution of particles and spectra of plasma oscillations allow one to suggest, along with linear transformation of the electromagnetic wave in the region of the upper hybrid resonance, the turbulent electron cyclotron mechanism of wave absorption and plasma heating in the vicinity of the ECR zone owing to exciting the parametric instability when the oscillator velocities of electrons exceed threshold velocities $\tilde{U}_e \approx 10^2 U_e > \tilde{U}_{th_e} = \sqrt{\frac{m_e}{m_e}} \frac{U_e}{\omega_{ce}} \frac{\omega_{pe}}{\omega_{ce}}$ in the case of the pumping wave decay $\omega_0 = \omega_{ce}^+ + \omega_i^+(x)$ $[2]$.  

FEATURES OF LOWER HYBRID HEATING IN STELLARATORS

D.L. Grekov and V.E. D'yakov
Kharkov Institute of Physics and Technology, Ukrainian SSR Academy of Sciences, 310108 Kharkov, USSR

In recent years a series of lower hybrid (LH) heating and current drive experiments has been successfully carried out on tokamaks.

LH heating studies were also performed on stellarators [1,2]. This type of magnetic traps is characterized by complicated geometry of magnetic surfaces, the plasma and the confining magnetic field inhomogeneity being of three-dimensional nature. Therefore one may expect the LH wave propagation and absorption to differ essentially from predictions of the one-dimensional model. It is, however, impossible to obtain the electromagnetic field distribution in LH heating in stellarators by means of analytic methods. On the other hand, in present-day devices the scale of plasma inhomogeneity exceeds greatly the length of LH waves in the plasma. This allows the ray tracing method to be applied to derive important information on peculiar propagation and absorption of LH waves in stellarators.

The paper presents calcula-
tions of the LH wave propagation (fig.1) and absorption for a stellarator with URAGAN 2M parameters \([3]: l=2\) and \(m=2\) helical windings, radius of helical coils = 45 cm, elliptic plasma column major axis = 34 cm and minor axis = 17 cm, \(R_o=170\) cm, \(\lambda (0)=
\)
0.2, \(E_o=2.8\) T, \(n_o=2\times10^{13}\) cm\(^{-3}\), and \(T_o=0.5+2\) keV. The electron Landau damping (ELD) and ion stochastic heating (ISH) were taken into account. The ray equations were solved numerically

\[
\frac{d\lambda^i}{d\tau} = \frac{\partial \omega}{\partial \lambda^i}, \quad \frac{d\lambda^i}{d\tau} = -\frac{\partial \omega}{\partial \lambda^i},
\]

where variables \(\lambda^i\) are the toroidal coordinates (\(r\) is the minor radius and \(\theta, \phi\) are the angles measured along the minor and major circumferences of the torus, respectively), \(\lambda_i\) are the components of the wave vector canonically conjugate to \(\lambda^i\) and related to the frequency \(\omega\) by a dispersion equation of the 6th degree, and \(\tau\) is the time along the ray. Consideration was given to the excitation of the slow mode (SM) in the frequency range \(\omega_{SM} (0) < \omega < 2 \omega_{SM} (0)\), with \(\omega_{SM} (0)=\frac{\omega}{\omega_{SM} (0)}(1+\omega_{SM}^2 (0)/\omega_{LM}^2 (0))^{1/2}\).

Fig.2 shows the projection of the ray trajectory on a minor cross section relative to the last closed magnetic surface turned through an angle \(m\phi\), and absorbed power \(Q\) versus \((\phi-m\phi)\). The ray practically follows a field line and passes under the helical coils. In this situation the helical mag-
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netic field oscillates causing oscillations of the wave vector components. Unlike tokamaks, in stellarators the toroidal inhomogeneity of the longitudinal magnetic field is almost insignificant. The maximum values of the parallel and perpendicular refractive indices are found in the vicinity of the minor axis of the elliptic plasma column ($\tilde{\varphi} = \pi/2$) therefore both ELD and ISH are observed near the minor axis.

The features of the SM propagation and absorption are strongly dependent on the input point with respect to the major elliptic axis $\tilde{\varphi}_0$ and the initial slowing down $N_{110}, F = \omega/\omega_{\text{wh}}(\sigma)$, whereas the dependence on $N_{110}$ and the plasma density profile is rather weak. (See fig. 3 where FM: SM conversion into a fast mode, $Q = 0$; SM: SM reaches the center and propagates to the plasma edge, $Q < 0.1$; PM: SM conversion into the plasma mode (PM)). As distinct from tokamaks, the temperature profile does practically not influence the SM propagation.

In stellarators as well as in tokamaks there are three regimes of absorption depending on $n_0$ or $\sigma$. When $\tilde{\varphi}_0$ is fixed, do-
Fig. 4

The waves with \( N_{\text{icr}} < N_{110} < N_{\text{icr}} + \Delta N_{110} \) are completely absorbed in the plasma core. Here \( N_{\text{icr}} = N_{\text{icr}}(F, T_0, \phi_0) \) and \( \Delta N_{110} \sim 1 \). As \( N_{110} \) and \( T_0 \) increase, the absorption region is shifted to the plasma edge.

Thus, a proper choice of the initial slowing down, input point and frequency permits efficient heating of plasma ions or electrons in stellarators.
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STRUCTURE OF ICRF WAVES IN A PLASMA WITH HELICAL SYMMETRY

A. Fukuyama, N. Okazaki, A. Goto, S.-I. Itoh† and K. Itoh*  

Department of Electronics, Okayama University, Okayama 700, JAPAN 
†Institute For Fusion Theory, Hiroshima University, Hiroshima 730, JAPAN  
*Japan Atomic Energy Research Institute, Tokai, Ibaraki 319-11, JAPAN

Abstract In order to study the propagation and absorption of ICRF waves in stellarator/Heliotron devices, the full Maxwell equation is numerically solved in a straight helical configuration. A cold plasma model is used to obtain the conductivity tensor. Two-ion hybrid resonance heating by fast wave is studied. For Heliotron-E grade plasmas, the wave can propagate into the central region of plasma and the antenna loading resistance is high.

The model we use is the straight \( \ell = 2 \) Heliotron configuration. The helical coordinates \((X,Y,Z)\) is defined as \(X = x \cos \varphi + y \sin \varphi\), \(Y = -x \sin \varphi + y \cos \varphi\) and \(Z = z\), where \((x,y,z)\) are the Cartesian coordinates. The pitch length \(L_p\) is defined by \(L_p = 2\pi/h\). The magnetic flux function \(\psi(X,Y,Z)\) is given as

\[
\psi(X,Y,Z) = B_0 h \left( X^2 + Y^2 - 2h\rho K_2(2h\rho)(X^2 - Y^2) \right) / 2 \tag{1}
\]

assuming that the plasma is thin. In Eq. (1), \(K_2\) is the modified Bessel function, \(B_0\) is the magnetic field at the axis, \(\rho\) is the minor radius of the helical coils and the X-axis is taken in the short axis of the crosssection. The density distribution is given as \(n(X,Y) = (n_0 - n_s)(1 - \psi/\psi_b) + n_s (\psi/\psi_b)\), where \(\psi_b\) is the boundary value of \(\psi\).

The wave equation is given as

\[
\nabla \times \nabla \times \vec{E} - \frac{\omega^2}{c^2} \vec{K} \cdot \vec{E} = i\omega\mu_0 \vec{J}_{\text{ext}} \tag{2}
\]

where \(\omega\) is the angular frequency of the wave, \(\vec{J}_{\text{ext}}\) is the current on the antenna. \(\vec{K}\) is evaluated by the cold plasma approximation. The equation (2) is used to study the two-ion hybrid resonance heating. The plasma is consist of electron, majority ion \((D^+)\) and
minority ion (\(H^+\)). The cold plasma model can describe the effects of hybrid resonance and cut-off by introducing the effective collision \(v\). We approximate the wall to be highly conductive, i.e., the tangential component of \(\mathbf{E}\) vanishes on the wall. Due to the helical symmetry, all quantities are Fourier decomposed as \(F(X,Y,Z) = \sum k_z F(X,Y,k_z)\exp(\imath k_z Z - \imath \omega t)\) and each \(k_z\)-component can be treated separately. The power absorption rate \(P(X,Y)\) is calculated as \(P = \omega e_0 \text{Im}[\mathbf{E}^* \cdot \mathbf{K} \cdot \mathbf{E}]\).

We study the fast wave excitation from the high field side. The rf current flows on the XY plane as is shown in Fig.1, i.e., \(J_{\text{ext}} = (J^X(X,Y,k_z), J^Y(X,Y,k_z), 0)\). We choose \(|J_{\text{ext}}| = 1\) to calculate the antenna impedance. The current is approximated to be constant along the loop, because the quarter of the wave length is longer than the arc length of the antenna.

The standard parameters are \(L_p = 1.45\, \text{m}, R = 2.1\, \text{m}, \) minor radius \(= 0.14 \times 0.28\, \text{m}, \) average minor radius \(a = 0.22\, \text{m}, B_0 = 1.8\, \text{T}, \) \(\omega/2\pi = 26.5\) MHz, \(n_e = 4 \times 10^{19}/\text{m}^3, \) proton ratio \(\eta = n_H/n_e = 0.1.\) For these parameters, the mode conversion layer extends to the center of the plasma column. The scrape-off density is chosen as \(n_s/n_0 = 10^{-2}\) and \(v/\omega = 10^{-2}.\)

The figure 1 shows the contours of the electric field (\(\text{Re} E_x, \text{Im} E_x, \text{Re} E_y, \text{Im} E_y\)) and \(P(X,Y)\) on the minor cross-section for \(k_z L_p = 4\pi.\) The antenna impedance is \(Z = 0.085 - 1.38i\) (\(\Omega\)). The amplitude of the fast wave is strong in the plasma column and \(P(X)\) is localized in the central region of the plasma. The phase of the electric field is taken with respect to the antenna current. The resistive damping in the scrape-off plasma also occurs owing to the strong reactive field near the antenna. The standing wave component is large, because the wave length of the fast wave is comparable to the minor radius.

The energy deposition profile is affected by changing the hybrid-resonance surface position and/or the thickness of the evanescent layer. The figure 2 shows \(P(X,Y)\) for \(\eta = 0.2\) and 0.3 (other parameters are the same as Fig.1). Comparing to Fig.1, we find that the peaks of \(P\) move to the peripheral region, indicating that the wave does not penetrate in the central region of the plasma. This is because that the hybrid resonance layer moves to the high field side as \(\eta\) increases. The thickness of the evanes-
cent layer also increases, preventing the penetration of the rf wave to the high density region.

The figure 3 shows the $k_z$ dependence of the loading resistance. The loading resistance becomes small for short wave length modes. For very large values of $|k_z|$, the evanescent layer at the plasma periphery becomes thick and the wave propagation is prohibited. The peaks in Fig.3 are due to cavity resonances with various poloidal mode numbers. Writing the poloidal mode number $m$, the resonance condition is found to be

$$(k_z - mh)^2 + k_r^2 + m^2/a^2 = \omega^2/v_A^2$$  \hspace{1cm} (3)$$

where $v_A$ is the average Alfven velocity and $k_r$ is the effective radial wave number, the minimum value of which is estimated as $\pi/2a$ ($m=\pm1$) and $\pi/a$ ($m=\pm1$). The $m=1$ component has a finite value of $|E|$ at the axis and wave energy can be deposited at the axis. The in-phase antenna excites odd-modes, $m=1,3$ and the out-phase antenna excites even-modes, $m=0,2$ and $4$. The poloidal mode number of the resonance is denoted on the peaks of $P$ in Fig.3.

In summary, analysis is performed for the model plasma of Heliotron-E, using this newly developed code. The coupling of the fast wave to the helical plasma is found to be as good as to tokamak plasmas. We find that the wave can propagate into the central region of the plasma when the evanescent layer at the periphery is thin. The deposition profile is controlled by changing the location of the two-ion hybrid resonance surface.
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Fig. 1 Contours of $\text{Re}E_x$ (a), $\text{Im}E_x$ (b), $\text{Re}E_y$ (c), $\text{Im}E_y$ (d) and $P$ (e). Differences between two successive contour lines are 0.79V/m for (a) and (b), 0.71V/m for (c) and (d) and $P_{\max}/10$ for (e). Arrows on the antenna loop indicate current direction of the in-phase excitation cases.

Fig. 2 Contours of $P$ for $\eta = 0.2$ (left) and 0.3 (right). Parameters are the same as Fig. 1.

Fig. 3 Loading resistance as a function of $k$. Solid line for out-phase excitation case and dashed line for in-phase excitation case. Number in ( ) denotes the poloidal mode number of the cavity resonance.
DETERMINATION THE PLASMA-PRESSURE ANISOTROPY
IN STELLARATORS
E.D. Andryukhina, I.S. Danilkin, K.S. Dyabilin, O.I. Fedyanin
General Physics Institute USSR Academy of Sciences, Moscow, USSR
I. Plasma equilibrium in the case of anisotropic pressure.

The relation between equilibrium plasma currents and plasma pressure may be obtained, according to the ideal MHD model. Let us suppose that the pressure is anisotropic and the pressure tensor \( \hat{P} \) is as usually, given by the relationship

\[
\hat{P} = \hat{P}_1 + (P_\perp - P_\parallel) \hat{H},
\]

where \( \hat{I} \) is the unit tensor, \( \hat{H} \) is the tensor composed from the components of the field unit vector \( \hat{n} = \hat{B} / \| \hat{B} \| \), \( \| \hat{H} \|_{ik} = h_i h_k \).

The equilibrium equation can thus be written as following

\[
\mathbf{c}^{-1} [ \mathbf{j} \times \mathbf{B} ] = \nabla \cdot \mathbf{P}.
\]

Using the conditions \( \nabla \times \mathbf{B} = 0 \), \( \nabla \times \mathbf{j} = 0 \), the Maxwell equations \( \mathbf{j} = \varepsilon \varepsilon_0 \mathbf{E} \) and neglecting the terms of order \( \rho / (B^2) \), we obtain from (2)

\[
\mathbf{j}_0 = \mathbf{c} \frac{\mathbf{B} \times \mathbf{P}}{B^2}, \quad \mathbf{B} \times \mathbf{j} = -c \mathbf{B} \times \nabla \mathbf{B} \mathbf{P} = \mathbf{B} \times \nabla \mathbf{B} \mathbf{P} = -c \mathbf{B} \times \mathbf{B} \mathbf{P} = -c \mathbf{B} \times \nabla \mathbf{B} \mathbf{P}.
\]

Here the value \( \mathbf{j}_0 \) is expressed in implicit form in terms of scalar function \( \mathbf{j} \). Using the results from Ref./2/ both toroidal flux and radial magnetic-field components due to equilibrium currents may be derived in the form

\[
\Phi = -B_o \int_0^r \frac{\beta_1}{\rho^2} 2\pi r dr, \quad B_r = -B_o \sin \theta \int_0^r \frac{\beta_1}{\rho^2} 2\pi r dr \frac{1}{\theta} \frac{1}{\rho^2} \frac{\beta_1 + \beta_2}{2} \frac{1}{\rho^2} (\beta_1 + \beta_2) dr
\]

where \( \alpha \) is the plasma radius, \( r_0 \) and \( \theta \) are the radius and poloidal angle of the observation point, \( B_o \) is the toroidal magnetic field, \( \xi \) is the rotational transform. Thus, the expression for toroidal flux includes the transverse pressure \( \beta_1 = \mathbf{P}_\perp / (\mathbf{B}^2 / \mathbf{B}^2) \) while the radial magnetic-field components are determined by the "average" plasma pressure \( (\beta_1 + \beta_2) / 2 = (\mathbf{P} + \mathbf{P}_\parallel) / 2 \times \mathbf{B}^2 / \mathbf{B}^2 \). Note whereas the toroidal magnetic flux is determined from the total transverse plasma pressure only the ra-
dial magnetic field depends on the pressure and \( \mathcal{L}(r) \) profiles. But this dependence appears to be relatively weak. Thus, in the case of \( \mathcal{L} = \text{const} \) (stellarator W-VIIIA) \( B_r \) does not depend on the plasma pressure profiles and in the case of L-2 \( (\mathcal{L}(r)=\frac{0.4\varepsilon(a)}{a^2}+0.4\varepsilon(a)^n) \) in a wide profiles range \( P(r)=P(1-\frac{r}{a})^n \) at \( 2 \leq n \leq 4 \) the field amplitude changes by 25% only (supposing the plasma energy the same).

II. Results of measurements.

The experiments were carried out on the L-2 stellarator \( (l=2, \) the major radius \( R=100 \text{ cm}, \) mean plasma radius \( a=11.5 \text{ cm}, \) the radius of the vacuum chamber \( r_0 = 17.5 \text{ cm}, B_0 = 1.0-1.1 \text{T}) \). Currentless plasma is heated at the fundamental harmonic electron cyclotron frequency by the extraordinary-polarized electromagnetic wave launched from the strong magnetic field side \( (\lambda = 1 \text{ cm}, \omega = \omega_{ec}, E_1B, P = 60-80 \text{ kW}) \). During the microwave UHF pulse \( (\Delta T_{HF} = 8 \text{ ms}) \) plasma density grows from \( n_e = (0.2-1) \times 10^{12} \text{ cm}^{-3} \) up to \( n_e = (6.7) \times 10^{12} \text{ cm}^{-3} \), electron temperature at the center reaches \( 0.5-0.6 \text{ keV} \) and \( T_i(0) \approx 60 \text{ ev} \).

The toroidal flux is determined by conventional diamagnetic measurements [3]. The radial magnetic field was measured by two flat multiturn coils being connected in series which were put on the chamber surface at the distance of a half-period of the helical field from each other; it allows to compensate the signal from the stellarator magnetic field and to double up the useful signal.

Fig. 1 shows the evolution of plasma parameters during the microwave pulse, and the value of the thermal plasma energy determined by

\[
W_T = \frac{3}{2} \int dV (n_e T_e + n_i T_i),
\]

\( W_T \) is seen to increase monotonously all over the pulse duration. On the other hand, the measurements show that the behaviour of transverse energy (diamagnetic signal) differs noticeably from that of \( W_T \): diamagnetic signal grows rapidly at the initial stage of heating and then changes slightly. Figs 2a,b show the evolution of transverse and longitudinal pressure \( \langle P \rangle \) and \( \langle P_{\perp} \rangle \), (averaged over the plasma cross-section) obtained experimentally according to the above method. The figures illustrate the presence of a strong anisotropy at \( t \leq 4 \text{ ms} \) and the
consequent pressure isotropization. It gives also two typical cases which show that the ratios $<P_1>$ and $<P_n>$ during HF pulse and the time of isotropization may slightly vary, that is due to the peculiarities of the applied heating technique, behaviour of particle density, etc.

As a rule, when plasma density grows slowly at the initial stage of heating, the main fraction of plasma energy is contained in the transverse component. For all the above cases Figs 2e,d show the total (solid curves) and the thermal (dashed curves) energy, derived, respectively, as

\[
W = [<P_1> + 0.5<P_n>].V, \tag{5}
\]
\[
W_T = \frac{3}{2} <P_1>.V,
\]
here $V$ is the plasma volume.

The considered data illustrate the possibilities to measure anisotropic plasma pressure by the proposed technique. Our measurements show that energy estimation on the basis of diamagnetic measurements only, for example, or on the basis of $T_e$, obtained from laser measurements is not always valid. It might appear that the thermal energy contributes only a small fraction from the total energy.
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STABILITY OF HIGH BETA PLASMAS WITH HELICAL MAGNETIC AXIS
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Recently, there has been a growing interest in configurations with a helical magnetic axis. Numerical, as well as analytical calculations, indicate that such configurations demonstrate favorable stability properties due to the large magnetic well created by the large helical curvature.\textsuperscript{1,2} Based on the assumption of low plasma pressure, no stability limits on beta (the ratio of the plasma pressure to the magnetic field pressure) were found. It is the purpose of this work to extend the stability analysis of systems with a helical magnetic axis to high beta regimes. This is done by investigating the normal modes of the system. The main results of the present work are: (i) the reduction of the system of partial differential equations of the normal mode analysis to a second order ordinary differential equation, and (ii) the demonstration of the importance of the existence of a magnetic well even for high beta regimes.

As a first step towards obtaining the cited results, a coordinate system is introduced which is attached to the helical magnetic axis. Thus, s is defined as the arclength along the helical axis while r and θ are the polar coordinates in the plane which is perpendicular to the magnetic axis at a given s. Next, it is assumed that the physical quantities do not depend on s. As a result, a flux function ψ(\(r, θ\)) can be defined such that ψ = const form a set of nested surfaces. The special structure of the normal modes makes it worthwhile to introduce a new coordinate system (\(ψ, θ, s\)) instead of (\(r, θ, s\)).

The new coordinate system is not orthogonal, hence, both the covariant and contravariant basis vectors are defined and the metric tensors and the Jacobian of the transformation are calculated.

After setting up the geometry, the magnetohydrodynamics (MHD) equations are investigated in order to obtain the structure of the equilibrium magnetic field and plasma with helical symmetry (\(3/3s = 0\)). In addition, the rotational transform is defined and is assumed to be a constant.

Next, the equilibrium is perturbed. As a result of the helical symmetry, the perturbed quantities can be expanded in terms of plane waves of the form f(\(ψ, θ\))exp[i(\(ωt + ks\))]. The perturbation is considered to be small, hence, only first order terms in the perturbation are retained in the MHD equation. This linearization results in a set of seven partial differential equations for the perturbed magnetic field, velocity and pressure. These normal mode equations are investigated in order to find a solution for small ω and large ψ derivatives. Such a class of modes is admissible due to the absence of shear. Otherwise, localized modes have to be investigated. It turns out that the normal modes in shearless configurations lie mainly within the flux surfaces.

Using a technique developed by Pao,\textsuperscript{3} the perturbed quantities are expanded in powers of ω. The expanded perturbations are, in turn, inserted into the
seven linear differential equations and solved order by order. As a result, the set of seven partial differential equations is reduced to the following second order ordinary differential equation.

\[ \omega^2 \Lambda a_0'' + k^2 \Lambda a_0 = 0 \]

where \( a_0 \) is the amplitude of the velocity component perpendicular to the magnetic surfaces, \( \Lambda \) is a positive definite quantity and

\[ \Delta = (u' + \frac{p'}{\rho a^2})u' \]

where \( u' \) is the second derivative of the volume enclosed by a flux surface with respect to \( \psi \).

Multiplying eq. (1) by \( a_0 \) and integrating over the whole range of \( \psi \) indicate that the sign of \( \Delta \) and hence the sign of \( u' \) play an important role in determining the stability properties of high beta plasmas. Thus, \( \Delta > 0 \) is a necessary condition for stability and \( u' < 0 \) (a magnetic well) is sufficient for \( \Delta > 0 \). More detailed information about the unstable modes, as well as the stable oscillations, can be obtained by solving the eigenvalue equation (1).
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Abstract

A sharp boundary calculation for configurations with arbitrary helical fields as well as a vertical field is presented. Critical $\beta$-limits are obtained for equilibrium and stability of global modes.

I. INTRODUCTION

This work is primarily motivated by the promising aspects of the stellarator configuration. Recent results suggest that a toroidal device with helical fields may have some advantages compared to axisymmetric devices, i.e., tokamaks, with regard to controlling disruptions. In this context one could think of two classes of systems: (a) pure stellarators (no ohmic heating current), or (b) a hybrid system which could either be a stellarator with an ohmic heating current or a tokamak with superimposed helical windings. The present work is a generalization of previous work[1] which was restricted to one type of helical field (one $\ell$-number, $\ell$ being the poloidal multipolarity) and no vertical field. We have now been able to generalize this to include any combination of helical fields and also an arbitrary vertical field (which is essential for having an average magnetic well). This applies both to the equilibrium and the stability analysis.

The study is restricted to the surface current model, where we assume all the current to be flowing in a thin sheath forming the boundary between plasma and vacuum. From previous experience we know that such a model gives a reasonable description of the equilibrium and the stability properties of the global modes in such systems.

The main part of this work is analytic, and we resort to numerical solutions only at the final step both in the equilibrium and the stability analyses.

The equilibrium is established by the Princeton stellarator expansion in the inverse aspect ratio ($c$). We can solve for the critical $\beta$ for any net current, including the pure stellarator case with zero current.

The stability part is based upon the MHD-energy principle. We are able to write this in a concise form suitable for numerical evaluation.

We discuss critical $\beta$-limits from equilibrium and stability for systems with different combinations of helical fields.

II. EQUILIBRIUM

We consider the equilibrium and stability of a toroidal stellarator/tokamak hybrid as described by the sharp boundary surface current model. At this point we are particularly interested in the pure stellarator (no net current). The geometry is the usual one, we have the cylindrical coordinates $(R,\phi,z)$ are related to toroidal coordinates by $R = R_0 + rc\cos\phi$, $Z = r\sin\phi$, $\phi = -z/R_0$. The fields are written as
where \( h \) is the helical wavenumber and \( \psi \) and \( \chi \) represent the helical and vertical fields respectively. The inverse aspect ratio is \( a/R_0 = \varepsilon \) where \( a \) is the average plasma radius. Our expansion parameter is \( \delta \), the measure of the amplitudes of the helical fields, and the following ordering is assumed, 

\[ \varepsilon \approx \delta^2 \approx 1/N \approx \beta, \]

where \( \beta = p/\varphi B_0^2 \) (\( p \) is plasma pressure) and \( N = hR_0 \), the number of helical periods.

We introduce new variables by \( x = hr, s = hz, \) and take the plasma surface to be given by \( x = x(\theta, s) \). Solving the problem order by order in \( \delta \) we write

\[
\hat{b} = 1/h \nabla\{\hat{\psi}_2(x,0) + \hat{\psi}_3(x,0,s)\} + O(\delta^2)
\]

\[
\hat{\psi}_1 = 1/2 \hat{\psi}_1 e^{i\sigma} + \text{c.c.}, \quad \hat{\psi}_2 = 1/2 \hat{\psi}_2 e^{i\sigma} + \text{c.c.}
\]

\[
\hat{\psi}_3 = 1/2i \hat{\psi}_3 e^{i\sigma} + \text{c.c.}, \quad \hat{x}_1 = 1/2 \hat{\chi}_1 e^{i\sigma} + \text{c.c.}
\]

\[
d/ds = 3/\varepsilon x_o - \dot{x}_o/x_0^2 3/\varepsilon \theta, \quad d/d\theta = 3/\varepsilon \theta + \dot{x}_o 3/\varepsilon x_o, \quad \dot{x}_o = dx_0/d\theta
\]

We define the following important quantity

\[
F = \hat{\psi}_1 \times \hat{\psi}_1 e_z + 2(\hat{\chi}_1 - \hat{\chi}_2*) = F(\theta, x_o)
\]

where * means complex conjugate (c.c.), and the solution to the problem can be written as

\[
dF/d\theta = 0, \quad (\text{determines } x_o(\theta)) \quad \hat{\chi}_1 = -d\hat{\psi}_1/dn, \quad d\psi_2/dn = 0
\]

\[
1/2i d/dn(\hat{\psi}_3 e^{i\sigma}) + \text{c.c.} = \frac{1}{x_0} d/d\theta(x_1/x_0^2 3\varepsilon x_0/3\varepsilon \theta), \quad b^2 + 2 \varepsilon \beta - \beta/\varepsilon (w + \lambda) = 0
\]

\[
\dot{x}_0 = 1/4\varepsilon \nabla F
\]

\[
\dot{x}_0 = |\dot{x}_0| \text{sgn}(F_x)
\]

\[
w = 1/2\varepsilon |\nabla \psi_1|^2 + 2x_0/\text{av} \cos \theta
\]

\( \lambda \) is a constant related to net current.

From Eq.(4) we notice that \( b \) is determined by a quadratic equation and this equation has two solutions. However, the stellarator case with no net current is obtained only from one of these solutions which we shall discuss here. We also notice that unless \( \beta/\varepsilon \) is below a certain value there is no solution, this condition for solution determines the critical equilibrium \( \beta \)-limit. The problem is solved numerically by first integrating \( dF/d\theta = 0 \) to find the surface, and then determine \( \lambda \) and the critical \( \beta \) for a given net current. The results for different configurations are shown in Figs. (1-4).

III. STABILITY ANALYSIS

We investigate the stability of this configuration by means of the Energy
Principle \[3\]. From previous experience the surface current model provides a reasonable description of long wavelength instabilities. A simplifying feature of the analysis follows from the fact that in minimizing $\delta W$ the most unstable modes come out to be incompressible to leading order i.e. $\nabla \cdot \xi_0 = 0$ with $\xi_0$ the leading order plasma displacement. In particular, the determination of $\delta W$ ultimately requires a minimization, only with respect to a single scalar quantity, $n_0 \xi_0$ evaluated on the plasma surface.

For the surface current model, the potential energy $\delta W$ is conveniently written as a plasma-, surface- and vacuum-contribution

$$\delta W = \delta W_p + \delta W_s + \delta W_v,$$

$$\delta W_p = \frac{1}{2} \int_p |B_1|^2 \, dr,$$

$$\delta W_s = \frac{1}{2} \int_s |\xi|^2 n \cdot \nabla (p + B^2/2) \, ds,$$

$$\delta W_v = \frac{1}{2} \int_v |\hat{B}_1|^2 \, dr \quad (5)$$

The simplified expression for $\delta W_p$, reflect the fact that the most unstable modes are almost incompressible, $B_1$ and $\hat{B}_1$ are the perturbation in the magnetic fields in the plasma and vacuum respectively, $\xi(\theta, z) = n_0 \xi_0 r_p$ is the normal component of plasma displacement evaluated on the plasma surface ($r = r_p$). The notation $\left[ A \right]$ denotes the jump in $A$ from vacuum to plasma, where

$$n = n_0 / |n_0|, \quad n_s = \hat{e}_r = 1 / r_p \partial r_p / \partial \theta e_\theta - R_0 / R \partial r_p / \partial z e_z$$

We then note that $\nabla \times B = 0$ in both the plasma and vacuum region and $n \cdot B |r_p = 0$. Consequently we can write $n \cdot \nabla (p + B^2/2) = B \cdot (B - \nabla) n$. This term can be evaluated and substituted into $\delta W_s$. The result is

$$\delta W_s = \frac{1}{2} \int d\theta ds |\xi|^2 \frac{r_p R}{h R_0} \left[ \left[ B_0^2 / r_p \right] \left( 1 - r_p / R_0 - \partial r_p / \partial \theta \right) \right]$$

$$- 2 \left[ B_0 B_2 / a \theta \left\{ R_0 / r_p R \partial r_p / \partial \theta \right\} - \partial r_p / \partial \theta \right]$$

$$\left\{ \frac{1}{r_p} \frac{\partial}{\partial z} \left( \frac{R_0^2 / R^2 \partial r_p / \partial z} \right) - 1 / r_p R \partial \theta \left( r_p \sin \theta \right) \right\} \right\} \quad (6)$$

We now substitute the expanded form of the equilibrium and the perturbation into the expression for $\delta W_s$. The first non-vanishing terms are of order $\delta \nu$ and can be written as

$$\delta W_s / 2 \pi r_0 = A / \int_0^1 |\xi|^2 \left\{ b \nu \cdot \frac{\partial}{\partial \theta} - g(x_0) / x_0 Q_0 \left[ b^2 + 2i \nu b \right] - \beta / 2 \varepsilon d \nu / d \theta \right\} \left\{ 0, \right\} \quad (7)$$

$$A = \frac{1}{2} \varepsilon^2 B_0^2 C, \quad C = \text{circumference of plasma boundary}$$

$$i_h = 1 / 4 \varepsilon \left\{ b \nu \cdot \frac{\partial}{\partial \theta} - g(x_0) / x_0 Q_0 \left[ b^2 + 2i \nu b \right] - \beta / 2 \varepsilon d \nu / d \theta \right\} \left\{ 0, \right\} \quad (8)$$

$$w = 1 / 2 \varepsilon \left\{ |\psi|_l^2 + 2 x_0 x_0 a \cos \theta \right\} \left\{ 0, \right\} \quad (9)$$

$$b^2 + 2i \nu b + \beta / \varepsilon (w + \lambda) = 0 \quad \text{(determines b for given current (\lambda))}$$

$$g(x_0) = 1 + 2 \dot{x}_0^2 / x_0^2 - \dot{x}_0 / x_0, \quad Q_0 = \sqrt{1 + \dot{x}_0^2 / x_0^2}, \quad \dot{x}_0 = dx_0 / d\theta$$
\[
d\theta/dv = C/x_v Q_0, \quad 0 \leq v < 1 \quad (v \text{ arclength variable})
\]

We can write \( B_1 = \nabla \tilde{V} \) and \( B_2 = \nabla \tilde{V} \), with \( \nabla^2 \tilde{V} = 0 \) and \( \nabla^2 \tilde{V} = 0 \).

We require \( \tilde{V} \) regular at the origin and \( \tilde{V} \) regular at infinity (no conducting walls). Under these conditions, the plasma and vacuum terms can be converted to surface integrals in the usual way, using the boundary conditions and analytic minimization we obtain

\[
\delta W_p/2\pi R_0 = A/C \int_0^1 \{ -i d/dv(\tilde{\eta}_1X) + k_T \tilde{\xi} \} \tilde{V}^*(v) dv
\]

\[
\delta W_v/2\pi R_0 = -A/C \int_0^1 \{ -i d/dv[\tilde{\eta}_1X + b] + k_T \tilde{\xi} \} \tilde{V}^*(v) dv
\]

Here \( k_T \) is the toroidal mode number. We use a Greens function in order to determine \( \tilde{V}^* \) and \( \tilde{V}^* \), and use truncated Fourier expansions in \( v \) to represent all physical quantities. The perturbation \( \tilde{\xi}(v) \) is represented as a vector in Fourier space and \( \delta W \) can be conveniently written in matrix form \( \delta W \approx \tilde{\xi}^* \cdot \tilde{W} \cdot \tilde{\xi} \). Minimizing this form numerically and computing the equilibrium \( \tilde{\xi} \) as described earlier, we may display the results in diagrams. A few results are shown in Fig. 1-4, here \( C_\eta \) are basically the helical transform due to the single helicity field of order \( \eta \) and \( B_v \) is the vertical field.
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EFFECT OF ECH AND ICH ON AMBIPOLAR POTENTIAL FORMATION IN NAGOYA BUMPY TORUS

Institute of Plasma Physics, Nagoya University, Nagoya 464, Japan

Introduction

In nonaxisymmetric devices like bumpy tori and stellarators, diffusion coefficients of ions and electrons are not automatically equal, so that an ambipolar field develops to maintain charge neutrality. Resultant $E \times B$ drift motion plays an essential role on both mobility and diffusion processes especially in a low collisionality regime, so the plasma confinement is profoundly influenced by the ambipolar potential profile. The present paper is devoted to give the results of the experimental study on the ambipolar potential formation in the wide range of the ratio $T_i/T_e$ by introducing electron cyclotron heating (ECH) and ion cyclotron heating power.

ECH plasma

The Nagoya Bumpy Torus (NBT-H4) is consisted of 24 mirror sectors (mirror ratio 2.4 on the axis, $B_{max}$ at midplane axis, 1T) connected toroidally with the major radius, 1.4 m and the minor radius at midplane, 0.1 m (Fig.1). The averaged density of plasmas is maintained at $0.5 \sim 1 \times 10^{12}$ cm$^{-3}$ by ECH (18 GHz, 45 kW, cw) and can be raised up to $1 \times 10^{13}$ cm$^{-3}$ by the RF plasma discharge with using Nagoya Type III coils (7 MHz, 400 kW, 10 msec). In standard ECH operation (T-mode), hot electron rings ($\sim 200$ keV) are produced at the second harmonics cyclotron resonance region and stabilize the core plasma ($T_e \lesssim 50$ eV, $T_i \lesssim 15$ eV). Inside the hot electron rings, the negative potential well consisting of concentric equipotential surfaces is formed as shown in Fig.2. In this ECH mode ($T_e > T_i$) the potential well become deep as the electron temperature is raised by lowering the ambient gas pressure ($P = \text{const}$) (Fig. 3). The particle confinement time in the steady state operation in this mode is found to increase as the potential well develops ($\tau_p \sim \text{few msec}$). The confinement time in this configuration can not be explained simply by the
neoclassical transport theory(1) because the ion temperature is found to be too small ($\lesssim 15$ eV) to get ions over the potential barrier ($\sim 120$ V) within such a confinement time.

**Ion heated plasma**

In order to study the ambipolar potential formation in the region, where $T_i > T_e$, ICH has been applied to the ECH plasma. In the single antenna heating experiment(2) efficient ion heating has been observed near the antenna cavity in the range of ion cyclotron frequency (Fig.4). For the potential study, many antennas (12 half turn antennas) are used to heat both toroidally passing and mirror trapped ions more uniformly around the torus. Increase in ion temperature by the application of RF power causes the substantial change in ambipolar potential profile. In Fig.5, examples of the change in the ambipolar potential profile by applying the RF at 9 MHz ($B_0 = 4$ kG), where slow wave mode is contributed to ion heating, are shown. The positive potential hill is observed as $T_i$ is greater than $T_e$ in this experiment. Such a change in the potential profile is also observed for the heating at 17 MHz (higher harmonics resonance heating), so that it appears that those change in the ambipolar potential is related to the increase in ion temperature, and not to the heating configuration of the wave. The increment of the center potential by the ion heating is proportional to the increase in the ion temperature as shown in Fig.6.

Conventional neoclassical theory(1) predicts that the potential well become deeper to confine the high energy ions when ions are heated, so that the present theory is contradictory to the experimental results. In the experiment, when $T_e > T_i$ (ECH plasma), the electrostatic potential is well shaped, and when $T_e < T_i$ (ion heated plasma), that is hill shaped (Fig.7). Confinement study of plasmas related those potential profiles is now underway.
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Fig. 1
Arrangement of antennas and diagnostics in NBT-1M.

Fig. 2
Equi-potential contour lines in ECH plasma measured by heavy ion beam probe \( (B_0 = 4\text{KG}, P_{\text{H2}} = 1.4 \times 10^{-5}\text{torr}). \)

Fig. 3
Depth of negative potential well as a function of \( T_e \) by changing \( P_{\text{H2}} (P_{\mu} = 30\text{KW}, f_{\mu} = 18\text{GHz}). \)

Fig. 4
Ion temperature versus frequency applied to the half turn antenna (near the mirror throat).
The magnetic field strength at midplane axis \( B_0 = 4\text{KG} \), averaged density \( N_e = 6 \times 10^{11} \text{cm}^{-3} \) and input RF power \( P_{\text{rf}} = 500\text{W}. \)
Fig. 5
Change in the radial potential profiles by ICH.
\( f_{rf} = 9 \text{MHz}, B_0 = 4 \text{KG} \)
\( P_0 \approx 30 \text{KW} \)

Fig. 6
Increment of the center potential by the application of ICH power as a function of \( \Delta T_i \).
\( f_{rf} = 9 \text{MHz}, B_0 = 4 \text{KG} \)

Fig. 7
Ambipolar potential profiles in \( T_e - T_i \) space obtained in various ECH and ICH bumpy torus operations.
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Streaming Instabilities in Tandem Mirror Thermal Barriers

T. Kammash and G. Zavala
University of Michigan
Ann Arbor, Mich. 48109
USA

Abstract. Thermal barriers are utilized in Tandem Mirror Plasma confinement devices in order to insulate the electrons in the central cell from those in the plugs. A depression in the electrostatic potential is created along the field line from local density minima that are maintained by some ion pumping in the barrier region. The presence of such a depression and the appropriate magnetic structure, however, allows a group of ions to pass from the central cell into the barrier region, traverse this region and then get reflected back into the central cell by the high potential hill that exists at the outer edge of the barrier. As a result of this counter streaming motion electrostatic and electromagnetic instabilities could arise which could adversely affect the function of the barrier.

The Tandem Mirror Plasma Confinement scheme was originally proposed (1,2) to alleviate the seriously low Q (ratio of fusion power to injected power) values associated with the standard mirror machine. The concept of thermal barriers was subsequently introduced into Tandem Mirror Confinement(3) for the purpose of insulating the electrons in the plug from those in the central cell in order to allow the ion density in the central cell (\( n_c \)) to substantially exceed the ion density in the plug (\( n \)). Because the peak magnetic field as well as the injection power in the plugs scales with the plug ion density while the fusion power is determined by the ion density in the central cell it is clear why a large would be desirable.

The creation of a thermal barrier requires that the ions in that region be pumped out in order to form a depression in the electrostatic potential which in turn serves as a barrier for central cell electrons attempting to freely move into the plug region. This potential depression along with the magnetic structure in the region, however, allows a group of ions from the central cell to pass through the barrier and be reflected back by the potential hill that exists on the plug side of the barrier.

Such a group of "passing ions" stream through the thermal barrier and back into the central cell with a velocity which depends, among other things on the barrier mirror ratio and the potential well. In addition to the passing ions there are ions that become trapped in the barrier region but their density is expected to be sufficiently small especially if adequate pumping is maintained. The effectiveness of the barrier is assessed by its ability to maintain the potential depression which in turn depends on the ability to keep the trapped ions pumped out. Any phenomenon that may disrupt this process could detract from the function and the usefulness of the barrier and ultimately result in an unfavorable energy balance for the system.
In this paper we examine the micro-instabilities which may arise as a result of the passing ions streaming through the barrier region. In order to deduce the dispersion equation for the modes of interest it is necessary that we first calculate the number density of the passing ions \( n_b \) as well as their streaming velocity \( V_s \). Although the total (passing plus trapped) ion density in the barrier \( n_b \) can be expressed by

\[
\frac{\eta_b}{n_c} = \exp \left[ - \frac{e\Phi_b}{T_{ic}} \right]
\]

(1)

where \( \Phi_b \) is the depth of the potential well in the barrier and \( T_{ic} \) is the temperature of the central cell electrons, the properties of the passing ions need be determined from their distribution function. If we denote by \( F_c \) the ion distribution in the central cell, and by \( F_b \) the ion distribution in the barrier then by conservation of flux we can write

\[
\frac{1}{2} \frac{\eta_c}{n_c} \int \frac{V_b}{dV_b} dV_b = \frac{V_{ic}}{2} \int F_b \left( V_{ic}, \frac{V_{ic}}{2} \right) dV_b \tag{2}
\]

where \( \frac{\eta_c}{n_c} = \frac{B_0}{B_c} \). Furthermore, if we choose \( F_c \) to be Maxwellian, i.e.,

\[
F_c \left( V_{ic}, \frac{V_{ic}}{2} \right) = \sqrt{\frac{2}{\pi}} n_c \left( \frac{m_i}{T_{ic}} \right)^{3/2} \exp \left[ - \frac{m_i}{2T_{ic}} \left( V_{ic}^2 + V_{ic}^2 \right) \right]
\]

(3)

and utilize the conservation of magnetic moment and energy, then it can readily be shown that

\[
\frac{\eta_c}{n_c} \left[ \frac{V_{ic}}{2} \right] = \sqrt{\frac{2}{\pi}} \frac{m_i}{T_{ic}} \int \frac{V_b}{dV_b} dV_b = \frac{e\Phi_b}{T_{ic}} \frac{m_i}{2T_{ic}} \left( V_{ic}^2 + V_{ic}^2 \right)
\]

(4)

where \( m_i \) and \( T_{ic} \) are the ion mass and the ion temperature in the central cell respectively. At this point it is convenient to calculate the rate at which the Maxwellian ions in the central cell cross a plane in one direction i.e., neglecting the return flow; that is given by

\[
J_M = \frac{n_c}{2 \sqrt{n_c}} \left( \frac{2T_{ic}}{m_i} \right)^{1/2}
\]

(5)

The number density of the passing ions \( n_P \) is obtained by integrating Eq. (3) over velocity space. The result is

\[
n_P = \frac{\eta_c}{n_c} \exp \left\{ \left[ 1 - \Phi \left( \sqrt{e\Phi_b} \right) \right] - \left( \frac{R_c - R}{R_c} \right) e^{\frac{e\Phi_b}{e\Phi_c}} \right\}
\]

(6)

\[
\times \left[ 1 - \Phi \left( \sqrt{\frac{R_c}{R_c - R}} \left( \frac{e\Phi_b}{e\Phi_c} \right) \right) \right]
\]
where $R_c = B_{m0}/B_0$ and $\Phi(x)$ is the familiar error function. The flow current of these particles can be calculated by multiplying Eq. (4) by $V_q$ and integrating over the same velocity limits used in Eq. (6). The result is

$$J_p = \frac{1}{2\pi} \left( \frac{R_c}{R_{c0}} \right) n_c \left( \frac{2T_{le}}{m_i} \right)^{1/2} = \frac{R_c}{R_{c0}} J_M$$

(7)

If, however, the passing ions had a pure Maxwellian distribution then in place of Eq. (7) we would obtain

$$J_{pM} = \frac{n_p}{2\pi} \left( \frac{2T_{le}}{m_i} \right)^{1/2} = \frac{n_p}{n_c} J_M$$

(8)

We now utilize Eqs. (7) and (8) to deduce an expression for the streaming velocity $V_s$. Noting that $\frac{1}{2} n_p$ would participate it is reasonable to define $V_s$ by

$$V_s = \frac{2}{n_p} \left[ J_p - J_{pM} \right] = 2 \frac{J_M}{n_p} \left[ \frac{R_c}{R_{c0}} - \frac{n_p}{n_c} \right]$$

(9)

which, upon substituting from Eq. (6), becomes

$$V_s = \frac{2J_M}{n_p} \left[ \frac{R_c}{R_{c0}} + \left( \frac{R_c - R_{c0}}{R_{c0}} \right)^{1/2} \left[ 1 - \Phi \left( \sqrt{\frac{1}{R_{c0} - R_c}} \left( \frac{e\Phi_b}{T_{le}} \right) \right) \right] \right]$$

$$\times e^{\frac{e\Phi_b}{T_{le}}} \left[ 1 - \Phi \left( \frac{e\Phi_b}{T_{le}} \right) \right] e^{\frac{e\Phi_b}{T_{le}}}$$

(10)

For $e\Phi_b/T_{le} > 1$ Eqs. (6) and (10) reduce to

$$\frac{n_p}{n_c} = \frac{1}{2\pi} \frac{R_c}{R_{c0}} \sqrt{\frac{T_{le}}{e\Phi_b}} = \frac{1}{2\pi} \frac{R_{c0}}{R_c} \sqrt{\frac{e\Phi_b}{T_{le}}}$$

(11)

$$V_s = \sqrt{2} \left( \frac{e\Phi_b}{m_i} \right)^{1/2}$$

(12)

where $R_{c0} = B_{m0}/B_0$ is the mirror ratio of the barrier magnetic field.

The above results will now be used to investigate the stability of electrostatic and electromagnetic oscillations propagating along the magnetic field that might be induced by the passing ions in the barrier region. For analytical convenience we will represent the passing ion distribution by a modified version of Eq. (4) that explicitly reflects the streaming aspect namely

$$F_p(\gamma) = \frac{1}{2\pi} \left( \frac{m_i}{2\pi T_{le}} \right)^{3/2} n_p \left[ \alpha \gamma - \frac{m_i}{2T_{le}} (\gamma^2 - V_s^2) \right] +$$
where $\mathbf{s}_a$ is a unit vector along the magnetic field. The dispersion equation for electrostatic modes with a propagation vector 

$$k^2 = \frac{\omega_p^2}{\omega_{pe}^2} \left[ 1 + S_e Z(S_e) \right] + \frac{4 \omega_{pe}^2}{k^2 \nu_{mp}} \left[ (S_p - v) Z(S_p - v) \right] + (S_p + v) Z(S_p + v) = 0$$

where $\omega_{pe}$ and $\omega_{pp}$ are the plasma frequency of the electrons and passing ions respectively, and

$$v = V_s / \nu_{mp} \quad , \quad S_p = \frac{\omega_p}{\omega_{pe}} \sqrt{\frac{m_e}{m_i^2}} \quad , \quad Z(S) = \frac{1}{\nu_{Te}} \int_{-\infty}^{+\infty} \frac{dx e^{-x^2}}{x - S}$$

with the latter being the familiar plasma dispersion function. Because of space limitation we shall focus our attention on the stability of these modes in a relatively cold plasma and the resulting dispersion equation is the standard two stream one or

$$k^2 V_s < \frac{\omega_{pe}^2}{\omega_{pp}^2} \left[ \frac{1}{(\omega_{pe} - k V_s)^2} + \frac{1}{(\omega_{pe} + k V_s)^2} \right]$$

which yields an instability condition given by

$$k^2 V_s < \frac{\omega_{pe}^2}{\omega_{pp}^2} \left[ 1 + \left( \frac{m_i}{2 m_e} \frac{1}{R_b^2} \left( \frac{T_e}{T_i} \right) \right)^{1//2} \right]^{1/2}$$

In obtaining the above result use was made of Eqs. (11) and (12) which are applicable in the cold plasma limit. We note that (17) is difficult to satisfy for large barrier potential since the left-hand side decreases with $e^{Q_b}$, except of course for very large wavelengths which can be excluded by careful design. It appears, therefore, that barriers with deep potential wells which are desirable for insulating plug electrons from central cell electrons tend to be stable against the electrostatic streaming instability. For electromagnetic modes propagating along the field, however, it can be shown that the condition for instability regardless of the beta value, is given by

$$V_s > V_A \sim \frac{B}{\sqrt{\nu_{mp}}} \sim (e Q_b)^{1//4}$$

which can be readily satisfied for large $e Q_b$ since $V_s$ is proportional to $(e Q_b)^{1//4}$. This could have serious consequence since the quasilinear diffusion in velocity space resulting from this instability could destroy the function of the barrier.

ICRF Field Solutions in Axisymmetric Mirror Plasmas

M. W. Phillips and A. M. M. Todd
Grumman Aerospace Corporation
105 College Road East
Princeton, N. J. 08540, U.S.A.

The results of a numerical code designed to calculate the three-dimensional structure of ICRF fields in axisymmetric mirrors are presented. The code solves the electromagnetic wave equation using a cold plasma dispersion relation with a small collision frequency to simulate absorption. The purpose of the calculation is to examine how ICRF wave structure and propagation is affected by the axial variation of the magnetic field in a mirror for various antenna designs. In the code the wave equation is solved in flux coordinates using a finite difference method. Field solutions for a typical antenna array in a simple mirror will be shown.

Introduction

A knowledge of the three-dimensional wave structure of ICRF fields in mirrors is important for understanding how waves propagate and are absorbed in mirror experiments. The global field structure of RF fields in mirrors can be of particular importance in determining the possibility of RF stabilization due to pondermotive forces of mirror plasmas such as in recent experiments in Phaedrus suggest[1]. This paper describes a code developed to calculate ICRF fields in axisymmetric mirror geometry such as the central cell of a tandem mirror and in RF test stands that use a mirror magnetic field. Previous calculations in mirrors looked at the case where there was no axial variation of equilibrium quantities[2]. Such an approximation is useful when considering a long mirror such as the central cell of a tandem mirror where there are no resonances in the vicinity of the antenna. In a short mirror cell, or in cases where the antenna is located near a resonance, or when the variation of the magnetic field in the axial direction is significant, it is important to include the effects of the axial variation of equilibrium quantities in the calculation.

The code solves the electromagnetic wave equation using a simple dielectric cold plasma dielectric tensor in a flux type geometry. An antenna structure is specified using filamentary straight and curved segments on which the currents are given. Equilibrium quantities are assumed specified on a 2-D grid so that axial and radial variation is allowed. The problem is solved using generalized coordinates with the coordinate system being specified by the equilibrium grid. The component of the electric field parallel to B can be optionally included in the calculation. Both a finite element and a finite difference method were tried for solving the wave equation. In this paper we discuss the results from the finite difference code.

Basic Equations

The fields are found by solving the wave equation:
where \( k = \omega / c \), \( K \) is the cold plasma dielectric tensor\[3\] with a small amount of collision frequency added to simulate absorption and \( J_{\text{ext}} \) is current density due to the antenna.

The wave equation is solved in a flux type coordinate system \((\psi, \phi, \chi)\). The coordinate \( \psi \) is some function of the poloidal flux, \( \phi \) is the poloidal angle coordinate, and \( \chi \) is some measure along field lines. The exact specification of \( \psi \) and \( \chi \) is left open since it may be desirable to concentrate the grid around certain regions. Given \( r(\psi, \chi) \) and \( z(\psi, \chi) \) mapped from an equilibrium the Jacobian and metric relations can be calculated.

The dielectric tensor, \( K \), is typically given in a local orthogonal coordinate system oriented along the magnetic field. Hence a transformation from local orthogonal coordinates, \((x, y, z)\) to equilibrium flux coordinates \((\psi, \phi, \chi)\) is needed.

**Numerical Solution**

The fields from the current source are solved in free space by a Green's function method. The antenna structure is modeled using straight and curved current segments. The current and the phase are given at a particular point on each segment. The fields are solved over the region of interest and are then Fourier analyzed. Subsequent calculations deal with one Fourier component at a time. This reduces the remaining problem to 2-D which simplifies things somewhat.

The electric field is solved inside the plasma using a finite difference method. The 3 components of the wave equation can be written in the form

\[
\nabla \times (\nabla \times E) - k^2 K \cdot E = i\omega \mu_0 J_{\text{ext}}
\]

Here \( e_i \), are defined as \( e_1 = \psi, e_2 = \phi, e_3 = \chi \). In the vacuum \( K = I \). The partial derivatives can then be cast in finite-difference form to give the finite difference equations.
Since all components of the electric field are being solved the resulting matrix can be quite large. The structure of the matrix is typical of those resulting from 2-D partial differential equations - block tridiagonal with each block in turn block tridiagonal. The matrix is solved by direct LU decomposition using a method that minimizes matrix storage. Only the main diagonal block of the LU decomposed matrix is stored - either in memory if there is enough room, or on disk if there is not. This keeps storage space for solving the matrix at a minimum so that the largest possible spatial resolution can be achieved. A partial pivoting scheme was tried by found unnecessary for most cases. The original matrix is not overwritten so that the residual can be calculated and the method iterated. This gives a clearer handle on the accuracy of the solution. Typically only 2 iterations are needed to achieve a relative error of \( \frac{x_i - x_{i-1}}{x_i} < 1.0 \times 10^{-9} \) where \( x_i \) is a vector containing all three components of the electric field on an \( 41 \times 81 \) equilibrium grid. However, if parameters are such that the solution is close to a normal node of the system more iterations are required to achieve this accuracy.

Results
Figs. 1 and 2 show the results of typical calculations. These calculations were performed on a \( 41 \times 81 \) grid solving for all components of the electric field. An axisymmetric loop antenna was used and a conducting wall was assumed on the edge of the grid. A density profile of the form \( n(\psi, r, z) = \frac{n(\psi)}{g(\psi, r)} \) was used where \( n(\psi) = n_{\text{end}} e^{\psi W} \) and \( g(\psi, r) = (1 - \frac{\psi W}{B_{\text{max}}})^{1/2} \). The constants were chosen so that \( n_{\text{peak}} = 5.0 \times 10^{18} \), \( n_{\text{wall}}/n_{\text{peak}} = 0.01 \). The mirror ratio was \( 4.4 \). The parameters were chosen to nominally model the central cell of the Phaedrus tandem mirror when run in an axisymmetric mode. In Fig. 1 \( \omega = 1.5 \Omega_{\text{cl}} \text{ min} \) so that the fundamental resonance occurs at \( z = 0.3 \) m. This location can be seen in Fig. 1(a) where \( E^+ \) is zero. Fig. 1(b) shows \( E^- \) and Fig. 1(c) shows \( E^- \). As indicated by theory \( E^+ \) is much smaller than \( E^- \) and \( E^- \). Without looking too much at the variation of the fields the ratio of \( E^-/E^+ \) is also roughly what one would expect from slab geometry.

Fig. 2 shows \( E^+ \) and \( E^- \) for the case where \( \omega = 0.9 \Omega_{\text{cl}} \text{ min} \) so that the fundamental resonance does not occur in the plasma. A comparison of Fig. 1 and Fig. 2 shows that the presence of the fundamental resonance in the plasma has a big effect on the structure of the electric field. The pondermotive potential of the ICRF electric field has been hypothesized as one mechanism for stabilizing axisymmetric mirror configurations. Experiments in Phaedrus have shown that a dramatic change in stability occurs at the point \( \omega = \Omega_{\text{cl}} \text{ min} \). This effect might be accounted for by a change in structure of the electric field when going from the case \( \omega < \Omega_{\text{cl}} \text{ min} \) to \( \omega > \Omega_{\text{cl}} \text{ min} \). As in Figs. 1 and 2. This will be the topic of future study.

References
Fig. 1 (a) Contours of $E^+$, (b) Contours of $E^-$, (c) Contours of $E_n$ for $\omega/\Omega_{ci \text{ min}} = 1.5$, $n_0 = 5.0 \times 10^{18} \text{ cm}^{-3}$, $B_{\text{min}} = 0.086 \text{T}$, $B_{\text{max}} = 0.364 \text{T}$, $\omega = 12.5 \times 10^6 \text{ rad/sec}$.

Fig. 2 (a) Contours of $E^+$, (b) Contours of $E^-$, for $\omega/\Omega_{ci \text{ min}} = 0.9$, $n_0 = 5.0 \times 10^{18} \text{ cm}^{-3}$, $B_{\text{min}} = 0.086 \text{T}$, $B_{\text{max}} = 0.384 \text{T}$, $\omega = 7.5 \times 10^6 \text{ rad/sec}$.
Sloshing Ion Distribution Produced by ICRH in an Axisymmetric Mirror-Cusp Device, RFC-XX-M
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Abstract: A sloshing ion distribution has been found at the central mirror plasma produced by an ion cyclotron resonance heating (ICRH) in RFC-XX-M. This sloshing ion distribution has been certified by the measurement of the axial density profile and the pitch angle distribution of ions.

RFC-XX-M is an MHD stable, completely axisymmetric device with radio frequency (RF) plugging. The central mirror is connected to two cusps. The distance between the two field-null point is 3 m. The magnetic field strength is 2.1 T at the line cusp and 3.9 T at the point cusp in full operation. The central mirror radio is 2.8 and the magnetic field strength is 0.35 T at the midplane. A rotating type-III antenna installed at the mirror throat is excited by two 0.4 MW rf oscillators ($\omega/2\pi = 7$ MHz) as shown in Fig. 1.

The plasma is produced by the left-handed rotation mode through the type-III antenna at the mirror. The plasma parameters are as follows: the plasma density, $n = 6 \times 10^{12}$ cm$^{-3}$, the electron temperature, $T_e = 30$ eV, the ion temperature by a
diamagnetic loop, $T_{\text{ii}} = 500$ eV, ICRH power, $P_{\text{rf}} = 200$ kW and a hydrogen gas puffing rate, $\Gamma = 30$ torr·l/sec. The left-handed rotation mode of an ion cyclotron wave (ICW) excited by the type-III antenna damps at a magnetic beach in the mirror field. Ions are heated perpendicularly to the magnetic field there. When a particle confinement time of ion is much shorter than an ion-ion scattering time ($\tau_{\text{ii}}$) by Coulomb collisions, ions concentrate in a narrow pitch angle in the ion velocity space. In this plasma, a neutral density ($n_a$) is measured by a laser fluorescence method and $n_a = 2 \times 10^{10}$ cm$^{-3}$. The charge exchange time ($\tau_{\text{cx}}$) is much shorter than $\tau_{\text{ii}}$, therefore the sloshing ion distribution is expected.

The plasma density is measured for the various positions in the mirror when the magnetic field strength is 70% of full operation (we refer as 0.7 PU.) as shown in Fig. 1. The densities are as follows: $n_{\text{cc}} = 6 \times 10^{12}$ cm$^{-3}$ at the midplane ($Z = 0$ cm, $B_{\text{cc}} = 0.25$T), $n_{\text{om}} = 8 \times 10^{12}$ cm$^{-3}$ at the off-midplane ($Z = 42$ cm, $B_{\text{om}}/B_{\text{cc}} = 1.9$) and $n_{\text{th}} = 4 \times 10^{12}$ cm$^{-3}$ at the mirror throat ($Z = 77$ cm, $B_{\text{th}}/B_{\text{cc}} = 2.8$). In this experiment, the cyclotron resonant point locates at $Z = 42$ cm and the peak density position agrees with this point. A density ratio of $n_{\text{om}}$ and $n_{\text{cc}}$ is measured for various magnetic field strength from 0.6 PU to 1.0 PU as shown in Fig. 2. The density ratio is largest in the case of 0.7 PU. The density peak of the sloshing ion distribution moves towards the midplane side with the cyclotron resonant point when increasing the magnetic field strength. The density ratio decreases to about a half beyond 0.75 PU as expected.

The pitch angle distribution of the ion has been measured by
a fast neutral particle analyzer (FNP). This analyzer aims at $Z = 28 \text{ cm}$ with an angle of $80^\circ$ ($\theta_{\text{FNP}} = 80^\circ$) to the magnetic axis as shown in Fig. 1. The ion energy distribution measurement has been done where we fairly adjust the plasma density, the ion temperature and the hydrogen gas puffing rate to the same by changing the magnetic field strength from 0.6 PU to 1.0 PU. Figure 3 shows the results measured in $0.4 \text{ keV} < E_i < 5 \text{ keV}$ where $E_i$ is ion energy. The ion temperature in the small pitch angle (in this case, $\Delta \theta = 3^\circ$) becomes largest to be about $0.9 \text{ keV}$ at 0.95 PU. The total number of ions which has a pitch angle, $\theta = \theta_{\text{FNP}}$ at $Z = 28 \text{ cm}$ can be calculated by integrating the ion energy distribution ($\int f(E_i, \theta) dE_i$). It also has a peak value at 0.95 PU as shown in Fig. 3. The ion is produced perpendicularly to the magnetic axis at the cyclotron resonant point, $Z = 30 \text{ cm}$ in the case of 0.95 PU. The pitch angle of the ion coincides with $\theta_{\text{FNP}}$ at $Z = 28 \text{ cm}$.

The pitch angle distribution of ion in the midplane can be calculated from the data of Fig. 3 as shown in Fig. 4, assuming that the shape of the pitch angle distribution does not change for various magnetic field strength. The ion temperature and the density in loss cone are deduced by measuring the ion temperature of the cusp plasma by a time of flight type neutral particle analyzer and the mirror throat density, respectively. The full half width of the pitch angle is about ten degrees. The average ion temperature fairly agrees with that from the diamagnetic loop signal, therefore these ions must be a great majority.

The sloshing ion distribution produced by ICRH at the central mirror in RFC-XX-M can be certified from these experimental results.
Fig. 1 Schematic drawing of diagnostics and Rotating type-III antenna on RFC-XX-M.

Fig. 2 Dependence of the density ratio of the off midplane ($n_{om}$) and the midplane ($n_{cc}$) on the magnetic field strength.

Fig. 3 Dependence of the ion temperature and the ion number, $\int f(E_i, \theta) dE_i$ on the magnetic field strength.

Fig. 4 (a) The distribution of the ion temperature in the pitch angle space. (b) The distribution of the ion number, $\int f(E_i, \theta) dE_i$ in the pitch angle space.
MAGNETIC FOCUSING OF 80 kJ MICROSECOND ELECTRON BEAM FOR PLASMA HEATING IN SOLENOIDS

V.V.Chikunov, B.A.Knyazev, V.S.Koidan, S.V.Lebedev,
M.A.Shcheglov, S.G.Voropajev
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630090 Novosibirsk, USSR

ABSTRACT: Experiments have been performed on magnetic focusing of an intense microsecond relativistic electron beam. The beam is generated in a high-voltage quasi-planar diode \((E_{\text{me}}=0.8\text{ MeV}, I_{\text{me}}=40\text{ kA}, \tau=5\mu\text{sec}, \Theta=18\text{ cm})\). The total energy of the initial beam is 80 kJ. The beam is magnetically-focused by longitudinal injection into a magnetic mirror with the mirror ratio equal to 20. The gas pressure in the focusing chamber is varied from \(10^{-5}\) to 1 Torr. The compressed beam with a 4 cm diameter, 70 kJ energy content, and current density up to 3 kA/cm\(^2\) in the center of the mirror was obtained.

INTRODUCTION. High-power microsecond relativistic electron beams (REB) which have a current density of at least 2—3 kA/cm\(^2\) can be used for effective plasma heating in open traps /1/. It may be possible to produced such a beam in a planar or foil-less high-voltage diode at a low current density, with subsequent focusing in a magnetic mirror /2/.

Experiments on magnetic focusing high-power REBs had previously been made with short pulse beams (about 50 nsec) /3,4/. The total beam energies in these experiments were not too high. As one might expect, an increasing the pulse duration by two orders of magnitude can qualitatively change the picture of beam focusing and transport.

In this paper we present the experimental results on magnetic focusing of an intense microsecond REB from 11-1 accelerator /5/.

Fig.1. Experimental set-up. The gas glow induced by a REB was observed by means of an image-converter tube \((\Delta t=0.5\mu\text{sec})\). 1: carbon cathode of 18 cm diam.; 2: anode foil; 3, 6, 9: magnetic field coils, dotted curves are magnetic field lines; 4: removable stainless steel collector; 5: 50 \(\mu\text{m}\) Ti foil (only in the certain test shots); 7: Al foil; 8: carbon calorimeter; \(R_1-R_5\): Rogowsky coils.

EXPERIMENT. Figure 1 shows a cross-sectional view of the experimental apparatus. The high-voltage pulse from a LC generator is applied to a 18 cm diameter carbon cathode (1). The beam is generated in a quasi-planar diode with a thin foil anode (2). The electron energy is determined by the applied
voltage prior to the moment at which the diode is shorted by the plasma /5/. The maximum current density of the beam does not exceed 0.2 kA/cm². The diode voltage $U$ and beam current $I_2$ are shown in the oscillograms Fig.2A. These traces were obtained with a thick stainless still collector (4) placed 1 cm behind an anode foil («collector mode of operation»). The pulse duration is determined by the time necessary to fill the diode with plasma produced at the electrodes$^1$.

![Oscillograms](image)

Fig.2. Oscillograms. Foil 2 is aluminized mylar. $U$: diode voltage; $I_i$: currents recorded by Rogowsky coils $R_i$. Diode gap $d$ is 8.5 cm. Oscillograms A were recorded in the «collector mode of operation», while B and C were recorded in the «focusing mode of operation».

$p = 1.2 \times 10^{-5}$ Torr background gas (B); $p = 6 \times 10^{-5}$ Torr Ar (C).

In the focusing experiments, the collector is absent and the beam passes through the anode foil into a gas-filled stainless-steel chamber. Unlike the previous experiments with a 50 kJ beam /6/, the acrilic plastic windows into the chamber were covered with metallic screens. The longitudinal magnetic field increases from 0.5 T in the accelerator diode to 10 T in the central coil (6). The mirror ratio is twenty. The total energy $Q$ of the beam passing through the mirror is measured by a carbon calorimeter (8) situated in an evacuated chamber separated from the focusing chamber by a diaphragm of a thin Al foil. The magnetic field in this region is about 0.5 T. The distance between the foils (2) and (7) is 52 cm. The gas pressure in the focusing chamber is varied from $10^{-5}$ Torr (background pressure) to 1 Torr of argon.

The Rogowsky coils $R_3$ and $R_5$ measure, correspondingly, $I_2$, the current of the beam injected into the focusing chamber, and $I_5$, the current of the beam leaving the chamber. The coils $R_3$ and $R_4$ record the net current, i.e. the REB current plus the return plasma current, in the left, $I_3$, and right, $I_4$, sections of the focusing chamber. In the course of the experiments, the beam diameter is determined from the holes which are made in the foils (2), (5)$^2$ and (7), as well as from the microphotometric analysis of photographs (see Fig.1) obtained by means of an image-converter tube /6/. In the beam focusing experiments, the anode-cathode distance is 8.5 cm. A 10 μm aluminized mylar foil with a 0.5 μm layer of Al serves as an anode.

$^1$ After the diode is shorted the current $I_2$ is the arc current.

$^2$ A titanium foil (5) of 50 μm thick was used only for the certain test shots.
RESULTS AND DISCUSSION. The main results of the experiments are the following (see Figures 2 and 3):

1. An intense microsecond REB from a high-voltage diode may be effectively magnetically focused. The total energy of the beam from U-1 accelerator which passes through the mirror varies from 45 to 70 kJ when the gas pressure in the chamber is varied within the range from $10^{-5}$ to 1 Torr (Fig.3A). The pulse duration is almost constant also (Fig.3B). The total energy of the initial beam («collector mode of operation») is 80 kJ. Consequently, the efficiency of the beam transporting through the mirror attain 85%.

2. The REB currents at the entrance and exit of the focusing chamber are equal ($I_2=I_5$) up to the moment at which the diode becomes shorted, i.e. there are no transverse losses. The diameter of the beam is 18 cm at the entrance to the chamber and is inversely proportional to the square root of the magnetic field within the chamber. The diameter reaches a minimum of 4 cm where the magnetic field is strongest.

3. The beam current in the focusing chamber is higher than the critical vacuum current (about 10 kA in our case). This implies that the beam creates a plasma which, in turn, neutralizes the space sharge of the beam. At a certain moment, the return current $I_m$ equal to $I_5-I_3$ appears in the plasma (see Figs. 2C and 3C). This return current appears if the gas pressure is higher than $10^{-4}$ Torr, and delay of its appearance becomes less when the gas pressure is increased.

4. When the beam is passed through the mirror («focusing mode operation») the operation of the diode markedly changes in comparison with its operation in the «collector mode». First, the beam current decreases, and the voltage increases. Second, the shorting of the diode occurs earlier (see Fig. 2).

These phenomena are probably related to the fact that some of the beam electrons are reflected from the magnetic mirror and that they oscillate through the anode foil. These oscillating electrons lead to an increase in the rate of energy deposition in the anode foil, which results in the earlier ex-

---

a) The currents $I_3$ and $I_4$ are always the same.
plosion of the foil. With a mirror ratio of
20, the magnetic mirror reflects the electrons which have a pitch-angle exceeding 13° at the entry to the focusing chamber.

The pitch-angles of the beam electrons are determined mainly by scattering in the foil ($\theta_f$) and by the sharp change in the direction of the magnetic field line in the entrance to the chamber when there exist a return current ($\theta_r$). Both a decrease of the diode voltage and an increase of the return current lead to the growth of electron pitch-angles. Fig. 2 shows that these circumstances give rise to an increase in pitch-angles by the end of the pulse. For the shot in the Fig. 2C the pitch-angle $\theta_r$ of the electrons in the beam boundary reaches 5° and the angular scattering in the mylar foil ($\theta_f$) is about 3°. If the beam current density becomes high the collective beam-plasma interaction may serve as an additional source of angular spread ($\theta_{pe}$) $^{1/2}$.

To investigate the effect of the reflected electrons on the time at which the diode becomes shorted, we replaced the mylar anode foil by thick aluminum foils. The substitution of the anode foil lead to a growth of the angular width ($\theta_f$) $^{1/2}$. The diode shorted in 3 µsec if the anode foils was 10 µm thick and in 0.5 µsec for a 30 µm foil.

CONCLUSION. The results of our work demonstrate the feasibility of effective magnetic focusing of a microsecond REB generated in a quasi-planar diode. The focused-beam parameters obtained (maximum total energy 70 kJ, diameter 4 cm, current density 3 kA/cm$^2$) enable this beam to be used for plasma heating experiments in open traps.
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A new class of low frequency instabilities in mirror machines is considered. The steady state is assumed to be maintained by the equilibrium between neutral beam injection and losses through the ends of the system. The instability is driven by the imbalance between the rate of fast ion losses and the neutral trapping rate. This imbalance is caused by the plasma density perturbation.

In open traps with neutral injection, steady states can exist where the Coulomb losses through the ends of the system are compensated by neutral beam ionization. The ionization rate is proportional to the first power of the density and the loss rate is proportional to the second. Thus if the density goes above the steady state value the loss rate increases faster than the trapping rate making the system stable.

Besides this "rough" mechanism of stabilization there exist kinetic effects which can significantly affect the stability. These result from the fact that the ions entering the system have relatively high energy while those leaving are relatively slow. If the density goes up, the increase in the ionization rate will be compensated for by a change in the loss rate which is delayed by the time necessary for a particle to diffuse from the injection velocity to the loss boundary. This delay can intensify the density perturbation and promote the instability. The purpose of this paper is to show that this time delay effect can cause the steady state to be unstable.
Let us consider a mirror machine in which a monoenergetic neutral beam with velocity $V_1$ is injected perpendicular to the magnetic field. The beam density $N$ inside the machine is assumed to be fixed and independent of the plasma parameters. The rate of ionization per unit volume is

$$n = N \left( V_i + V_{cx} \right)$$

where $V_i = N \langle \nu \sigma_i \rangle$ is the frequency of electron impact and $V_{cx} = N \langle \nu \sigma_{cx} \rangle$ is the charge exchange frequency. Via the factor $\nu \sigma_i$, $V_i$ depends on the electron temperature $T_e$, while $V_{cx}$ is considered to be constant.

The choice of the physical model is determined by the requirement that the stability analysis involve only relatively simple analytical considerations. We will analyse the situation where $T_e$ is small enough ($T_e < T^* = m_i V_i^2/2 \left( m_e/m_i \right)^{1/3}$), that the fast ions drag on the electrons without appreciable angular scattering. If we neglect the small term that describes the angular scattering and the term with the second derivative with respect to $V$ (which is of higher order in $T_e/T^*$) the ion kinetic equation can be presented as follows:

$$\frac{\partial F}{\partial t} = \nu' n \frac{\partial}{\partial V} (VF) + n (V_i + V_{cx}) \delta (V - V_i) - V_{cx} F$$

where $\nu = \text{const} \cdot n T_e^{-3/2}$, $\nu' = \partial \nu / \partial n = \text{const} \cdot T_e^{-3/2}$ is introduced to share the dependences of $\nu$ on $n$ and $T_e$, and $F(V, t)$ is the usual distribution function averaged over the angles and multiplied by the factor $V^2$:

$$F(V, t) = 2\pi V^2 \int f(V, \theta, t) \sin \theta d\theta$$

If angular scattering is negligibly small, the primary loss mechanism is caused by the ambipolar potential which pushes ions out of the mirror when their velocities fall below a
certain threshold $V_0 \ll V_1$. This effect can be taken into account by condition:

$$F(v, t) \equiv 0 \quad V < V_0$$

(2)

Formally, eq. (1) has no continuous solutions equal to zero at both $V = V_o$ and $V = \infty$. Thus it is used only for $V > V_0$ with the single boundary condition $F(\infty) = 0$. The solution for $V < V_0$ is given independently by (2). Then the density can be found as the integral:

$$n(t) = \int_{V_0}^{\infty} F(v, t) \, dv$$

(3)

The eqs. (1), (3) form a closed system of equations that describes the time evolution of the density. The value of $T_e$ on which $V_i$ and $V'$ depend is determined by the electron energy balance. This balance is taken into account phenomenologically by introducing some unspecified dependence $T_e = T_e(n)$. The form of this function strongly depends on the mechanism of the electron losses. Since a wide range of physical conditions are possible we consider the general case of the arbitrary functions $V_i(n) = V_i[T_e(n)], \quad V'(n) = V'[T_e(n)]$ and present the marginal stability conditions in terms of the parameters $V_i / \nu_{cx}, dV_i / d\nu, dV' / d\nu$, evaluated at the steady state point.

We first consider the equations for steady state. If we drop the time derivative in (1), then the steady state distribution function can easily be found and after calculating (3) one gets the equation for the steady state values $n$:

$$n = \left( \frac{V_i(n)}{V'(n)} \right) \left( \frac{1 - e^{-\Lambda \alpha(n)}}{\alpha(n)} \right)$$

(4)

where $\alpha(n) = \nu_{cx} / \nu'n$, $\Lambda = \ell n(V_i / V_o)$.

For the stability analysis, the density perturbation $\delta n(t)$
and the distribution function perturbation $\delta F(v, t)$ are introduced. The functions $\nu_i(n)$ and $\nu'(n)$ are linearized at the steady state point and the time dependence is chosen to be $e^{\gamma t}$. Finding $\delta F(v)$ from the linearized equation (1) and carrying out the integration (3), one can get the dispersion relation:

$$\Gamma^2 - a \Gamma = \frac{1 - e^{-b}}{e^b - 1} [(a - c) \Gamma - (1 + c)]$$

(5)

where the values of the dimensionless parameters $b = \ln((1 + \nu_{c0}/\nu_i))$, $a = e^{-b} d \ln \nu_i / d \ln n$, $c = d \ln \nu' / d \ln n$ are taken at the steady state point given by (4), $\Gamma = \gamma / \nu_{c0}$.

Since we allow for arbitrary functions $\nu_i(n)$, and $\nu'(n)$ a situation can exist in which the instability results not from the time delay effect but from the "rough" mechanism mentioned above. To distinguish these two sources of instability, let us consider the slow perturbation with $\Gamma \to 0$ when the time delay effect is obviously of no importance. Taking this limit in (5), an inequality can be obtained that corresponds to those steady states which are stable with respect to the "rough" instabilities:

$$a < (1 + c) b / (e^b - 1)$$

(6)

It is easy to show that within the scope of (6) there exist instabilities which have an oscillatory character and are caused by the time delay effect. Assuming that $\Gamma = i \pi / b$ in (5), the real and imaginary parts of (5) are:

$$a = 2c / (e^b + 1), \quad c = [\pi^2(e^b - 1) / 2b^2] - 1$$

(7)

If one takes for example $b = 1.3$ then eq. (7) gives $a = 2.9$, $c = 6.8$ and this set of parameters satisfies the inequality (6). It is clear that in the vicinity of this state there are solutions (5) with $\text{Re} \Gamma > 0$.

LHD - STABLE CONFINEMENT OF ROTATING PLASMA IN AN AXISYMMETRICAL OPEN TRAP


Institute of Nuclear Physics, 630090, Novosibirsk, USSR

An open trap with a rotating plasma was proposed in [1] as an improvement on the mirror machine: the centrifugal force in such a device decreases longitudinal losses. The main argument against the trap was a prediction that the plasma would be centrifugally MHD-unstable if the density decreased along the radius ($dn/dr < 0$) [2].

Later it was found [3,4] that the condition $dn/dr < 0$, though natural for a trap, is not necessary. With inhomogeneous rotation speed $V$ and plasma temperature $T$ (both decrease to zero at the outer border) the case $dn/dr > 0$ is also possible for the trap. It is shown in [5] that MHD-stable profile of the desired shape exist for $n$ and $V$ in a cold rotating plasma. Thus, if $dn/dr > 0$, centrifugal instability turns into centrifugal stabilization and this can be used in an axisymmetrical trap to suppress flute instability due to the curvature of the magnetic force lines. Although centrifugal stabilization is most naturally applied to such traps, it may be considered as a general way to MHD-stabilize a plasma (like, for example, min-B stabilization). It should be noted, in particular, that according to [3,4], stabilization in long traps is also possible when the rotation velocity is much smaller than the thermal ion velocity. Even a natural ambipolar electric field will be sufficient when the trap is long enough.

The above considerations change the problems associated with an experimental study of traps with rotating plasma. Before it was difficult to achieve stability because of the rotation [6], now the rotation itself is considered to be a means of suppressing MHD-instability.

The goal of the experiments on the SVIPP device is to obtain and to study centrifugal stabilization. In this simple mirror machine, plasma is created inside a plasma shell which is a transition layer between the rotating plasma and the wall [7]. The rotation is driven by radial electric field which is projected to the midplane from the end electrodes by longitudinal conductivity.

The plots in fig. 1 show that a stationary density profile $n(r)$ with $dn/dr > 0$ is achieved when an electrical potential is applied to the end electrodes with the plasma shell being switched on. Immediate conclusion about the stability of this configuration by energy life time $\tau$ measurements is difficult
due to masking processes (charge exchange, electrode discharge) decreasing $T$ up to 0.1 ms. It was therefore to identify the losses initiated by the instability only. For this purpose, a low density component of high energy electrons (tens of keV) was generated in the plasma by ECRH [8]. The decay time of this component after the ECRH was switched off was assumed to be equal to the plasma life time caused by instability, since the fast electrons move along the radius at approximately the same speed as the main plasma due to the low frequency flute instability. The loss cone scattering time for the hot electrons is long enough so that longitudinal losses are negligible. It can be seen from the oscillograms (Fig. 2) that after the ECRH was switched off, the characteristic decay time of the additional diamagnetism and hard X-ray flux was about 5–7 ms, implying that the plasma was MHD-stable. Turning off the shell destroys the stable conditions. In Fig. 2, this moment corresponds to the fast drop of the diamagnetic signals (of both, the main plasma and fast electrons) and to the burst of X-ray emission from the probe located near outer border of the plasma. A rapid increase in the current on the inner ring of the end electrodes after turning-off shell indicates that the plasma is filling the region near the axis. It can be seen from the light emission that the plasma flux towards the axis is azimuthally inhomogeneous. The transition to an unstable state occurs 20–30 $\mu$s after the shell is turned off, that is during a time less than the plasma energy life time. Therefore the stability observed can not be explained either by end short-circuit or the stabilizing effect of fast electrons, since the influence of these two factors can not be directly eliminated by turning-off the shell. These processes correspond to what can be expected when centrifugal stabilization takes place.

To increase the energy life time it is necessary to remove the residual gas from the plasma volume. For this purpose, one has to increase $V$ and $T$. To do this in dense plasma is rather difficult. According to [9] the main obstacle here is the plasma-wall interaction which is inavoidable since electrode discharge is presently the only way of creating a rotating plasma in the experiments. In the new device SVIPP-M, plasma rotation will be obtained by injecting fast neutrals [10]. This avoids evaporation and sputtering of the end electrodes, even at a high level of input power. The scheme of injection chosen for these experiments allows control of the profile $V(r)$ which is useful in the experiments on stability.
Fig. 1 1-n(r); 2-potential profile in the midplane: + calculated by projecting the potentials of the end electrodes along the field lines, °-measured by He° beam charge exchange [11]. Magnetic field-8kG, mirror ratio -3, distance between mirrors - 1m.

Fig. 2 1-plasma diamagnetism; 2 - plasma diamagnetism with BCRH switched on; 3-X-ray emission from the probe. At the moment t₁ BCRH is switched off. At the moment t₂ the shell is switched off.
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INVESTIGATION OF LOW-FREQUENCY PLASMA FLUCTUATION IN THE HER DEVICE

Ren Zhaoxing, Chen Shixian, Huang Chaosong, Fang Yude, Wang Zhao shen, Zhang Guangqiu, Wan Baonian
Institute of Plasma Physics, Academia Sinica
P.O.Box 26, Hefei, Anhui, China

1. INTRODUCTION

The investigation of the hot electron plasma fluctuation may provide new insights into important issues in the tandem mirror. The low-frequency fluctuation have been found in the EBT(1) with hot electron ring(E-ring), but where the plasma is toroidal and only the effect of neutral pressure is considered.

In this paper, we report the experiment in which the normalized amplitude of fluctuations and their correlations are studied more systematically under different mirror operations.

2. EXPERIMENTAL APPARATUS

The experiment was performed in the HER device which is a simple mirror. The axial magnetic field strenth Bo is 4 KG-5 KG at the midplane, the mirror ratio R is 2.2. The radius of cavity and length of mirror to mirror are 12.5 cm and 38 cm, respectively. The plasma is produced and heated by microwave that is applied at the electron cyclotron harmonic frequency. The microwave power Pu is about 15 KW at 20.5 GHz. The hot electron ring are created in the second harmonic electron cyclotron resonance region at the midplane. The radial position of the ring are adjusted by the magnetic field strength. At constant Pu, the C-, T-, and M- modes of operation are controlled by changing the background neutral pressure Po.

The hot electron parameters were diagnosed by hard X-ray, diamagnetic loop at the midplane, and by receivers viewing ECE along mirror axies.

3. EXPERIMENT AND RESULTS

In our experiment, the fluctuation signals were taken from a set of Langmuire probes at midplane which measure ion saturation current and from a multichannel spectrometer which views Hα radiations that come from plasmas located at different radial positions. One of the probes is radially movable, and the other two are at r=11 cm which are fixed.

To understand the nature of these fluctuations and the effects of E-ring on them, we investigated the behaviours of normalized fluctuation level AI/IO, defined as the ratio of fluctuation's
variance to its mean value under different operating conditions. At the same time, the behaviours of various fluctuation's auto-power spectra, cross-power spectra, coherence spectra were also studied. These spectra were obtained by digital time series analysis techniques. The experimental results are summarized as follows.

3.1 Fluctuation vs neutral pressure Po

Fig. 1 shows the AI/\textit{I}_0 as function of Po. Note that the results are similar with that from EBT experiment. In the figure, the measured diamagnetic signal amplitude, \( \Delta \Phi \), was also plotted. Three different operating modes of the mirror can be identified: M-mode(Po<1.2E-5 torr) characterized by higher \( \Delta \Phi \) and higher AI/\textit{I}_0; T-mode(Po=1.2E-5-1.9E-5 torr) characterized by higher \( \Phi \) and lower AI/\textit{I}_0; 0-mode(Po>1.9E-5 torr) characterized by lower \( \Phi \) and higher AI/\textit{I}_0.

Fig. 2 shows the coherence spectra between two fluctuation signals under different Po. The signals are taken from two fixed Langmuire probes. It can be seen that there are fluctuations at 54 KHz, 80 KHz, etc. Their coherent amplitude is greatly reduced when the mirror is run into T-mode state.

3.2 Fluctuation vs field strength Bo

We measured AI/\textit{I}_0 and \( \Delta \Phi \) as function of Bo. Fig. 3 is the measured result which shows that as Bo increases from 4 KG to 5 KG, probes' and Hx\'s AI/\textit{I}_0 decreases, in contrast, \( \Delta \Phi \) increases. But the further increase of Bo results in a quite interesting situation where \( \Delta \Phi \) begins to drop, Hx\'s AI/\textit{I}_0 increases and the probes' AI/\textit{I}_0 keeps its low level. This phenomenon could be explained by the increase of E-ring radius due to the increase of Bo, which was confirmed by a test where we set the movable probe at
different radial positions and measured the corresponding hard X-ray radiation strength. The test results show that as Bo increases from 4 KG to 5 KG, the radius of E-ring increases from 8.5 cm to 10 cm.

Fig. 4 shows the auto-power spectra of two fixed probes under different Bo. For lower Bo, the spectra exhibit those characteristic frequencies as that in C-T and M-T transitions. For higher Bo, the coherent levels of these fluctuations are reduced also. From above measurements, it is clear that as long as Po or Bo deviates from its optimal value, the fluctuations with these characteristic frequencies will be excited.

3.3 Fluctuation vs radial position

The spectral analysis shows that the correlations between signals taken from different two radial positions are quite different, which reveal the spatial dependence of coherence. The measured results are tabulated as follows:

<table>
<thead>
<tr>
<th>Signal 1</th>
<th>Signal 2</th>
<th>Coherence degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>r&lt;3 cm. Hs's</td>
<td>r&gt;3 cm. Hs's</td>
<td>weak</td>
</tr>
<tr>
<td>r&lt;3 cm. Hs's</td>
<td>probe's</td>
<td>weak</td>
</tr>
<tr>
<td>r=r1&gt;3 cm. Hs's</td>
<td>r=r2&gt;3 cm. Hs's</td>
<td>strong</td>
</tr>
<tr>
<td>r&gt;3 cm. Hs's</td>
<td>probe's</td>
<td>strong</td>
</tr>
</tbody>
</table>

It was also noted that the magnitude of ΔI/Io at r=4 cm region was usually about 40% higher than that at neighbouring regions. As plasma relative density measurement indicated, at r=4 cm region the plasma has steeper density gradient. This implies that the fluctuations are intimately related to plasma density gradient, (see Fig.1 and Fig.3), or in other words, the fluctuations are driven by the density gradient in nature.
These results show that the plasma low frequency fluctuations are strongly affected by E-ring. The fact was further supported by the test using movable probe. As the probe moved toward the E-ring from its outer edge, the 10 GHz ECE signal decreased gradually indicating the diminishing of E-ring (see Fig. 5b), and the $A/\rho_0$ gradually increased (see Fig. 5a). When E-ring was disappeared completely, the $A/\rho_0$ of $H_\alpha$'s from $r=4$ cm was 4 times greater than the neighbour's. (In contrast, at this time, the plasma density gradient was lower than before, but the average density of the plasma center is also lower than the normal value, and the density of the plasma edge is higher than the normal value, which suggests increasing of the plasma radial diffusion.) The experiments show yet that the fluctuation at 1 KHz has above nature also, but it is affected by the E-ring slightly than that at 54 KHz.

4. DISCUSSION

From our experimental observations, several conclusions can be drawn. The fluctuation at frequency 1 KHz, 54 KHz, and 80 KHz are closely related to plasma density gradient, so they are considered to be drift waves (1) or flute mode driven by plasma density gradient.

The high beta E-ring has the effect to reduce the fluctuation amplitude. As mentioned before, when E-ring is formed under optimal operating condition, the fluctuation is obviously suppressed, and when the E-ring is destroyed by a movable probe, an annular region with strong fluctuations appears. As an exception, in the case of low neutral pressure, some higher frequency fluctuations are excited, and the high beta E-ring is less effective in suppressing the fluctuations. In our experiments, there is the stabilizing effect of line-tying on the fluctuation, but it is not enough to stabilize plasma completely.

It was identified that in our case, the major driving source of fluctuations is located at $r=4$ cm region within the E-ring.
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PROPAGATION OF ICRF WAVES IN AN AXISYMMETRIC MIRROR PLASMA

A. Goto, A. Fukuyama and Y. Furutani

Department of Electronics, Okayama University
Okayama 700, JAPAN

In mirror devices a number of possible applications of the ICRF waves have been proposed in addition to the heating: plasma production, stabilization of MHD activities and control of a velocity distribution function. Previous analyses of ICRF wave in a mirror geometry have limited themselves to a one-dimensional analysis in the radial or axial direction. In this paper, we numerically study the propagation structure of the ICRF waves excited by an antenna, using an axisymmetric mirror plasma model, in which the magnetic field and the density are non-uniform in both the axial and radial directions. Using a cold plasma approximation, we solve the full Maxwell equation and obtain the spatial profile of the wave field and the power deposition and the loading impedance of the antenna.

In order to describe the wave propagation in the axisymmetric plasma, we use the cylindrical coordinates \((r, \phi, z)\) and solve the Maxwell equation as a stationary boundary value problem. The wave equation for an electric field \(\mathbf{\hat{E}}\) oscillating with angular frequency \(\omega\) is given by

\[
\nabla \times \nabla \times \mathbf{\hat{E}} - \frac{\omega^2}{c^2} \epsilon \cdot \mathbf{\hat{E}} = i \omega \mu_0 \mathbf{J}_A.
\]

We employ the cold plasma approximation to derive the dielectric tensor \(\epsilon\) and introduce the effective collision frequency \(\nu\). In our axisymmetric model, we can expand the electromagnetic field in the Fourier series with respect to \(\phi\) and write \(\mathbf{\hat{E}}(r, \phi, z) = \mathbf{\hat{E}}(r, z) \exp(i m \phi)\) where \(m\) is the mode number in the \(\phi\)-direction.
The boundary condition which \( \vec{E} \) must satisfy on the symmetric axis \((r = 0)\) is derived from the finiteness of the induced magnetic field as \( E_\phi - \text{Im} E_r = 0 \) and \( mE_z = 0 \), and the tangential component of \( \vec{E} \) vanishes on a perfectly conducting wall. We numerically solve eq. (1) by the finite element method with triangular linear elements. [1]

Our plasma model with length \( 2z_M \) in the axial direction and radius \( a \) at \( z = 0 \) is surrounded by a perfectly conducting wall. The static magnetic field is given by \((0, -\psi/rz, \psi/r\phi)\) in terms of a magnetic flux function

\[
\psi(r,z) = \frac{1}{4} (1+R_M) B_0 r^2 + \frac{1}{4} (1-R_M) B_0 r^2 \cos \frac{\pi z}{z_M} \left[ 1 + \frac{1}{4} \xi^2 + \frac{1}{12} \xi^4 \right] (2)
\]

where \( R_M \) is the mirror ratio, \( B_0 \) is the magnetic field strength at \( r = z = 0 \) and \( \xi \) is \( \pi r/2z_M \). We assume that the plasma density is constant along the magnetic lines of force, such that \( n(r,z) = (n_0 - n_s) \left[ 1 - \psi(r,z)/\psi(a,0) \right] + n_s \); see Fig. 1. ICRF waves are excited by a loop current \( J_\phi \) in the \( \phi \)-direction.

Wave propagation in a plasma has different characteristics according to a mode number \( m \). Typical example of the \( m = 1 \) mode is shown in Fig. 2, where contours of \( \text{Im} E_r, \text{Im} E_\phi \), and the density of the absorbed power, together with the Poynting vectors, are illustrated. The plasma is a hydrogen plasma and the parameters are listed thus: \( R_M = 3, B_0 = 1.0 \, \text{T}, z_M = 0.6 \, \text{m}, a = 0.36 \, \text{m}, n_0 = 3 \times 10^{19} \, \text{m}^{-3}, n_s = 3 \times 10^{17} \, \text{m}^{-3}, \omega/2\pi = 18.24 \, \text{MHz}, v/\omega = 0.01 \). The location of the antenna is marked by \(+\), while the broken line indicates the ion cyclotron resonance (ICR). The antenna excites both the slow wave which is absorbed near the ICR of the antenna side and the fast wave which can propagate in the whole plasma. The fast wave is reflected at the wall \((z=-z_M)\) and is partially mode-converted to the slow wave, which is absorbed near the ICR of the anti-antenna side.

An example of the \( m = -1 \) mode is shown in Fig. 3. Parameters are the same as in Fig. 2. Since the slow wave is mainly excited, the wave field is concentrated in the high-field-side of the ICR. As we approach the ICR surface, both parallel and perpendicular components of the wave number increase. This implies that a usual one-dimensional analysis does no longer work.
Fig. 4 depicts the dependence on $B_0$ of the loading resistance for the modes $m = 1$ and $-1$. In Figs. 4 and 5, we use a deuterium plasma, $\omega/2\pi = 18$ MHz and other parameters are same as Fig. 2. In the case of $m = 1$, cavity resonance due to the global standing wave formation of the fast wave causes the several peaks of the loading resistance, in addition to the strong absorption of the slow wave at the ICR. Although the fast wave is propagative for all magnetic field intensity, the Alfven wavelength becomes longer as $B_0$ increases and it becomes harder to excite the fast wave when the half wavelength approaches the system length. In the case of $m = -1$, if the ICR locates in the low-field-side of the antenna, the slow wave is excited and immediately absorbed at the ICR without reflection. Sharp peaks in weak $B_0$ are due to the spatial resonance of the fast wave.

The relation between the central density $n_0$ and the loading resistance is shown in Fig. 5 for $m = 1, 0$ and $-1$. In a low-density case, absorption is enhanced for the $m = -1$ mode, while, as the density exceeds $7 \times 10^{19}$ m$^{-3}$, absorption of the $m = 1$ mode becomes stronger. In a low-density plasma, the fast wave has the wavelength longer than the system length and is hardly excited. The slow wave, however, can be excited and absorption becomes strong even for the low-density. Therefore, loading resistance of the $m = -1$ mode which easily couples with the slow wave becomes large. Absorption of the $m = 0$ mode turns out to be small, in comparison with other modes.

The cases of the two-ion hybrid resonance, the axially periodic boundary condition and the axially nonuniform density profile are also studied. [2]

Computations are carried out by ACOS-1000 of the Okayama University. Work partially supported by the Grant-in-Aid for Scientific Research of the Ministry of Education in Japan.
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ABSTRACT: Plug potentials with thermal barrier have been confirmed in the axisymmetrized tandem mirror GAMMA 10. Strong end plugging has been achieved with central cell electron density higher than that of plug/barrier region. The ratio of plug electron temperature to central cell one is in the range of 3-5. Axial confinement time is two orders of magnitude better than mirror confinement time without plugging and agrees well with Pastukhov formula.

INTRODUCTION: In tandem mirror, thermal barrier concept is one of the critical issues under investigation /1,2/ since it allows the generation of higher electrostatic confining potentials to increase central cell ion confinement. Another improvement is to attain axisymmetric confinement of central cell ions for reducing radial losses due to non-axisymmetric configuration /3/. GAMMA 10 /2/ is under operation with an effective axisymmetric configuration. In this paper, recent thermal barrier experiments on GAMMA 10 is reported.

EXPERIMENTAL RESULTS: GAMMA 10 consists of a central cell, anchor cells, and axisymmetric end mirror cells. The anchor cells are minimum-B mirrors to suppress MHD instabilities. Plug and thermal barrier are produced in the axisymmetric mirror. Axial distribution of the magnetic field strength is shown in top of Fig.2. End plugging experiments are carried out by a combination of neutral beams and gyrotrons. Neutral beams are injected into each anchor (35kV 70A) to produce hot ions for MHD stability and into end cells (20kV 60A) to create sloshing ions for plug/barrier formation. Two 28 GHz, 100 kW gyrotrons are used to generate mirror-confined hot electrons that produce the thermal barrier potential depression (\(\omega=2\omega_{ce}\)) and warm electrons for positive potential peak (\(\omega=\omega_{ce}\)) that confines central cell ions. In recent experiments, central cell plasmas are heated with 200 kW of ion cyclotron resonance frequency (ICRF) power.

When the plug ECRH is applied, significant decrease of end loss current and simultaneous increase of central cell line density are observed as shown in Fig.1 together with time sequence of the shot. Central cell potential \(\phi_e\) and barrier potential depressions \(\phi_p\) are measured by using Au-neutral beam probes /4/, and plug potentials \(\phi_p\) at both ends are obtained by end loss ion analyzers. The results of axial potential profile is plotted in Fig.2 together with density and electron temperature profiles measured by 2nd harmonic electron cyclotron emission and the soft X-ray absorption method. Electrostatic confinement (\(\phi_p>\phi_e\)) without having the plug density \(n_p\) above the central cell density \(n_e\) has been observed as long as \(n_p\) is larger than the barrier density \(n_b\) during the end plugging. The plug electron temperature \(T_{ep}\) is larger than central cell one \(T_{ec}\). The results are consistent with the
Fig. 1. Time history of end loss flux and central cell line density.

Fig. 2. Axial distribution of magnetic field strength (top), potential (middle), and electron density and temperature (bottom).
Fig. 3. $T_{ep}$ versus $T_{ec}$ for strong end plugging case (▲ ○) and weak plugging case (△ ○).

Fig. 4. Time development of central cell line density profile.
predictions of thermal barrier theory, and the values are in good agreement with modified Boltzmann law /5/.

Axial particle confinement time is defined as

$$\tau_\psi = e \int V n(r,z) \ dV / \int_S T_\psi (r) \ dS$$

where $e$ is the ion charge, $\int n(r,z) dV$ is the total number of ions in the confinement region, and $\int T_\psi (r) dS$ is the total end loss current to both ends. The radial profiles of density and end loss current are measured with a scanning microwave interferometer and movable end loss analyzers. The value of $\tau_\psi$ thus obtained lies in the range of 50–500 msec depending on confining potential $\phi_c = \psi_p - \psi_e$, in good agreement with theoretically predicted scaling law /6/. The non-ambipolar confinement time $\tau_{NA}$ has been studied with end-plates forced to be grounded to the machine wall for diagnostic reasons to measure net axial current as a measure of non-ambipolar radial losses. Empirical scaling of $\tau_{NA}$(msec)$\sim 20\phi_e^{-1}(kV)$ so far obtained may reflect effects of magnetic axisymmetrization.

Having successfully measured the confining potential with thermal barrier, we have focussed on enhancing the central cell plasma parameters using ICRF heating recently. We have observed to date the strong plugging at the central cell density $n_c \approx 3 \times 10^{12} \ cm^{-3}$ and ion temperature $T_{ic} \approx 1 \ keV$. Figure 3 shows $T_{ep}$ versus $T_{ec}$ during the plug ECRH is applied. The ratio $T_{ep}/T_{ec}$ is in the range of 3–5 for the strong plugging case, otherwise less than 3. We also observe the relation $n_p > n_p > n_p$, typically the ratio $n_c/n_p \approx 2$. When the ratio $n_p/n_e$ decreases, such as due to ionization of neutral gas and collisional filling of central cell cold ions in the barrier region, the potential differences among the plug, barrier and central cell decreases resulting in the increase of end losses and decrease of $T_{ep}/T_{ec}$ (c3). The time development of the central cell line density profile is shown in Fig.4. The peak density increases and the profiles do not change during the plug ECRH is applied, which may also suggest that the radial transport is not so effective in GAMA 10 confinement even when strong end plugging is achieved.
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A FAST DENSE PLASMA FOCUS SYSTEM EMPLOYING REB TECHNOLOGY

A. SINMAN
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ABSTRACT

A comparison for electrical and plasma characteristics of two different type of fast Dense Plasma Focus (DPF) systems driven by a fast and low impedance (Z =1 ohm) Pulse Forming Line (PFL); and by a High Quality (HQ) Fast Capacitor Bank (FCB) have been done. By the numerical example given, in the fast DPF system driven by PFL, it has been observed that the energy deposition efficiency on pinched plasma is higher. Without any changing on the condition of computational experiments, according to the numerical results obtained by the driving methods of PFL and FCB-HQ, energies of 706.88 J and 462.08J have been respectively deposited on the pinched plasma. Moreover by the PFL driving method, the density and temperature values in the ranges of \( n_e = 5 \times 10^{17} \text{ to } 2.5 \times 10^{18} \text{ cm}^{-3} \) and \( T_e = 1.76 \text{ to } 8.82 \text{ keV} \) whereas by the method of FCB-HQ the values in the ranges of \( n_e = 5 \times 10^{17} \text{ to } 10^{18} \text{ cm}^{-3} \) and \( T_e = 2.88 \text{ to } 5.76 \text{ keV} \) have been found.

INTRODUCTION

As it is known, the evolution of a DPF occurs in three phases such as breakdown, acceleration and collapse phases. Particularly in the collapse phase, because of anomalous resistivity, the focus current falls down /1/ and so the energy transfer to focused plasma does not be sufficiently.

In conventional systems, controlling the velocity of plasma sheath and accelerator geometries /2/, synchronization between the collapse phase and the plasma current maximum may be obtained. Thus the energy efficiency may relatively enlarged. To grow up the current efficiency in the collapse phase, usage of high voltage fast capacitor bank with high impedance is a modern solution /4/.

Utilizing the possibilities of Relativistic Electron Beam (REB) technology /3/, combination of a REB generator with a DPF is also an other interesting alternative /5/.

The conceptual design of this new submitting focus configuration is based on REB technology. In DPF instead of a high impedance fast capacitor bank, the utilization of PFL combined with a Tesla resonant transformer was proposed /5/. Here the accelerator of fast DPF is the termination of PFL. By this method, in the case of DPF impedance is equal or greater then the impedance of PFL, because of the anomalous resistivity occurred, the
reduction on focus current during collapse phase is being minimum. Thus the efficiency of deposition energy will increase. In addition, time varying non-linear impedance variations in the fast DPF are less effecting on the voltage-current characteristics of DPF.

MODEL

The mathematical model is in a dynamical character. By means of the algorithm consisted of three parts; time varying focus impedance and anomalous resistivity in either FCB-HQ and PFL systems have been simulated.

This simulation have been done by the modification of \( \sin(x)/x \) function. To determine the time variation of focus impedance; the factors such as the time shifting, time conversion, amplitude scaling factors and initial phase constant have been also added to this function.

By the aid of the theories about transmission line, signal and wave shaping, the algorithm of numerical model has been developed using a series depending only on reflection coefficient of transmission line \( \gamma \) /6/ and taking into attention of DPF physics.

In the algorithm used for FCB-HQ driving method, the energy dissipation mechanism on a time dependent loading resistor have also been taken into consideration.

At the end of each sampling time \( (7.2\ -\ 21.6\ ns) \), calculating the energy used, after the comparison of the energy levels by the former bank energy, the initial value of charging voltage of PFL or capacitor bank voltage for the next step have been found.

Besides changing the distribution of anomalous resistivity in time, it has been possible to investigate the behaviour of weak or intense compression phases.

COMPUTATIONAL RESULTS

Generally due to the initial operating voltage is 1 MV, in either FCB-HQ or PFL methods, it has been assumed that at a typical DPF system, to a rather high electric fields such as 250 kV/cm may be arrived. For this reason the formative time lag has been taken equal to sampling duration of 7.2 ns.

The results obtained from FCB-HQ driving method are shown in Fig.1. These variations are partly characterizing the conventional capacitor bank discharge. In the intense compression mode the rise time is 18 ns and pinch duration is 14.4 ns.

Whereas in PFL mode these values are found as 10.8 ns and 32.4 ns respectively. As shown in Fig.2., in PFL mode a negative resistance properties between 60 - 80 ns are observed. In this duration, the values of focus impedance are being smaller than the characteristic impedance of PFL and after 75 ns from the breakdown phase, changing this property, it is transformed into positive resistance condition.

During the maximum compression of 40 ns, the pinch current ratio of \( 274\ \text{KA}(\text{PFL})/178\ \text{KA}(\text{FCB-HQ}) = 1.53 \) has been found.
Fig. 1. A typical result from computational experiment for FCB-HQ driven method (sampling time is 7.2 ns).

CONCLUSIONS

Using a rather simple mathematical technique, a DPF system driven by FCB-HQ or PFL has been simulated. It is possible to change the system parameters in the computational experiment. According to the results obtained, DPF system performance in PFL driving method is better. In this content, the reflection of MHD properties into electrical characteristics has been observed. In practice, the selected values may be realized by the modern REB technology. Thus the computational experimental results are mostly in realistic sizes.

Another important matter is neutron efficiency. Whereas as it is known, the neutron efficiency $Y_N$ is a function of pinch-ed focus current $I_f$ by approximately $Y_N = I_f^4$. Here the important point is how this discussed method act on the pinch phase of DPF. Therefore no other investigation on neutron efficiency has been carried out separately.
Fig. 2. Time evolution and comparison of FCB-HQ and PFL driven methods (sampling time is 7.2 ns).
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Abstract: The paper presents recent results of research on a fine structure of a plasma focus and on that of ion beams emitted by the PF-360 facility operated up to about 200 kJ. A filamentary structure of a soft /0.8-3.0 keV/ X-ray emitting region has been investigated, and a spike structure of fast /80 keV-1.0 MeV/ deuteron beams has been corroborated.

Introduction. Plasma focus /PF/ experiments basing on high-current pulse discharges between coaxial electrodes with a low-pressure D2-filling, have for many years been attracting much attention because of their high neutron yields [1]. In the PF studies performed during the recent years particular attention has been deserved to the generation of fast electron beams, hard and soft X-rays and energetic ion beams [2-7]. With an increase in the scale of the PF experiments considerable attention has been paid to the scaling of the emission characteristics and to the analysis of the experimental conditions under which new physical phenomena appear. The main aim of this paper has been to study soft X-ray and ion-beam emission from a large PF-360 facility [8]. The device was equipped with neutron optimized electrodes /hollow anode of 100 mm diameter and coaxial cathode of 150 mm diameter/, and it was operated at different energy levels up to about 200 kJ/38 kV, at the filling pressures of 2-14 torr D2.

X-ray measurements. To investigate a structure of a pinch column, use was made of three vacuum pinhole cameras equipped with thin Be-filters and X-ray films. Most observations have been performed almost perpendicular to the z-axis at different azimuthal angles. The space-resolved measurements of soft /<1 keV/ X-radiation, which have been carried out under various experimental conditions up to about 200 kJ, demonstrate the appearance of a filamentary structure /see Fig.1/. And interesting feature of the PF-360 facility has been a quasi-spherical bulge of a pinch column /Fig.1/. This bulge could be a result of the reflection of current sheaths, provided that they are formed in different origins. In contrary to the observations with the Poseidon facility [9], the X-ray pinhole pictures from the PF-360 show in most cases a single axial filament only [8]. In some cases, however, there have been observed several quasi-axial filaments /see Fig.1/.

Since X-rays are absorbed partially by the working gas and a Be-filter, one can estimate that the minimum energy of the X-rays registered has been about
The maximum energy of the X-radiation corresponding to the axial filaments was certainly below 3 keV, since no picture has been obtained on the second emulsion layer of the double-sheath X-ray film with a 180-μm-thick mylar base.

In order to study chronology of events revealing themselves in a filamentary X-ray pinhole picture, use was made of small 3 mm in diameter NE-102A plastic scintillators placed on the end plane of the pinhole camera. Those detectors were observed through fibre glass light-pipes by fast Philips XP2020 photomultipliers coupled with a two-beam pulse osciloscope. Soft X-rays transmitted through 0.2 mm pinhole and 10-μm Be-filter could be registered in spite of an intense neutron and hard X-ray background, due to the application of thin scintillators and appropriate shielding of the detection system.

To enable simultaneous time-integrated and time-resolved measurements to be performed, the scintillators have been positioned behind small holes punched in the X-ray film at different places of an enlarged pinch image. In any of measuring channels there have been observed usually 2 or 3 distinct X-ray pulses /see Fig.2/. A time shift of the pulses registered in a given channel was 80-200 ns, while the corresponding pulses in different channels have been shifted by 20-40 ns in spite of a previous synchronization. For discharges with a higher neutron yield the X-ray pulses were stronger and more numerous. The X-ray signals described can correspond to the main compression phases and/or to the creation of the filaments and their rotation around the z-axis. The identification of individual filaments required a higher space- and time-resolving power that that achieved in the experiment described. Some efforts to study the dynamics of the filamentation have already been undertaken.
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Ion measurements. The ion studies at the PF-360 facility have included time-integrated angular measurements with SSNT detectors and ion pinhole cameras, as well as time-resolved measurements with scintillator-photomultiplier sets. General characteristics of the ion emission from the PF-360 device have been reported previously [8]. In comparison with other large />100 kJ/ PF facilities, where some $10^{15}$ deuterons/stereradian were observed [4], the ion emission from a PF-360 run at 170 kJ has been lower, reaching only some $10^4$ d/sr />80 keV/. Therefore, the neutron optimized electrodes were not the best ones with regard to the ion emission. In concordance with the results obtained in the Poseidon experiment [10] it was observed that the maximum energy of deuteron beams from the PF-360 device is lower than that for medium-scale /<100 kJ/ PF facilities and it amounts to about 1 MeV only.

Since among numerous low-energy />40 keV/ ions beams emitted from the PF-360 there have been revealed bunches of high-energy />80 keV/ deuterons [8], the recent ion measurements have been aimed at those energetic beams. To investigate their intensity and divergence, use was made of a multi-pinhole ion camera with CN films. Most attention has been paid to the pinholes looking at $0^\circ$, $30^\circ$, $20^\circ$, and $5^\circ$ in relation to the z-axis. Ion pinhole pictures taken under different experimental conditions, have confirmed [11] that the high-energy deuteron bunches are emitted within a narrow cone to the axis. A comparison of ion pictures obtained with closely-spaced pinholes has shown that a divergence of those bunches is often below $8^\circ$. To make possible simultaneous time-integrated and time-resolved ion measurements in selected points of the ion images there have been placed small NE-102A plastic scintillators coated with a light-tight Al-layer. Those detectors, located behind small holes drilled in the CN films, have been coupled with Philips 56 TVP photomultipliers and a fast oscilloscope. For a rough energy analysis, additional Al-filters have been placed in front of the CN films/brighter stripes in Fig. 3/ . Time-resolved ion signals from selected points of the pinhole images have revealed a spike structure of the ion emission. A FWHM value of individual spikes is
estimated to be <10 ns, while a FWHM value of the deuteron bunch detected in the center of the pinhole image, is usually about 80 ns. The ion signals registered by different detectors can be shifted by 0-100 ns. Since the quasi-axial high-energy deuteron bunches are hardly influenced by a magnetic field of a pinch column, their time characteristics deliver straight information when the ion micro-sources appear. These informations are of importance for the verification of new theoretical models [12,13] as well as for possible applications of high-energy ions.

Conclusions. A comparison of time-integrated and time resolved X-ray measurements, as performed with the Poseidon [9] and PF-360 facilities, suggest that the filamentation of a pinch column is a general feature of PF-discharges when a pinch current is high enough. This statement remains in a good agreement with new theoretical models [12,13]. For the first time presented here two-channel time- and space-resolved X-ray measurements, performed with scintillators placed on the enlarged image of a pinch column, shown that the time scale of the filamentation ranges from 20 to 200 ns.

Simultaneous time-integrated and time-resolved ion measurements, as performed for the first time with scintillators placed in selected points of different ion-pinhole pictures, corroborate a spike structure of high-energy deuteron bunches. They also show that the angular divergence of the bunches is usually below 80°, while a time jitter of those can be up to 80 ns. A nature of these high-energy ion bunches requires still more detailed investigation from the point of view of the verification of new theoretical models [12,13] as well as of possible applications in physics and technology.
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FUSION REACTION MECHANISMS IN THE PLASMA FOCUS POSEIDON


Institut für Plasmaforschung, Stuttgart, Fed. Rep. of Germany

The plasma focus Poseidon (280 kJ, 60 kV) exhibits two phases of strong suprathermal neutron production: the pinch phase (quiet phase) from maximum compression till \( m = 0 \) instability onset and the subsequent instability phase.

For an analysis of the mechanisms leading to the neutron production in both phases a new model, the "Gyrating Particle Model" (GPM), was developed. In the GPM the trajectories of fast deuterons in the time varying focus structures are determined by a ray-tracing code. The profiles \( n_e(r,z,t) \) and \( T_e(r,z,t) \) for both phases are taken from measurements \( /1/ \) in a somewhat schematized form (rotational symmetry, two \( m = 0 \) constrictions only). The deuteron acceleration process is not treated, i.e. arbitrary initial distribution functions of the deuterons are taken at the beginning of each phase. Elastic collisions and fusion collisions of the fast deuterons with the thermal background plasma are treated with the help of Monte Carlo methods. Other reaction mechanisms, such as beam-beam or thermal production, are neglected. The trajectories of the reaction protons in the focus \( B \)-field are traced up to measuring positions outside of the focus pinch. Thus, measurable quantities such as time resolved, time integrated, spatial angular and particularly, spectral resolved distributions of reaction protons (and neutrons) are obtained. They can be compared with experimental results.

In the experiments, methods developed in the past \( /2/ \) for the investigation of energy spectra and source structures of the reaction protons with etchable CR39 and PM355 films were applied. These time-integrated measurements were supplemented by neutron (\( Y_n; dY_n/dt \)) and fast deuteron (\( d^2Y_d/dE_d\)) measurements.

The validity of the GPM was tested by several methods. Generally, it turned out that best agreement is achieved when initial quasi-temperature distributions of the fast deuterons with \( T_f \) of 20 to 100 keV and slightly forward directed initial angular distributions are chosen. The deuteron source may be a point source. This is demonstrated in Fig. 1 by comparison with an experimentally obtained proton source structure. In Fig. 2, a measured angular distribution is compared with calculated distributions. The calculated curves are very sensitive against the choice of the plasma current amplitude. Thus, pinch currents can be determined.

Fig. 3 shows two series of measured and calculated proton spectra taken in different directions \( 0 \leq \theta \leq 180^\circ \). The proton spectra were measured with a 54 step foil-spectrometer which has an energy resolution of 50 to 70 keV. Fig. 3a is typical for an average neutron yield from Poseidon of \( 8 \times 10^4 \) and a \( T_f \) of 40 keV, whereas Fig. 4b shows a "poor" shot with distinctly lower \( T_f \) of 16 keV. The \( T_f \) were evaluated from the best fit of theoretical curves. It is remarkable that the number of fast deuterons needed to explain the observed proton yield is about the same in both discharges.
Fig. 1: Geometry of the POSEIDON-Plasma (280 kJ, 60 kV)

a) Trajectories of fast deuterons ($E_d=100$ keV) from a point source at $t=0$, $r=0.2\,\text{cm}$, $z=0\,\text{cm}$, calculated with the gyrating particle model. ($I_p=800\,\text{kA}$; $n_e=8\times10^{19}\,\text{cm}^{-3}$; $T_e=0.6\,\text{keV}$).

b) Simulation of D-D-reactions with a quasi thermal fast deuteron distribution of $T_f=80$ keV and isotropic emission from a point source.

c) Reaction proton source measured with a CR-39 detector behind a pinhole. Spatial resolution: 5 mm. ($p=8\,\text{mbar}$; total proton yield: $Y_p=7.4\times10^{10}$; maximum proton density: $2\times10^{10}\,\text{cm}^{-3}$).

Fig. 2
Angular distribution of reaction protons distorted by the azimuthal magnetic field. The reaction neutrons are measured at 3 angles. The theoretical curves are calculated for isotropic deuteron emission and $T_f=80\,\text{keV}$. 
Fig. 3:

Two series of proton spectra at a filling pressure of $p=11$ mbar $D_2$, on POSEIDON (280 kJ, 60 kV). The given directions are reconstructed from the detection directions assuming a pinch current of 800 kA.

3a) Total proton yield: $Y_p = 6.3 \times 10^{10}$; The parameters of the theoretical curves are: $T_f^* = 40$ keV; number of fast deuterons: $N_d = 6.8 \times 10^{16}$; anisotropy factor $A_d = 4$ (slightly forward directed).

3b) $Y_p = 5.4 \times 10^9$; theoretical parameters: $T_f^* = 15$ keV; $N_d = 8 \times 10^{16}$; $A_d = 10$. 
Fig. 4:
Calculated total proton yield of the Poseidon focus obtained with the GPM-Code. Parameters: Number of fast deuterons: \( N_b = 8 \times 10^{16} \) isotropic emission and \( I_p = 800 \, \text{kA} \). Efficiency is the number of reaction protons related to the total energy of the quasi thermal fast deuteron distribution. For the experiments \( T_f \) is evaluated from the reaction proton spectra.

Quantitative results of more discharges are summarized in Fig. 4. The calculations with the GPM were done for Poseidon conditions. The number of deuterons \( N_b \) was kept constant but \( T_f \) was varied. The fusion production in the \( D_2 \) gas and in the plasma are plotted separately. The experimental yields agree quite well for \( N_b = 8 \times 10^{16} \) and demonstrate that high yields have to do with a high \( T_f \) of the fast deuterons. Regarding the energy efficiency (number of reaction protons/total energy in the fast deuterons) the focus works at about optimum conditions. The efficiency decreases at higher \( T_f \) because the length of the deuteron trajectories in the focus \( B \)-field and the fusion cross-section increase only slightly above \( T_f = 100 \, \text{keV} \).

Conclusions:

Various quantitative agreements between theory and measurements show that a generalized beam target model, the GPM, describes well the neutron production process for reasonable basic data. They are: The fast deuterons have a quasi-temperature of 10 to 100 keV. About \( 10^{11} \) fast deuterons (up to 1% of the deuterons in the pinch) with an energy content of \( = 10\% \) of the thermal plasma energy are needed to explain the observed neutron or proton yield of up to \( 10^{15} \). The reacting fast deuterons are trapped in the magnetic field of the focus for about 50 ns. The main effect which causes the high fusion efficiency is the lengthening of the deuteron paths in the pinch structure and in the surrounding gas by gyro-motion. The path lengths in the plasma amount to an equivalent of about 2 to 4 pinch lengths. For the instability phase, the application of the GPM is not free of doubt because there may exist high local \( n_t \) and long-lasting trapping in turbulence cells.
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INFLUENCE OF INSULATOR ON PLASMA - FOCUS DISCHARGE
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An uniform breakdown and the formation of well defined current sheath are of fundamental importance in achieving high energy compression and neutron production in the plasma-focus /PF/ discharge. The course of phenomena in these early phases depends on insulator-electrodes /breech/ configuration[1,2]. However, the knowledge of these processes is still insufficient and hence we have been taking up the study of the early phases of the PF discharge[3,4]. The paper presents the results of experimental

![Breech Configuration Schemes](image)

Fig.1. Breech configuration schemes
BI - typical, BII and BIII-typical with edge insert /EI/,
BIV- conically ended with EI, BV-thin-walled with EI,
BVI-plunged into the central electrode with EI
investigations concerning the influence of the insulator separating both electrodes upon the discharge in the PF device. The measurements were performed on the PF-20 device \( E_0 \approx 13 \text{ kJ}, U_0 = 35 \text{kV}, \)
\( p=1-4 \text{ Tr}, I_{\text{max}} \approx 300 \text{kA}, T_1/4 = 2,5/\mu s/ \) with a number of diagnostic methods like fast frame photography, magnetic probes, silver activation counters as well as standard ones.

Six types of alumina insulators differing in length, diameter and a kind of shaping of their edges near the central electrode have been examined /Fig.1/. Fig.2 presents the ICC photographs which show the diffuse breakdown in a whole interelectrode area above the insulator occurred in a very initial phase of the plasma-focus discharge independently on the insulator type used. Then, /after 0,1 to 0,15/\mu s/, this breakdown modified into the gliding discharge along the insulator surface, that was accompanied by the radial one occurring directly between the electrodes near the insulator face. While shortening the insulator the gliding discharge along its surface intensified whereas the radial

\[ \begin{array}{ccc}
B_1 & B_1 & B_1 \\
0.33 & 0.30 & 0.29 \\
B_1 & B_1 & B_1 \\
0.48 & 0.21 & 0.20 \\
B_1 & B_1 & B_1 \\
0.31 & 0.20 & 0.23/\mu s \\
\end{array} \]

Fig.2. Side-on ICC Photographs of the breakdown phase /only area above insulator is visible; t=0 -the discharge beginning/
one weakened and deviated towards the cathode plate, thus missing its classic character /compare BI or BII with BVI in Fig.2/.
As a result some increase of the current flowing in the plasma during its axial acceleration determined with a magnetic probe and hence a considerable rise of neutron yield in the final stage of the discharge/ according to scaling law $Y_n \sim I_{pl}^4$ [5] / were measured. The results of these measurements are presented in

**Fig.3.** Plasma current to total current ratio vs the filling pressure

**Fig.4.** Average total neutron yield vs the filling pressure
TABLE—Current sheath parameters for the optimum filling pressure

<table>
<thead>
<tr>
<th>Kind of configuration</th>
<th>BI</th>
<th>BII</th>
<th>BIII</th>
<th>BIV</th>
<th>BV</th>
<th>BVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum current density [kA/cm²]</td>
<td>10</td>
<td>14</td>
<td>17</td>
<td>22</td>
<td>no data</td>
<td>16</td>
</tr>
<tr>
<td>Thickness [cm]</td>
<td>2.0</td>
<td>1.8</td>
<td>1.8</td>
<td>1.8</td>
<td>available</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Figs 3 and 4. On the other hand, when the insulators of different shape /BIII, BIV, BVI/ were applied, no essential changes of the plasma current value /Fig.3/ were observed although the current sheath structure / thickness and current density/ varied considerably /see table/ what also influenced the neutron yield to a quite an extent /Fig.4/.

On the basis of our results one can state that the conically ended configuration BIV provides operation of the PF-20 device with the best efficiency i.e. with high neutron yield and its good repeatability from shot to shot.
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THE STUDY OF PLASMA DYNAMICS IN THE PF-300 DEVICE BY MEANS OF LASER DIAGNOSTICS

S. Czekaj, S. Denus, A. Kasperczuk, R. Miklaszewski, M. Paduch, T. Pisarczyk, Z. Wereszczyński

S. Kaliski Institute of Plasma Physics and Laser Microfusion
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The investigations were carried out for deuterium pressures within the range of 2-12 Torr, and for energy of capacitor bank of 112-171 kJoules. Two types of pipe electrodes were installed with different diameter of the external electrode, reported as type A /15 cm diam./ and type B /22.5 cm diam./, with no significant differences in the course of phenomenon.

The main diagnostic methods were four-frame shadowgraphy and interferometry, with the exposure time of each frame equal to about 2ns. The time interval between successive frames was 50 ns. Thus, the subject of this paper is limited to the dynamics of the plasma in the PF-300 device.

The summary of the characteristic features of this dynamics is shown in Fig. 1, where the time sequence of interferograms illustrating essential phases of the PF phenomenon is presented / the time t = 0 is the moment of maximum compression /.

![Fig. 1. Time sequence of interferograms for p₀ = 3 Torr.](image-url)
1. Collapse phase.

It starts at \( t = -500 \text{ns} \) and lasts to the moment when the plasma sheath achieves the axis. From sequences of the shadowgrams the time variations of the radial velocity \( V_r \) of the plasma sheath was determined for both types of the electrodes /Fig.2/. It was found that the initial value of velocity \( V_r \) is equal to the half value of axial velocity near the edge of central electrode. It is in agreement with shock wave theory and earlier investigations performed on PF-150 device [1].

The characteristic feature of the PF-300 device is strong magnetohydrodynamic activity during collapse phase. The development of the MHD instability of mode \( m=0 \) starts after the beginning of this phase /at the radius of \( 4.0-4.5 \text{ cm} \) and saturated forms of this instability are visible even in pinch phase /Fig.3/.

Simple theoretical analysis based on the assumption that the plasma sheath forms a strong shock wave shows the best conditions for the development of this instability occur just for the radius equal to about 4 cm.

Starting from [2,3]:

\[
\gamma_{\text{max}} \propto \left( \frac{g^2 \varrho}{\varrho} \right)^{1/3}
\]

\[
\lambda_{\text{max}} \propto \left( \frac{\varrho^2 g}{\varrho} \right)^{1/3}
\]

Fig.2. Radial plasma sheath velocity during collapse phase.

Fig.3. MHD instability of the plasma sheath during the collapse phase.
where: \( g \) - acceleration of the plasma sheath;
\( \rho \) - plasma density
\( \eta \sim T^{5/2} \) - plasma viscosity

and assuming that \( \rho = \text{const} \) (what is approximately true for the collapse phase), it follows that:

\[
T \sim \rho \sim V_r^2, \quad \rho_{\text{max}} \sim \left( \frac{g^2}{T^{5/2}} \right)^{1/3} \left( \frac{g^2}{V_r^5} \right)^{1/3}, \quad \lambda_{\text{max}} \sim \left( \frac{T^{5/2}}{g} \right)^{1/3} \left( \frac{V_r^{10}}{g} \right)^{1/3}
\]

For the final stage of the collapse phase the role of the magnetic force in acceleration term increases, so:

\[
g = g_k + g_m, \quad g_k = \frac{dV_r}{dt}, \quad g_m = \frac{B_x^2}{4\pi \varepsilon_r},
\]

\[ \rho V_r^2 = \frac{B_x^2}{3\pi}, \quad g_m = \frac{0.5V_r^2}{r} \]

In addition, the parameter \( l = R_o - r \);
\( R_o \) - central electrode radius, \( r \) - plasma sheath actual radius was defined and it is proportional to the sector length of the sheath available for instability development. The dependence of parameters characterizing MHD instability \( \gamma_{\text{max}}, \lambda_{\text{max}}, \lambda_{\text{max}}/l \) is presented in Fig. 4. It is clear considering the above dependence why the secondary MHD instabilities on flat sectors of the plasma sheath were not observed in later moments.

2. Formation and disintegration of the plasma column.

The minimum radius of the plasma column /\( r = 0.25-0.7 \) cm/ in the moment of maximum compression depends on the thickness of the plasma sheath in the final stage of the collapse phase. The thicker plasma sheath the greater is the plasma column radius.
Substantial correlation between the minimum radius of the plasma column and the neutron yield was observed /Fig.5/. After the plasma column achieves its minimum radius the expansion phase begins and the radius of the column grows up and is even three times as much as its initial value. In this stage /30-100 ns after maximum compression/ the MHD instability of mode \( m=0 \) develops and leads to disintegration of the plasma column. So the plasma column lifetime is 150-300 ns.

It is worth stating that the main part of the neutrons is generated from low density plasma after disintegration of the plasma column. This fact confirms important role of mechanisms leading to disintegration of the plasma column especially MHD instabilities.

Experimental Studies in Dense Plasma Focus
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I. Introduction

The plasma focus is not only very suitable device for detailed studies of fundamental plasma physics, but also one of the complementary fusion device between low-\( \beta \) Tokamak and high compression inertial fusion.

The ions, such as protons and deuterons, produced by a plasma focus device, are accelerated to above MeV, although the device is operated at low charging voltage below 100 kV. On the other hand, it remains difficult to explain the production mechanism of overall neutron yields emitted from a Mather-type device only by a thermonuclear fusion reaction. So, we must investigate high energy deuterons and their contribution to the neutron yield to clarify the neutron production mechanism.\(^{1)}\)

II. Experimental Arrangement and Method

Our plasma focus device has a Mather geometry consisting of an anode of 5 cm diameter copper and a cathode of 12 copper rods distributed uniformly over a diameter of 10 cm. The device was operated at 30 kV - 18 kJ using a deuterium or a \( \text{D}_2-^3\text{He} \) gas mixture. Maximum current was 640 kA.

High energy deuterons were measured by nuclear activation techniques. The target used in the measurement, consisting of two hemicircular materials (aluminum and carbon), determined a mean energy of deuterons from \( ^{13}\text{N}/^{28}\text{Al} \) ratio.

We obtained the ion temperature and the kinetic energy from \( \text{D-D}/\text{D-}^3\text{He} \) yield ratio by using equimolecular \( \text{D}_2-^3\text{He} \) mixture. The \( \text{D(d,n)}^3\text{He} \) reaction yield was determined from the neutron yield measured by a silver activation counter. While, the \( ^3\text{He(d,p)}^4\text{He} \) reaction yield was determined by an analysis of \( \gamma \)-decay spectrum induced by \( ^{63}\text{Cu(p,n)}^{63}\text{Zn} \) reaction (the threshold is 4.21 MeV). Such a mixture gas method was reported by Gullickson et al. in detail.\(^{2)}\)
We obtained the electron density profile by the three-frame double exposed holographic interferometry (10 ns between each exposures) using a ruby laser (6943 Å, pulse width of 2 ns). Deuteron sources were imaged on Kodak CN 85 films through the side-on and end-on ion pinhole cameras.

Moreover, we used a neutron time of flight detector to obtain the maximum neutron yield of $1.2 \times 10^9$ in 60 ns and a silicon PIN (250 μm thick) detector to determine the ion generation time, which agrees with the 10 ns pulse duration of hard x-rays. The spatial distribution of neutron emission was also measured by neutron pinhole camera consisting of a paraffin pinhole and a detector.3)

The experiments were compared between low (1.5 Torr) and high (4-5 Torr) pressure regimes, because the deuteron beam intensity is highest at 1.5 Torr, while the neutron yield is most at 5 Torr.

III. Results and Discussions

From the ratio of the activated products $^{13}$N and $^{28}$Al obtained from the target we obtained the mean deuteron energies as 1.5 MeV at 1.5 Torr and 1.4 MeV at 5 Torr, which shows that the mean energy depends weakly on the filling pressure, though the beam intensity is very sensitive to it. No activation of copper was observed, which indicates that the deuterons above 4 MeV is very few.

From the time sequence of the holographic interferogram at 1.5 Torr, it is found that the plasma sheath, after accelerated toward the center of anode and compressed, forms a pinched column (at -10 ns), and then the column is disintegrated at 1 mm ahead of anode tip (at 0 ns), resulting in a plasma diode formation. At this time both hard x-rays and high energy deuterons are emitted. After 10 ns, the anode plasma expands toward the plasma cathode. The dense plasma pinch phase, which exists in the high pressure regime, was not observed in the low pressure regime. Superposing a side-on pinhole image of deuteron (< 400 keV) at 1.5 Torr on the optical holographic image leads us to that the deuterons are generated at the pinched column disintegration point. The source dimension of the deuterons was 8 mm radially and 6 mm axially.

To study the correlation between neutrons and energetic
deuterons, we measured the deuteron temperature and kinetic energy by using a $D_2^+^3\text{He}$ mixture gas, where the pressure dependence of the neutron yields was same as in the pure deuterium gas. The results are listed on Table I, where we estimated the deuteron temperature $T_i$ from a pure thermonuclear model and the deuteron kinetic energy $E_d$ from a pure beam-target model. $T_i = 11 \text{keV}$ at 1.5 Torr is much higher than the neutron time of flight value ($3 \text{ keV}$), which implies that the thermonuclear model is not available at the low pressure.

Table I. Ion temperature $T_i$ and deuteron kinetic energy $E_d$.

<table>
<thead>
<tr>
<th>Pressure (Torr)</th>
<th>Ion: $D_2^+^3\text{He}$</th>
<th>$T_i$ (keV)</th>
<th>$E_d$ (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 (1:1)</td>
<td>14</td>
<td>5.0</td>
<td>42</td>
</tr>
<tr>
<td>4 (1:2)</td>
<td>13</td>
<td>5.2</td>
<td>43</td>
</tr>
<tr>
<td>1.5 (1:1)</td>
<td>3</td>
<td>11</td>
<td>74</td>
</tr>
</tbody>
</table>

In low pressure regime, optical and ion pinhole images indicate that the deuterons are produced by the plasma diode. This plasma diode plays the role of an opening switch interrupting the current with very short rise-time, which may induce a high accelerating voltage across the plasma diode.

We estimate the accelerating voltage $V_p$ described by

$$V_p = V - LI,$$

where $V$ is the voltage across the electrodes, $L$ is the inductance in the discharge and $I$ is the discharge current. The inductance is assumed to be constant ($\sim 40 \text{ nH}$ in our device) during the interruption. We assume $\Delta I$, equal to a three quarter of the total current, to be 480 kA dropping off in 5 ns, determined from the hard x-ray emission time, yielding

$$V_p \approx - \frac{L\Delta I}{\Delta t} = 3.8 \text{ MV}.$$
This voltage is consistent with observed deuteron energy.

The plasma diode was formed above anode surface, but the dense pinch was not formed in this regime. This suggests the possibility of the current interruption due to the enhancement of radiative loss caused by the high-\(z\) impurities such as a tantalum from the anode tip.

We estimate the neutron yield using a pure beam-target model as

\[ Y_b = n_d \sigma n \nu A L t, \]

where \(n_d\) and \(n\) are the deuteron beam and target densities, \(\sigma\) is a reaction cross section, \(\nu\) is the beam velocity, \(A\) and \(L\) are the target plasma cross section and length, and \(t\) is the production duration. For 74 keV deuterons into a cold gas target of 1.5 Torr, \(\sigma = 10^{-26} \text{ cm}^2\), \(\nu = 2.7 \times 10^8 \text{ cm s}^{-1}\), \(n_d \approx 8.8 \times 10^{16} \text{ cm}^{-3}\) from experimental results, \(A \approx \pi \times 10^{-2} \text{ cm}^2\), \(t \approx 60 \text{ ns}\), and \(L = vt = 16 \text{ cm}\), which agrees with the neutron pinhole camera measurement. The neutron yield is then \(5.1 \times 10^8\). Since the measured average neutron yield was \(7.0 \times 10^8\), the neutron production mechanism at the low pressure is explained by the beam-target model. Note that not the deuterons above 330 keV but the deuterons \(< 74\text{ keV}\) contribute to the neutron yield.

In high pressure regime, the angular distribution at high pressure is different from the distribution at low pressure, suggesting that the deuterons at high pressure are not produced by a simple beam acceleration mechanism. Table I suggests that the thermonuclear reaction also contributes to the neutron-yield in this regime.
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Experiments with a plasma focus device powered by magnetic flux-compression generators

I. Ursu, M. Ivașcu, D. Cotruță, C. Dumitrescu-Zoita, A. Ludu, N. Mandache, E. Novac, V. Zamfirescu, V. Zoita

Central Institute of Physics, P.O.Box MG-7, Măgurele, Bucharest, R-76900, ROMANIA

Extension of the plasma focus (PF) operation in the 10 MA current range by means of capacitive energy storage is impeded by serious technological and economic limitations. Most of these problems can be solved or obviated if inductive storage is employed. Within this class of energy storage, of particular interest is the use of energy produced by magnetic flux-compression generators (MFCG) /1/. The characteristics of these devices, combined with suitable switching techniques, qualify them for proof-of-principle experiments in which the reactor potential of the PF device could be assessed.

This paper reports the first results of a series of experiments aimed at establishing the conditions for optimum coupling between MFCG's and a PF discharge chamber and of producing fusion relevant plasmas in the IPF-5X10 PF device which uses MFCG's as power supply.

In the IPF-5X10 device (whose equivalent electric circuit is presented in Fig.1) the electromagnetic energy is produced by a two-stage current amplifier consisting of two, series-connected MFCG's. The initial current (1.5-1.8 kA) is produced by a small condenser bank of 6.3 kJ energy stored at 4.4 kV. The first stage of the amplifier is a helical type generator whose coil is made from copper wires of increasing diameter, wound in 15 separate sections, each having different values for the turn spacing and number of paralleled wires. This generator, with 1 mH initial inductance, has an experimental current amplification in the range 100-150 for a 1.5 μH load. The second stage is another helical generator whose variable-pitch
Coil is machined from a copper tube. It has 1.5 \( \mu \text{H} \) initial inductance and an experimental current amplification in the range 7-10 for a constant 100 nH load.

The electromagnetic energy produced in the current amplifier is transferred to the discharge chamber by means of high current opening and closing switches. The opening switch (OS) uses 24 or 32 exploding copper wires of (0.4-0.5) mm diameter and 90 mm length, connected in parallel. The switch voltage \( U_s \) can be modified from one experiment to another by changing the number of dielectric foils in the closing switch (CS).

The discharge chamber uses the Mather /2/ configuration for the coaxial, stainless-steel electrodes. The hollow anode is of 100 mm diameter and an active length of 145 mm, while the squirrel-cage cathode has a diameter of 150 mm. The insulator between the two electrodes is made of pyrex glass and has a length of 50 mm. The working gas (deuterium) pressure is (1-3) torr. Discharge chamber conditioning has been done on the IPF-3/50 PF device /3/ before each experiment and consisted in carrying out a few discharges, until the maximum neutron yield was obtained. The discharge chamber was afterwards sealed and transferred to the IPF-5X1O experimental site, where it was evacuated and refilled (a few minutes before the experiment) with the working gas at the appropriate pressure.

The plasma evolution in the coaxial accelerator has been simulated by a numerical code in which the plasma sheath dynamics (described by the coaxial accelerator inductance \( L_a \)) was coupled to the operation of both the flux-compression generators and the high current switches. The simulation of the second stage MFPG operation has used time-dependent generator inductance \( L_2 \) and resistance \( R_2 \). The physical evolution of the exploding wire opening switch has been simulated by taking into account the liquid, vapour and plasma states of copper. This numerical code has been used for the IPF-5X1O device to establish the optimum combinations for various sets of the working parameters: initial current for the second amplifier stage, switching time, switch voltage, plasma current rise-time, working gas pressure.
Plasma evolution and parameters of the device have been determined by the following diagnostics methods: Rogowski belts (RB), capacitive voltage divider (VD), X-ray detectors, magnetic probes, neutron activation counters, scintillator-photomultiplier neutron detectors.

The IPF-5X10 experimental site provides the necessary conditions such that the high current switches and the discharge chamber are protected from the shock produced by the IFCG's operation. A replaceable parallel plate transmission line was used to connect the output of the current amplifier second stage to the input of the opening switch.

The time evolution of the electrical parameters in a typical experiment are presented in Fig. 2 ($I_A =$ current in the amplifier circuit), Fig. 3 ($U_s =$ switch voltage) and Fig. 4 ($I_p =$ plasma current). Plasmas have been produced and studied in the IPF-5X10 device for currents up to about 400 kA. When using deuterium as working gas, neutron yields up to $5 \times 10^8$/discharge have been obtained. Since these yields are similar to those obtained, at the same currents, when using the discharge chamber in optimized conditions on the IPF-3/50 device, they indicate a proper energy transfer to the plasma in the IPF-5X10 device. As shown by Fig. 2 (where it can be seen that the amplifier current is still rising after switch operation) the current capabilities of the device are much higher, so that experiments in the 1 MA range are being prepared.
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Fig. 1.
IPF-5X10 device equivalent electric circuit

Fig. 2.
Current $I_A$ in the amplifier circuit

Fig. 3.
Switch voltage $U_s$

Fig. 4.
Plasma current $I_p$
FORMATION OF ELECTRON AND ION BEAMS IN A PLASMA FOCUS.

I.N. Vekua Institute of Physics and Technology, Sukhumi, USSR.

The goal of the experiments carried out in the "KPF-3" device (40kV, 250kJ) was to study parameters of electron and ion beams (EB and IB) both by recording them directly and by observing hard x-rays (HXR) developed as a result of EB interaction with various targets.

Fig. 1 shows the discharge system schematic diagram and positions for diagnostic sensors. The inner electrode in a coaxial discharge system (D=16cm, l=24cm) has a passing-through axial channel, its diameter and length being equal to 1,4cm and 40cm, respectively. At the end of this channel, a detector is placed with a low-resistance shunt recording the EB current which propagates along the axis. In a number of experiments, the axial channel at the entrance was stopped by copper plates, 0,5-1mm in thickness.

The EB-collector interaction results in HXR bursts which are recorded by a high-current photomultiplier (designated as PH I in Fig. 1) with a scintillator shielded from other sources of HXR. A similar sensor designated as PH 2 records the HXR which arise at the end surface of the inner electrode. Besides that, for every shot, the overall neutron yield has been measured, while a magnetic analyzer with a photomultiplier /I/ recorded IB.

The experiments have been carried out within the range of stored energy (W=30-100kJ) for the filling pressure of 3-5 Torr D2. The main results are:

1. The traces of the detector of electrons have a complex structure (Fig. 2a); after the first burst, the current drop follows which lasts for 10ns; then it rises again up to the value which is close to the original one. The overall duration of EB is nearly 100ns which is twice or thrice as much as the HXR duration (Fig. 2b). The final part of the repeating EB pulse is smoother and is not accompanied by X-rays which fact indicates
that this component of the beam is of low energy. When the beam is passed through the limiter on entering the drift space and the grids under floating potential are used in the detector of electrons, the low-energy tail of the beam becomes cut off and the EB duration is reduced to that of HXR (Fig. 3a, b). The peak (60-70kA) current of the main component of the beam is also reduced down to 30-40kA. Durations of individual EB pulses often do not exceed 10ns.

It should be noted that at the moment of pause in electron current, the PH I signal is, in a number of cases, kept at a fairly high level. This may be due to the fact that with the EB density decreased, there is a simultaneous increase in the energy of the beam particles. Thus, the bremsstrahlung from the target surface undergoes the decrease in its intensity while, on the other hand, there is the increase in the radiation fraction passing through the collector and the detector walls, as well as in the scintillator light output on absorbing harder quanta. The ions accelerated due to the collective processes evolved as a result of beam-background plasma interactions /2/, can also influence on the EB pulse shape.

The current measured is smaller than the real current. The EB current value at the detector collector is in a marked extent defined by the conditions of its transporting into the drift space. For example, according to the thermal physics data for the inner electrode end ablation the beam current value exceeds 100kA when the beam energy is ≈ 1 kJ.

2. When compared, the PH I and PH 2 data show that both simultaneous and different-structured pulses are observed (Fig. 3b, c). The PH 2 signal is longer in duration. The ratio of signal amplitudes undergoes shot-to-shot variation within a broad range which indicates that there are various radial distributions of the beam current, in particular, there is a possibility of forming hollow beams with relatively large diameters. HXR signals consist both of single pulses nearly 10ns in halfwidth and several pulses of various durations with the total formation time up to 50ns. Reappearing bursts of radiation shifted by 50-80ns with respect to the first one are also observed.

3. The HXR intensity time-integrated distribution at the inner
electrode end is judged by pin-hole camera photos, the camera being placed at the angle of $30^\circ$ to the axis. When the axial channel is stoppered by a copper plate the EB is well-focused close to the discharge chamber axis and has lateral dimensions of $\approx 8\text{mm}$ (Fig.4a). Due to the beam action, an aperture appears at the central part of the plate. As a result of this effect, the discharge current becomes redistributed along the radius due to the fact that near the end, the current layer has lost its cylindricity. Individual regions of current fibers in a noncylindrical part are variously oriented with respect to the axis. Therefore, the electron beams generated in some of these regions can be variously directed. Lateral dimensions of the HXR emission zone start to grow and there appear several local regions corresponding to EB generated in various fibers (Fig.4b). More intense bursts of HXR arisen at the inner electrode end are usually observed in discharges where the neutron yield approaches to the value which corresponds to the well known scaling.

4. IB measurements indicate several pulses of ions of various energies over the range of $0.1-1.5\text{MeV}$/1/. Durations of ion pulses are fairly well correlated with electron pulse durations. Ion spectra intensities also increase while the neutron yield approaches its scaling value corresponding to the consumed energy of the current supply. This method was fairly efficient in recording relatively high-energy ions with $\xi \approx 100\text{keV}$. However, a considerable number of $30-40\text{keV}$ electrons available (defined by pinhole pictures in HXR) can serve as an indirect evidence for the fact that PF generates a sizable amount of low-energy ions.

5. The results obtained evidence that the EB and IB current values and their energy spectra vary in characteristic times which are an order of magnitude less than the total duration of the whole process of their formation.

Analyzing these results together with previous ones, a conclusion can be drawn that plasma ions and electrons become accelerated in electric fields generated in fibers, the current shell breaking against them. A strong Langmuir turbulence develops in these fibers, then an anomalous resistance takes place and strong electric fields begin to appear. Under these conditions, a fraction of the discharge current starts to be transported as EB and IB of
various energies corresponding to the potential difference in various areas of current fibers. As a result of this process, the electron beam gives rise to HXR, while the ions interacting with the focus plasma generate the neutrons. A longer duration of the neutron-generating process in comparison with the ion pulse duration, can be due to the capturing of the low-energy ions by the focus self-magnetic field.
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300 KV PLASMA FOCUS SPEED2: FIRST RESULTS FROM 3 MA DISCHARGES
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SUMMARY
Based on a high impedance driver concept the high voltage (300 kV) plasma focus SPEED 2 has been realized capable of driving more than 3 MA into a fast (400 ns) deuterium discharge. The optimization procedure with respect to neutron efficiency up to now yielded several \(10^{11}\) neutrons per shot at 100 kJ (230 kV).

Discharge characteristics (pinch dynamics, anomalous resistivity) can be influenced by the energy input per unit area of the insulator surface during sheath formation. There exists an upper limit of this quantity (approximately 100 J/cm\(^2\)) above which no regular discharge is possible.

The uncommonly large reaction proton fluence anisotropy (>15) of efficient shots is due to the strong magnetic field surrounding the pinch which is caused by large pinch currents and/or small radial pinch dimensions.

300 KV PLASMA FOCUS SPEED 2
Encouraged by favourable results of our high impedance driver SPEED 1 /1/ and challenged by the promising pinch current \(I_p\) scaling of the neutron yield \(Y\) of deuterium focus discharges \(\sim I_p^4\) we have built and successfully operated the high performance plasma focus SPEED2. The bank consists of up to 40 storage units interconnected by parallel plate transmission lines. Each storage unit (6-stage 50 kV Marx generator) comprises 6 capacitors (0.62 \(\mu\)F, 21 nH) and 3 pressurized field distortion sparkgaps. The 120 sparkgaps of the whole experiment are triggerable within 10 ns. The modular construction of the bank renders possible studying the discharge behaviour of the 400 ns discharge at different initial conditions with respect to power input. Maximum conditions of the SPEED 2 device are given in table 1.

Note the high discharge current unusually for this modest bank energy. This is due not only to low initial inductance (15 nH) but also high bank impedance that stabilizes the discharge current. With the bank-load impedance ratio being similar to our SPEED 1 device a pinch current of more than 2 MA is expected.
TABLE 1
Maximum experimental data of the plasmafocus SPEED 2

<table>
<thead>
<tr>
<th>Energy</th>
<th>180 kJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>300 kV</td>
</tr>
<tr>
<td>Bank impedance</td>
<td>70 mOhm</td>
</tr>
<tr>
<td>Initial current rise</td>
<td>&gt;20 TA/s</td>
</tr>
<tr>
<td>Current rise time</td>
<td>400 ns</td>
</tr>
<tr>
<td>Discharge current</td>
<td>4 MA</td>
</tr>
<tr>
<td>Pinch current</td>
<td>&gt;2 MA (expected)</td>
</tr>
<tr>
<td>Neutron yield per shot</td>
<td>&gt;10^{12} (expected)</td>
</tr>
</tbody>
</table>

STATUS:
The optimization procedure of SPEED 2 started from the well known operating regime of SPEED 1 (20 kJ) with 10 storage units successively reaching a maximum neutron yield of 3*10^{11} neutrons per shot at 185 kV/70 kJ and 35 storage units. Meanwhile the full bank (40 storage units) is operated at 230 kV/100 kJ with discharge currents up to 3 MA. Though record yields of several 10^{11} neutrons per shot have been measured, indicating pinch currents of about 1.5 MA, optimum conditions have not yet been established.

PLASMA SHEATH FORMATION AND COMPRESSION

The power input during plasma sheath formation (within 100 ns) is more than 100 GW. This means that an energy of more than 10 kJ can be fed into the forming sheath which exceeds the energy input of conventional low voltage and slow devices of equal energy by more than 2 orders of magnitude. Discharge initiation under these initial conditions causes (i) fast sheath formation and (ii) thin and highly conducting plasma sheaths /2/.

Energy input \( W_s \) during sheath formation is proportional to accelerator voltage \( U_1 \), current rise \( I_1 \), and the formation time \( T \) squared:

\[
W_s \sim U_1 I_1^2 T^2
\]  

(1)

The energy \( W_s \) needed to form a plasma sheath (ionization and heating to several eV) near the insulator surface depends on sheath volume, namely surface area \( A_s \), sheath thickness \( d_s \), and deuterium filling density \( n \)

\[
W_s \sim A_s d_s n
\]  

(2)

Setting both energies equal formation time becomes

\[
T \sim (A_s d_s n/U_1 I_1) \frac{1}{2}
\]  

(3)

Since measurements of SPEED1 discharges have shown \( I_1 = U_1 / L_1 \)
and \( d_s \sim n^{-1} \). Formation time becomes density independent:

\[
T \sim (A_s L_s)^{1/2}/U_i
\]

This expression implies that the sheath formation time can be reduced by maximum voltage, minimum insulator surface and inductance. However, there is an upper limit of \( U_i \) that is critical for spoke formation and an upper limit of energy input per unit area of insulator surface of about 100 J/cm\(^2\), above which no well defined sheath is formed (electric signal evidence). Since \( L_i \) is closely related to the insulator dimensions for short accelerators \( L_i \sim 1/r \), \( A_s \sim r_s \), the formation time \( T \sim L_i/U_i \) seems to depend on insulator length and voltage at ignition only. The strong influence of energy input on discharge behaviour is demonstrated by the waveforms of accelerator voltage and current derivative at sheath compression (see figure 1).

FIG. 1: Waveforms of voltage and current derivative

The energy input for a given insulator geometry well below the upper limit given above results in the waveforms (figure 1a) marked by steep spikes of current derivative and voltage at pinch time the latter of which is due to anomalous resistivity. Reaching the energy limit per unit area the waveforms of figure 1b develop. The spike of the current derivative is reduced indicating reduced pinch dynamics. No voltage spike is to be seen which is due to suppressed anomalous resistivity at pinch time. It seems likely that the increased energy input is for the benefit of sheath temperature and hence conductivity. This behaviour visualizes the strong influence of initial conditions on pinch dynamics.
REACTION PROTON FLUENCE AND SPECTRA

The neutron yield is measured with silver activation counters that are calibrated by proton fluence measurements using special proton spectrometers with PM 355 films. Figure 2 shows two (side-on and end-on) examples of proton spectra.

![Proton Spectra](image)

**FIG. 2:** Reaction proton spectra

The width of the side-on spectrum (>500 keV) indicates relatively high center of mass energy of the reacting deuterons in side-on direction. No marked energy anisotropy ($E_{\text{max, end-on}}/E_{\text{max, side-on}} > 1$), typical for spectra of conventional focus devices, is measured. Most important is the striking fluence anisotropy (fluence end-on/fluence side-on) that can be more than 15 in efficient shots. This fluence anisotropy varies from shot to shot depending on discharge behavior and fusion yield, and together with enhanced neutron fluence anisotropy $Y_{\text{eff, end-on}}/Y_{\text{eff, side-on}} > 2$ indicates that the magnetic field compressing the pinched plasma must be unusually strong. This is due to small radial dimensions of the pinch and/or large pinch currents.

Unfortunately, the pinch current is hardly measurable by traditional probe techniques. Therefore, a subnanosecond Schlieren-technique will be used to determine pinch dimensions and computer simulations of electric signals hopefully allow to evaluate the pinch current in comparing these signals with the measured ones.
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RESULTS FROM THE LOS ALAMOS RFP EXPERIMENTS.
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ABSTRACT. The ZT-40M Reversed Field Pinch at Los Alamos has operated with flat topped currents up to 400 kA. Scaling of plasma parameters with discharge current is presented. Pulsed discharge cleaning was used to condition the Inconel vacuum vessel: significant effects on the electron density, temperature and impurity levels were observed. $Z_{\text{eff}}$ has been determined spectroscopically; operation at higher densities at a given current yields lower impurity fractions. Limiter experiments in ZT-40M, including recent experience with toroidal rail limiters are reported. Finally, the ZT-P device (a prototype for the next generation of RFPs at LANL) has operated at current densities of up to $>4 \text{ MA m}^{-2}$; first results are presented.

INTRODUCTION. The ZT-40M Reversed Field Pinch (R = 1.14 m, a = 0.2 m) has an Inconel vacuum vessel, and is generally operated without limiters. Discharges are established on a millisecond timescale, and sustained for times (27 ms) much longer than the classical resistive diffusion time for the reversed toroidal magnetic field. This implies the existence of a ‘dynamo’ mechanism which serves to maintain the RFP configuration. The plasma equilibrium is controlled by active feedback applied to correct the plasma position at the poloidal gap in the aluminum shell which surrounds the vacuum vessel. Diagnostics include interferometry, Thomson scattering, bolometry, spectroscopy (X-ray through visible), Faraday rotation, edge probes, time of flight particle energy analysis and external magnetics.

CONFINEMENT STUDIES. ZT-40M was operated with flat topped currents in the range 60 to 400 kA to ascertain the dependence of plasma properties on the plasma current. Pulsed discharge cleaning was used to condition the vacuum vessel walls, leading to higher electron densities and lower electron temperatures than would otherwise be achieved. By varying the number of PDC pulses between plasma discharges the electron density could be varied by a factor of three, with the profiles becoming broader at the higher densities. In the normal $I_{\tau}/N_e$ operating range, $(2-7.5 \times 10^{-14} \text{ a.m. with } N_e = a^2 n_e)$, the central electron temperature measured by Thomson scattering varied inversely with the electron density, implying constant electron poloidal beta. Ion temperatures were determined from Doppler broadening of impurity lines (C V, N VI, O VII), from a time-of-flight neutral spectrometer and from analysis of deposition profiles in edge probes. The spectroscopic data indicated $T_i > T_e$, with $T_i$ at $r/a = 0.75$ being roughly two-thirds of the on-axis value, a similar ratio to that seen in the electron temperatures. The neutral particle diagnostics also detected hot ions, but the
interpretation is complicated by neutral density and ion temperature profile effects; numerical modeling of these effects is in progress.

The plasma poloidal beta, derived from the line average electron density, central electron temperature and the assumption of $T_i = T_e$, was constant for ZT-40H from 60 to 400 kA. For resistivity varying as $Z_{\text{eff}}^{-1.5}$ and constant beta, the energy confinement time scaling is expected to be:

$$\tau_{\text{Be}} \propto I_\phi^{1.5} \left( \frac{I_\phi}{N_e} \right)^{1.5} a^2 Z_{\text{eff}}^{-1}$$

The Lawson parameter should then scale as:

$$n \tau_{\text{Be}} \propto I_\phi^{2.5} \left( \frac{I_\phi}{N_e} \right)^{0.5} Z_{\text{eff}}^{-1}$$

The data to support this scaling are plotted in Fig. 1. Also shown are the extrapolations of the proposed 2-4 MA ZT-H experiment.

**$Z_{\text{eff}}$ MEASUREMENTS.** $Z_{\text{eff}}$ has been measured in ZT-40M, using the continuum emission at 671 nm, a region free of line radiation. The $Z_{\text{eff}}$ obtained is comparable in magnitude to the resistive anomaly factors computed by comparing the experimentally estimated value of the on axis resistivity to the Z=1 Spitzer value. The parametric dependence of $Z_{\text{eff}}$ is also the same as the resistive anomaly factor, namely, $Z_{\text{eff}}$ increases rapidly with decreasing electron density at a given plasma current. This is illustrated in Fig. 2, for currents of 120 and 240 kA, with $Z_{\text{eff}}$ evaluated during the current flat-top at 5 ms. The $Z_{\text{eff}}$ database is presently too small to determine a more global scaling of $Z_{\text{eff}}$ with plasma current.

The total resistive anomaly factor is, of course, due to both the $Z_{\text{eff}}$ and to non-ohmic dissipation by fluctuations and the 'dynamo' mechanism. The contribution of the fluctuations to the anomalous resistivity has been estimated, and the effect of fluctuations is generally small compared to the $Z_{\text{eff}}$ contributions.

**PLASMA WALL INTERACTIONS** The $Z_{\text{eff}}$ data, together with observations of impurities and total radiated power show that metal impurities play an important role in the operation of ZT-40M without limiters. Thus experiments have been performed to examine the effects of wall conditioning and limiters on the RFP.

Pulsed discharge cleaning (20-30 kA, <2 ms duration, "stabilized pinch" shots at 0.5-1 Hz) can be used to condition the Inconel vacuum vessel, both overnight and between normal plasma shots. Electron densities of $9 \times 10^{19}$ m$^{-3}$ and electron temperatures of > 5 eV are typical of PDC pulses. The PDC has several beneficial effects on plasma discharges, specifically elimination of the rapid density pumpout seen at the start of discharges without PDC, and hence higher operating densities, resulting in lower $I_\phi/N_e$ and, as seen above, lower $Z_{\text{eff}}$. Also, measurements of D$\alpha$ emission show that the particle confinement time is improved with PDC. Plasma wall interactions, as monitored spectroscopically, are also reduced after PDC. These results are not valid if the wall temperature is elevated. When, for example, the liner temperature was increased to 800 C, the particle recycling rate was increased by a factor two, and there was increased oxygen contamination of the discharge. The resistivity increased, and energy confinement was degraded.

ZT-40M has also been operated with limiters to reduce the plasma wall interaction. Several materials and limiter types have been used, including mushrooms, various rail limiters and tiles at selected locations, as well as graphite poloidal ring limiters.

In one experiment the mushroom limiter was used as a probe to gauge the effectiveness of several other limiters. A poloidal, segmented graphite limiter located 90$^\circ$ toroidally from the mushroom reduced the power to the
probe by 28% at a major radius equivalent to the liner bellows. Tiles located close to the probe provided only small additional reductions in power load. This resulted in operation using four poloidal rings at the locations of most severe magnetic field errors; however, the scrape-off length was short compared to the connection length between the limiters in the predominantly poloidal edge magnetic field of the RFP. Toroidal rail limiters should be more effective: hence two complete graphite toroidal rail limiters were recently installed at $\pm \pi/4$ with respect to the outer midplane of ZT-40M. An RFP was established with these rails, but could not be maintained on long timescales. Currents in the rails generated net vertical magnetic fields which interfered with equilibrium control, and plasma interactions with the graphite raised the plasma carbon impurity level from $<0.1\%$ to $3-4\%$. The graphite rails can hold large quantities of deuterium, so that recycling from the rails caused the electron density to be much larger than usual at a given plasma current. This high electron density, combined with 3-4% concentrations of both carbon and oxygen is sufficient to radiate most of the ohmic power input: the electron temperature was clamped at 20-30 eV, these being the temperatures of highest radiation efficiency for low-Z impurities. The measured radiated fraction after formation always exceeded 46%. Changing the fill gas to helium showed the importance of hydrogen recycling: seventy discharges were required to achieve 90% helium content in the plasma, compared to six discharges in the absence of the graphite rails. Breakdown limitations at low pressures of helium, coupled with the equilibrium difficulties mentioned above, also prevented formation of lower density, hotter plasmas in helium. The rails have now been removed, and plans call for a stainless steel liner with full graphite armor to be installed at the beginning of 1986. The graphite armor will be an extension of the poloidal ring limiter technology, which has been successfully applied in ZT-40M.

**ZT-P.** A new RFP, named ZT-P ($R=0.451 \, m$, $a=0.068 \, m$) has been commissioned as a prototype for the proposed 2-4 MA ZT-H ($R=2.15 \, m$, $a=0.4 \, m$) experiment. ZT-P is an air core RFP with intrinsically low field errors; for example, the radial component of the $n > 12$ spatial ripple of the magnetic field is less than 0.3% of the field at the reversal surface, so that island overlap is avoided for the large-$n$ modes seen in several RFPs. The ZT-P torus assembly is readily replaced, allowing studies of various first wall and shell systems. Currently, a stainless steel vacuum vessel with 24 graphite poloidal ring limiters is used. The device will also explore the boundary conditions (conducting shell, etc.) required for RFP operation, and will develop a database for compact reactor relevant current densities ($j_{\phi} > 5 MA \, m^{-2}$). To date, ZT-P has operated as an RFP with currents up to 60 kA ($> 4 \, MA \, m^{-2}$), with temperatures estimated spectroscopically and from the resistivity to exceed 70 eV for currents greater than 20 kA. The RFP configuration is maintained for $<0.5 \, ms$, without the power crowbar being applied. Discharge optimization is in progress, with an emphasis on trimming currents in the equilibrium windings to achieve proper plasma centering. Active feedback systems for the plasma position are in development. Device conditioning is taking place simultaneously, with many thousands of pulses of PDC and a thousand plasma shots to date continuing to lead to lower resistance values. Additional diagnostics, particularly Thomson scattering and CO$_2$ laser interferometry are in preparation.

* Work supported by the U. S. Department of Energy.

# Permanent Address: Kyoto Institute of Technology, Kyoto, Japan.
REFERENCES.


Fig. 1. Scaling of the Lawson parameter with $I_\phi$ in ZT-40M, with extrapolation to the ZT-H design points.

Fig. 2. $Z_{eff}$ measured at the 5 ms time in ZT-40M shots as a function of I/N.
CONDITIONS FOR CONFINEMENT AND POSITIONAL STABILITY OF A Z-PINCH IN HIGH ORDER MULTIPOLe AND CUSP FIELDS

C. Wahlberg
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Abstract. Conditions for the existence of equilibria and their positional stability are investigated for a generalized N-conductor Extrap configuration in the approximation N >> 1.

1. Introduction. The Extrap scheme /1/ consists of a pure z-pinch (no axial magnetic field) immersed in an octupole field, produced by four external current-carrying conductors. Alternatively, eight conductors with alternating current directions might be used /cusp/2/. The experimentally observed stability of Extrap /3/, in particular the absence of unstable long external m = 1 kink modes, is not fully understood, but recent numerical /4/ and analytical /5/ investigations have shown that the following two factors are of importance: (i) the absence of a quadrupole component (i.e. elongation) of the equilibrium, in order to preserve the degeneracy of the m = 1 mode /5/, and (ii) an appropriate shape of the current profile close to the plasma boundary. In particular, Dalhed and Hellsten /4/ found that the growth rate of the axisymmetric m = 1 mode could be reduced to an essentially marginal level by choosing $j = 0$ and $dj/d\psi = 0$ at the plasma boundary.

In the present work, conditions for the existence of equilibria and their positional stability (axisymmetric $m = 1$ mode) are investigated for a generalized N-conductor configuration in the approximation $N >> 1$. This approach clearly illustrates the important role played by the current profile close to the plasma boundary and the presence of the separatrix, and complements earlier investigations /5,6/ based on a small plasma size approximation.

2. Equilibrium. We use the integral equation formulation of the equilibrium problem, described in Ref. /6/, to calculate the form $r = R(R_0, \psi)$ of the flux surfaces. $R_0$ is a Lagrangian coordinate labelling the flux surfaces and can be chosen quite arbitrarily. A convenient choice however, which we will use here, is to take $R_0$ equal to the average radius of the flux surface.

With the normalization $j = j_p/2\pi R_p^2$ ($I_p$ is the total plasma current and $R_p$ the average plasma radius), $\psi = \psi_0 I_p/2\pi$, $R = R P$ and $R_0 = R_0 R_p$, the equation for $R(R_0, \psi)$ assumes the form
\[
\frac{1}{2\pi} \int_0^{2\pi} d\varphi' \left[ \int_0^{R_0} dR'_0 \int_0^{R'_0} dR' \frac{\partial}{\partial R'_0} \left[ \ln R R_p - \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{R}{R_p} \right)^n \cos (\varphi' - \varphi) \right] \right]
\]

\[
+ \int_0^{R_0} dR'_0 \int_0^{R'_0} dR' \frac{\partial}{\partial R'_0} \left[ \ln R'R_p - \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{R}{R_p} \right)^n \cos (\varphi' - \varphi) \right]
\]

\[
- \frac{\lambda}{N} \sum_{n=1}^{\infty} \epsilon^{n-1} R^n \cos n\varphi = -\Psi(R_0)
\]

where

\[
\lambda = \left( N \frac{I_C}{I_p} \right) \epsilon \quad \text{and} \quad \epsilon = \left( \frac{R_p}{R_C} \right)^N
\]

\[\text{(2a,b)}\]

\(I_C\) denotes the current in each external conductor, \(R_C\) the distance from the center of the plasma to the conductors and the notation \(R'\) stands for \(R(R'_0, \varphi')\). Eq. (1) is valid for the multipole type of external field, but is readily modified (omitting the even terms in the last sum /2/) for the cusp. It is to be noted that eq. (1) gives an exact formulation of the equilibrium problem with scalar pressure, and does not require for instance "almost circular" equilibria.

We now consider the limit \(N \rightarrow \infty\). First we notice that in order for \(\epsilon\) to remain finite the plasma radius must be scaled as \(R_p = R_C(1 - \alpha/N)\), with \(\alpha = O(1)\). Similarly, by inspection of the external field term it is seen that the ordering of \(R\) must be chosen as \(R = R_0 + R_1/N\), with \(\langle R_1 \rangle = 0\). Furthermore, it is convenient to introduce the stretching transformation \(R_0 = 1 + E/N\), with \(-\infty < E < 0\), which magnifies the outermost \(O(1/N)\) part of the plasma boundary. It can be shown that if the amount of current in this boundary layer is not larger than \(O(1/N)\) (i.e. essentially bounded current density) only the total current contributes to the plasma part of \(\Psi\), with the leading order \(\varphi\)-dependent part given by \((E+R_1)/N\). Clearly, \(\lambda\) must then be chosen as an \(O(1)\) quantity in order for the external field to have any significant influence on the equilibrium. Writing \(\Psi = \Psi_0 + \Psi_1/N\), the \(O(1/N)\) component of eq. (1) thus becomes:

\[
E + R_1(E, \theta) + (\lambda/2\epsilon) \ln (1 + \eta^2 - 2\eta \cos \theta) = -\Psi_1(E)
\]

where \(\eta = \epsilon \exp[E + R_1(E, \theta)]\) and \(B = N\varphi\). For the cusp the ln - term should be replaced by \((\lambda/4\epsilon) \ln [(1 + \eta^2 - 2\eta \cos \theta)/(1 + \eta^2 + 2\eta \cos \theta)]\). Now, eq. (3) is very easy to solve numerically. (Note that \(\Psi_1(E)\) will be determined
by the condition \( \langle R_1(E, B) \rangle = 0 \). Furthermore, for \( \epsilon \) and \( \lambda \) both \( \ll 1 \) an approximate solution is found to be given by

\[
R_1(E, B) = \lambda e^{\epsilon \cos \theta} \quad \ldots, \quad \Psi_1(E) = -E - \frac{1}{2} \lambda^2 e^{2\epsilon} \quad \ldots
\]

However, by examining the equation for the plasma boundary, i.e. \( R_1(0, B) \), it is easily seen (e.g. in the limit \( \epsilon \to 0 \), where eq. (3) reduces to \( R_1 - \lambda \exp \{ R_1 \cos \theta = \text{const.} \) that solutions can be obtained only for not too large values of \( |\lambda| \). \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are in Fig. 1 shown as functions of \( \epsilon \). The solid and dashed curves correspond, respectively, to the multipole and cusp type of external field. The physical origin of the \( |\lambda| \) - limit above is that, for a given \( \epsilon \), the separatrix coincides with the plasma boundary at a sufficiently large current ratio \( N_{\text{C}}/I_p \). Thus, by plotting the solutions \( R_1(0, N_{\text{C}}) \) of eq. (1) at the critical \( \lambda \)-values we obtain the form of the separatrix. Fig. 2 illustrates a few separatrices for the \( N = 4 \) multipole corresponding to various values of the current ratio. (The cusp case is not shown, but these curves look very similar to the ones in \( \lambda > 0 \) multipole case).

Apparently, the parameter \( \lambda \) gives a measure of the noncircularity of the plasma, and we see that a significant difference between the parallel currents \( \lambda > 0 \) and anti-parallel currents \( \lambda < 0 \) cases is that an appreciably larger noncircularity of the plasma is possible in the latter case.

\[ -N_{\text{C}}/I_p = \]
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3. Stability. In order to find out the positional stability of the equilibria above, we calculate the eigenvalue \( w^2 \) for the axisymmetric, incompressible \( m = 1 \) eigenmode by solving /5/

\[
\omega^2 \Delta \Phi + \tilde{b} \cdot \nabla [(M + \nabla \Phi g)] = 0, \quad \Delta \chi = 0
\]

(5a,b)

inside and outside, respectively, of the plasma, together with the boundary conditions

\[
\Lambda = 0, \quad \omega^2 \nabla \cdot \nabla \Phi + \tilde{b} \cdot \nabla [(j g + \nabla \cdot \nabla A)] = 0
\]

(6a,b)

where \( \Lambda = g - \chi, \quad g = \tilde{b} \cdot \nabla \Phi, \quad \tilde{b} = -\tilde{\omega}^2 \times \nabla \Phi, \quad \tilde{\epsilon} = -\tilde{\omega}^2 \times \Phi \) (\( \tilde{\epsilon} \) = plasma displacement and \( \tilde{\omega} \) is the vacuum vector potential. Unfortunately, this problem is very difficult even in the \( N + \infty \) limit, and some further simplification is necessary. For instance, adopting the small \( \epsilon \) and \( \Lambda \) approximation (4a,b), \( \omega^2 \) can be obtained in terms of an expansion in powers of \( \lambda^2 \). Omitting the details, we obtain in the limit \( N + \infty \) and to leading order in \( \lambda \):

\[
\omega^2 = -2 \lambda^2 \int_{-\infty}^{0} e^{2\tilde{\epsilon}} j(E) d\tilde{\epsilon} + \ldots
\]

(7)

For \( j(E) = \text{const.} = j_0 \), this gives \( \omega^2 = -j_0 \lambda^2 \) which, when compared to the finite \( N \) expression /5/ \( \omega^2 = -j_0 \lambda^2 (N-1)/(N-2) \) gives some indication of the size of the error in the infinite \( N \) approximation. Clearly, if \( j(E) > 0 \) everywhere, the plasma is unstable for any current profile. However, due to the presence of the \( e^{2\tilde{\epsilon}} \) factor in the integrand we see that the growth rate can be reduced to a very low level if the current density vanishes, or is very small in the outermost \( 1/2N \) boundary layer of the plasma. This result verifies, and adds some new physical insight to the numerical observations by Dalhed and Hellsten /4/.
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INTRODUCTION

Density, temperature and impurity radial profiles have been measured for the first time in ETA-BETA II (a=.125 m, R=.65 m) for pulses with current flat-top (2 ms and $I_\Phi=100-200$ kA [1]). These measurements are correlated with those of magnetic field profiles to obtain the values of $\beta$, $\chi$ and $T_E$. The observed transport is discussed in terms of diffusion in a stochastic magnetic field. Temperature measurements extending at late times show that $T_E$ steadily increases throughout the discharge along with the resistivity anomaly factor.

RESULTS

Chord integrated density profiles have been measured by a 6-chord interferometer ($\lambda=3.4\mu$m) in various discharge conditions. The Abel-inverted profiles are seen to depend on both field and gas programming. In fig.1a,b,c profile evolutions are given for: a typical active crowbar discharge (la), a high density discharge obtained with gas puffing (lb), a passive crowbar shot (lc). During the current rise phase (not shown) the profile varies from hollow to flat and then becomes peaked; subsequently the radial dependence does not vary considerably, whereas, when the current is well sustained (fig.1a), the average shift increases up to 2-3 cm outward. The radial dependence is typically not far from parabolic for normal discharges, but it can be flatter or more peaked, depending mainly on gas programming (e.g. fig.1b).

The temperature and density profiles have been measured by a multipoint Thomson scattering system [2] at $I_\Phi=150$ kA. In fig.2a,b the results are reported at four times during flat-top. The temperature profiles also seem to be approximately parabolic or more
peaked. The outward shift is in fairly good agreement with the interferometer data.

From the measured $F$ and $e$ and from previous magnetic field profile measurements the radial distribution of $B_0$ and $B_\phi$ can be inferred. From these data, assuming $T_e=T_i$, the following typical values for the confinement parameters are found: $\beta(0)\approx 5\%$, $\beta\approx 6\%$, $\beta_0\approx 9\%$, $D\approx 60 \text{ m}^2\text{s}^{-1}$, $\tau_e\approx 70 \mu\text{s}$, $\chi\approx 5\times 10^{21}\text{m}^{-1}\text{s}^{-1}$.

Most of the power spectrum of the magnetic fluctuations is at low frequencies ($\sim 10\text{kHz}$) and is interpreted as MHD activity. The dominant poloidal components are $m=0, m=1$ and the intensity is maximum near the surface where $B_\phi=0$. In spite of the low fluctuation amplitude ($b/B\approx 1\%$), field line computations show that this results in a wide stochastic region with a magnetic diffusion coefficient $D_m=2\times 10^{-5}\text{m}$. The related electron diffusion coefficient has been estimated as $D_eD_{\text{th}}=60\text{m}^2\text{s}^{-1}$ in agreement with the experimental one. These values of the transport coefficients are also consistent with the radial distribution of oxygen impurities [4].

The time evolution of the peak electron temperature as measured by Thomson scattering agrees well with data obtained by a Si(Li) PHA system as shown in fig.3. The steady increase in $T_e$ throughout the pulse is associated to the density decrease so that the highest $\beta_0$ are actually obtained early when $I/N$ is lower. Indeed a fit of data at various currents gives $\beta_0\approx I/N^{-0.25\pm 0.05}$, as shown in fig.4. The resistivity anomaly factor on axis, $Z_{\text{eff}}^*\approx 1$, increases with time up to $10^{-15}$. These high values of $Z_{\text{eff}}^*$ may partly be due to the decrease in plasma density and associated increase of impurity percentage. Indeed with the spectroscopically estimated absolute density of impurities (OVI $\geq 2\times 10^{18}\text{m}^{-3}$, FeIX $\leq 10^{16}\text{m}^{-3}$, ClVIII $\leq 5\times 10^{17}\text{m}^{-3}$, CV $\leq 0.5\times 10^{17}\text{m}^{-3}$), at electron densities of $n_e\approx 2\times 10^{19}\text{m}^{-3}$ one can account for values of $Z_{\text{eff}}$ as high as 4. An additional factor of about 2 could be due to profile sustainment effects [3], yet it would not completely justify the highest experimental $Z_{\text{eff}}^*$. This probably implies a loss of validity of the Coulomb collision model. Non-collisional phenomena are in fact likely to become important when $I/N$, and therefore the streaming parameter $\xi\approx (I/N)T^{-1/2}$, becomes large. Indeed high frequency fluctuations
increase rapidly in correspondence with the decrease of plasma density and the increase in $\xi$ (fig. 5) and $Z_{\text{eff}}^+$ is found to be a linear function of $\xi$ (fig. 6).

**CONCLUSIONS** A first set of measurements of density, temperature and impurity profiles has been made on ETA-BETA II. Both density and temperature are rather peaked, and outward shifted. The values of $\beta$, $\chi$ and $\tau_{E}$ have been derived and are consistent with previous estimates [3]. Temperature measurements have been extended at late times of the pulse showing that the electron temperature continues to increase beyond 200 eV. However the relatively high temperatures obtained during the last part of the pulse are associated with high values of $I/N$ and $\xi$ and correspondingly large ($\gtrsim 10$) resistivity anomaly factors.
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LARGE AMPLITUDE OSCILLATIONS AND RELAXATION PHENOMENA
IN REVERSED FIELD PINCHES
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INTRODUCTION The Reversed Field Pinch is a low \( q(q<1) \) configuration and therefore from the MHD stability viewpoint many simultaneous ideal and resistive modes are expected to be possible. In particular, as suggested by Kadomtsev [1], a persistent state of turbulence due to resistive modes is expected. This MHD activity, which manifests itself by a persistent fluctuation background during the plasma lifetime, should be responsible of the continuous relaxation process which sustains the configuration.

It has been found recently on ZT-40 [2] and then on ETA-BETA II [3] that, forcing the configuration at relatively high \( \Theta (\Theta = B_{\phi}/<B_{\phi}> ) \), coherent oscillations, widely correlated in space and time, appear, clearly emerging from the chaotic background with large amplitude and evident periodicity. These phenomena are associated to macroscopic redistributions in the current profile which appear as simultaneous oscillations on plasma current, toroidal flux, loop voltage, density and temperature [2,3].

Here we summarize the experimental data from ETA-BETA II, in particular the onset and the \( \Theta \) dependence of such oscillations are reported. Relating, through the field profiles, safety factor \( q \) and \( \Theta \), the results are discussed in terms of a lower limit on the on axis \( q \), analogous to the Tokamak case.

EXPERIMENTAL OBSERVATIONS For RFP configurations increasing the pinch parameter \( \Theta \) it is found a decrease of the energy confinement time and an increase of plasma resistance and fluctuation amplitude [3]. It has been considered a set of discharges in which the \( \Theta \) value is forced sustaining both the current and the toroidal field at the wall. Expanding for a high \( \Theta \) discharge the waveform of the signals (Fig. 1), large and regular oscillations can be observed. In particular the toroidal current and the toroidal flux show an opposite behaviour: when the flux increases the current decreases. The amplitude of such oscillations shows a clear dependence on \( \Theta \): increasing \( \Theta \) the amplitude increases and the onset of such oscillations is located at \( \Theta = 2 \) as shown in Fig. 2. Tracing the discharge path, during one of such events in the \( F-\Theta \) plane (\( F=B_{\phi}/<B_{\phi}> \)), the plasma oscillates between two extreme \( \Theta \): a slow increase of \( \Theta(\Delta \Theta > 100 \mu s) \) is followed by a faster recovery \( (\Delta \Theta < 50 \mu s) \) of the initial \( \Theta \). In terms of field profiles, such process has been interpreted as large redistribution of current in the central region [3].
DISCUSSION As shown above, experimentally it is possible to drive discharges well beyond the theoretical $\Theta$ limit ($\Theta < 1.6$) predicted by Taylor's theory $\Sigma 4.7$. To explain this deviation it is necessary to assume $\mu$-profiles (where $\mu = J_n/B$) not uniform but more adherent to realistic configurations. These have been discussed in terms of a $\mu$ and pressure model by which the measured field distributions for non-sustained discharges have been well reproduced $\Sigma 5.7$. The main results of these analysis is a saturation of the on axis $\mu$ with increasing $\Theta$. A new parameter $\Theta_o$ has been introduced as $\Theta_o = \mu(o)a/2$ and it has been found an upper limit on $\Theta_o$ for such discharges as $\Theta_o < 2$. Remembering that the on axis safety factor is related to $\mu(o)$ through $q(o) = 2/(R\mu(o)) = a/(R\Theta_o)$, the upper limit on $\Theta_o$ can be interpreted as a lower limit on $q(o)$ as $q(o) > a/(2R) \Sigma 5.7$.

In this context the high $\Theta$ discharges analysed have been obtained forcing with external currents the configuration. To simulate the measured $F$ and $\Theta$ the assumed $\mu$ profiles are shown in Fig. 3. In particular it has been found that, to justify the experimental $\Theta$ ($\Theta > 3$) and $F$ ($F < -1$) it is necessary to consider peaked profiles of $\mu$ (i.e. of current) in the central region. It is interesting to observe that increasing $\Theta$ the profiles become more peaked and as a direct consequence also $\Theta_o$ increases. On the other hand from experimental data the onset of coherent oscillations appears to be located at $\Theta_o = 2$ which corresponds to $\Theta > 3/2$. So the process looks like an oscillation on $\Theta_o$ which is externally forced beyond $\Theta_o = 2$ and then is restored by a relaxation process.

A possible interpretation is that during the first phase, when $\Theta$ increases, the natural peaking tendency of the current density due to diffusion dominates. The main effect on the q profile is of lowering the on axis $q$, as shown in Fig. 4 for various $\Theta$. This new field distribution is characterized by a higher $\nabla J_m$ and $\beta < 3.7$ and then the present MHD instabilities, whose resonant surfaces are also pushed inside the plasma, are reinforced and can act so to redistribute the current profile. Indeed the recovery of the initial value of $q(o)$ is experimentally associated to a large increase on the fluctuation amplitude at the edge which suggests an intense MHO activity (in particular a mode $m = 0$, $n < 6$ has been identified) (Fig. 5).

CONCLUSIONS For sustained RFP discharges on ETA-BETA II it has been found that beyond $\Theta = 2$ large oscillations take place in the plasma deteriorating the energy confinement. This has been interpreted as an upper limit on $\Theta_o$ which can be discussed, in analogy to Tokamak case, as a limit on the current density on axis or as a lower limit on $q(o)$. The sustainement of the discharge can be seen as the balance of the counteracting actions of diffusion and MHD instabilities. Forcing the configuration at high $\Theta$ allows this process to become more evident and related oscillations to emerge from the natural turbulent background of RFP discharges. A $q(o)$ lower limit as $q(o) > 2/3 (a/R)$ is thus suggested for RFP in analogy to the $q(o) > 1$ limit for Tokamaks.
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Fig. 1

[Graph showing time evolution of various plasma parameters such as current density, magnetic field, and temperature.]
SPACE-RESOLVED IMPURITY MEASUREMENTS ON ETA-BETA II

Gabellieri*, L., Ortolani, S., Puiatti, M.E., Scarin, P., Tondello, G.*

Istituto Gas Ionizzati del C.N.R., Euratom-CNR Association
Via Gradenigo, 6/a - 35131 Padova (Italy)

+ student - * Ist. di Elettrotecnica e di Elettronica, Univer. Padova (Italy)

The oxygen ion radial distribution has been studied in the ETA-BETA II device along 7 plasma chords in the wavelength range 2900-7000 Å. The instrumental set-up consists of a multichannel Ebert spectrometer, connected by a set of 7 quartz step-index optical guides of 1 mm diameter to the pipes of ETA-BETA II; other 7 similar optical guides of shorter length take the light from the exit slit to 7 miniaturized photomultipliers (Fig. 1). The spectrometer has been absolutely calibrated by a tungsten lamp in the range 3500-7000 Å; at shorter wavelengths the calibration has been transferred from a 1-m Czerny-Turner spectrometer.

Measurements have been made of OII, OIII, OIV, OV lines. Only one weak OVI line at 3434 Å has been observed. The most intense and isolated lines observed for each ion are listed in Table I. The emission from all oxygen ions is not radially symmetric; in particular, experimental results show that the plasma is displaced by about 1 cm externally in the vacuum vessel. While the OII emission comes also from the two outermost chords during the entire pulse length (~1 ms), OIII and OIV emit from the central region during the first part (~100 µs) of the discharge and then, due both to ionization processes and to diffusion towards the external region, show hollow profiles. However, the calculated diffusion velocity of about \(10^2-10^3\) m/s is not consistent with this fast displacement, indicating that during this phase of the discharge the ionization processes (whose characteristic times are of the order of ~10 µs) dominate the time evolution of these ions. OV emits from about the whole plasma diameter also during the flat-top phase of the discharge, while in the time interval during which the OVI line may be measured (~200-300 µs after the current start), its emission profile is peaked in the central region.

The experimental results have been interpreted by a one-dimensional transport model \([1]\) assuming that the plasma has a circular cross section column of 23 cm diameter whose center is displaced by 1 cm with respect to the geometrical center of the vacuum vessel. Diffusion coefficients multiple of the classical ion cross field values have been assumed. In fact for an ohmically heated Z=1 RFP plasma, the ratio between the observed diffusion and the classical value is a constant if \(B_0 \approx \text{const} \). The time evolution of electron temperature and density has been deduced respectively from soft X-rays and interferometric measurements \([3]\) and radial profiles of the form \(1-(r/a)^4\) have been assumed. The atom influx rises the oxygen density up to \(\sim 10^{18}\) m\(^{-3}\) during the first 200 µs and then a 100% recycling maintains the total oxygen...
density constant in time. A fairly good simulation of the experimental chordal
distribution of the various oxygen ions is obtained if the diffusion coeffi-
cients exceed by about an order of magnitude the classical values. Examples of
the measured and computed chordal distribution of the line intensities of the low-
west and highest ionization stages is shown in Fig. 2. Also the time evolution
of the lines measured from the central chord of the spectrometer when
compared with the corresponding calculated curves show that a good agreement
is obtained if \( D = 10 \div 30 \ D_{\text{class}} \); an example for the OV line is show in Fig. 3.
The absolute value of the line intensities agree with the experimental results
within a factor of 3 if \( D = 30 \ D_{\text{class}} \) and with a total oxygen content of
\( \sim 10^{18} \text{ m}^{-3} \). The radial distribution of the oxygen line emission each norma-
lized to its maximum are shown in Fig. 4.

The absolute value of the diffusion coefficient is in this case \( \chi 10^2 \text{ m}^2 \text{s}^{-1} \),
and corresponds to a particle confinement time \( \tau = (\Delta x)^2 / D = 50 \mu \text{s} \) for OVII.
This value of \( \tau_p \) is consistent with soft X-rays measurements of OVII resonance
line emission, whose value has been found \( = 10^2 \) times lower than the coronal
equilibrium one \( ^{3} \). Infact a simple zero-dimensional time dependent calculation
\( ^{4} \) shows that the measured OVII emission is consistent with a particle loss characteristic time in the range \( 10 \div 50 \mu \text{s} \); this is shown in Fig. 5
where the computed OVII ion population is drawn versus time for various values
of the particle confinement time, \( \tau_p \).

**CONCLUSION:** The experimental spatial distribution of the oxygen ion emission
has been measured by a 7 chord visible spectrometer and it has been inter-
preted by a one-dimensional time dependent transport model. A good agreement has
been obtained with diffusion coefficients exceeding by about an order of magni-
tude the classical ion cross field values, corresponding to an oxygen impurity
confinement time of about 50 \( \mu \text{s} \).

<table>
<thead>
<tr>
<th>ION</th>
<th>WAVELENGTH (Å)</th>
<th>TRANSITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>OII</td>
<td>4253.98</td>
<td>3d' 2G - 4f' 2( \text{H} )</td>
</tr>
<tr>
<td>OIII</td>
<td>3734.8</td>
<td>3s 5( \text{P} ) - 3p 5( \text{D} )</td>
</tr>
<tr>
<td>OIV</td>
<td>3071.6</td>
<td>3s 2( \text{S} ) - 3p 2( \text{P} )</td>
</tr>
<tr>
<td>OV</td>
<td>5606.5</td>
<td>3p 3( \text{P} ) - 3d 3( \text{D} )</td>
</tr>
<tr>
<td>OVI</td>
<td>3434.0</td>
<td>6h - 7i</td>
</tr>
</tbody>
</table>

**TABLE I**
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Fig. 3 - Experimental and computed time evolution of OV line intensity

Fig. 4 - Radial distribution of the oxygen lines emission with D=30D_class

Fig. 5 - Computed time evolution of the OVII ion population with different particle loss characteristic time

n_OVII [10^{18} \text{ m}^{-3}]
FIELD-REVERSED CONFIGURATION FORMATION, TRANSLATION, AND CONFINEMENT
STUDIES ON THE FRX-C/T EXPERIMENT

R. E. Siemon, W. T. Armstrong, R. E. Chrien, W. N. Huggrass,
K. F. McKenna, D. J. Rej, and M. Tuszewski

Los Alamos National Laboratory, Los Alamos, N.M., 87545, USA

I. INTRODUCTION:

The field-reversed configuration (FRC) is a high \( \beta (>50\%) \), prolate compact toroid plasma contained primarily by poloidal magnetic fields. FRC plasmas with parameters, \( n = (1-5) \times 10^{15} \text{cm}^{-3} \), \( T_i = 0.1-0.8 \text{keV} \), \( T_e = 0.1-0.2 \text{keV} \), \( R = 7 \text{cm} \), \( B = 5-8 \text{kG} \), lifetimes < 300 \( \mu \text{s} \), are studied on the FRX-C/T experiment at Los Alamos. \(^1\) FRX-C/T consists of a 0.5-m-diam., 2.0-m-long field-reversed \( \delta \)-pinch coil, and a 0.4-m-diam., 5-m-long translation region into which FRC's are launched, translated, and trapped. A 5-20 mtorr pressure \( B_0 \) fill is introduced into the device by either a gas puff (localized in the \( \delta \)-pinch source) or static fill system.

II. FORMATION STUDIES:

The amount of poloidal flux \( \Phi \) trapped in an FRC at the time of formation is an important factor in determining the separatrix radius (or \( x_s \), the ratio of separatrix to coil radii). Increased \( x_s \) is expected to result in improved confinement, but also to result in degraded stability associated with the increase of \( s \), the approximate number of ion gyroradii across the minor radius of the FRC. Thus an important issue for FRC research is to determine what governs the maximum \( \Phi \) or \( x_s \) value.

In previous FRX-C experiments an oscillating \( \delta \)-pinch current was used for gas preionization to trap reversed flux. In that method the ionization process depends strongly on the reversed bias field level \( B_b \), and it is difficult to distinguish between effects caused by the amount of trapped flux and effects resulting from a change in preionization. In the present experiments a \( z \)-current discharge was added to decouple the ionization process from the bias field level.

The main conclusion from this work is that the limitations in \( B_b \) previously observed in FRX-C are not much affected by the method of preionization. As a function of pressure a critical bias field \( B_{\text{crit}} \) is observed (about 0.8 kG at 5 mtorr and about 1.6 kG at 20 mtorr) above which the FRC displays a marked deterioration in confinement properties. The details of the difficulty have not been established, but it appears to be associated with a rather sudden transition from weak to strong axial shocks and the associated axial dynamics as have been reported in earlier experiments. \(^2\)

The strength of the axial contraction can be characterized by the minimum transient separatrix length relative to the separatrix diameter, \( \varepsilon_m = l_s / 2r_s \). For conditions of \( p = 5 \text{ mtorr} \), toroidal electric field \( E_\theta = 0.4 \text{kV/cm} \), and final crowbarred field \( B_0 = 7 \text{kG} \), \( \varepsilon_m \) is observed to...
vary from 5 to 1.5 as the \( B_b \) increases from 0.6 to 1.3 kG. The observations are in reasonable agreement with the values predicted by an analytic model\(^4\) for formation, which takes into account the relevant shock physics as well as heating by compression and resistive dissipation. The observed \( B_{\text{crit}} \) corresponds approximately to \( \epsilon_m = 3 \).

Above \( B_{\text{crit}} \) (or below \( \epsilon_p = 3 \)) the measured energy and poloidal flux confinement times are reduced from 100-200 \( \mu \)s to values of 10-20 \( \mu \)s. No discontinuities in any observable plasma parameter are noted as the bias field approaches \( B_{\text{crit}} \). Some discharges with apparently the same formation histories have drastically different confinement after formation. One can speculate that either the internal or the external tilt modes could grow rapidly during the axial dynamics because of increased FRC magnetization and decreased FRC aspect ratio. Alternatively, with axial shock velocities close to the sound speeds at high bias field, one could argue that the axial shock strengths coupled to some asymmetries resulting from an earlier phase of the formation could be responsible for the observed deterioration in confinement.

III. STABILIZATION OF THE \( n=2 \) MODE ON TRANSLATED FRC's:

Until recently, FRX-C/T discharges have been always terminated by a rotational \( n=2 \) instability that appears between 60 and 120 \( \mu \)s after formation. This mode has been suppressed on several experiments\(^4\)-\(^6\) by the application of weak multipole fields. Moreover, stabilization by helical quadrupole fields on the NUCTE-II device was found to be more effective in that a five times smaller field is necessary than with straight quadrupoles.\(^5\) The stabilizing properties of both straight and helical quadrupoles on translated FRC's have been investigated recently on FRX-C/T.

The details of the FRC translation process have been already reported.\(^1\) In summary, FRC's formed at \( B_b < B_{\text{crit}} \) have been launched out of the source with the use of a slightly conical \( \beta \)-pinch coil. These plasmas have been efficiently translated into, and trapped inside, the adjacent translation region. The dc quadrupole fields are generated only in the translation region by coils located outside the vacuum chamber. The plasmas are observed to enter this region with negligible losses and to exclude the multipole fields.

Suppression of the \( n=2 \) distortion by the straight quadrupole fields is illustrated in Fig. 1a in which the maximum, peak-to-peak modulation in time of the line integral density \( \delta_{\text{ndr}} \) (normalized to the mean value \( \langle \text{ndr} \rangle \)) caused by this instability is plotted against the quadrupole coil current \( I_q \). Each data point is from a separate discharge. The translated plasma parameters are: \( n = 0.8 \times 10^{12} \text{cm}^{-3}, T_e + T_i = 0.45 \text{ keV}, \) and \( \chi = 0.6 \). The threshold current needed for complete stabilization is 6 kA. The corresponding maximum \( B_0 \) field at the separatrix in the presence of plasma is calculated to be 0.25 kG, a value that is approximate equal to 6% of the external poloidal field. As was found from straight quadrupole stabilization experiments performed on stationary FRC's in the FRX-C/T source,\(^4\) this threshold field is about four times smaller than the theoretical threshold \( B_{\text{th}} \) predicted by Ishimura.\(^5\)

Experiments have also been performed using a helical quadrupole coil wound with pitch \( \alpha = 6.1 \text{ radian/m} \). FRC trapping in the translation region is aided by an axial retarding force which results from the interaction of the moving plasma with the helical field. Suppression of the \( n=2 \) mode is shown in Fig. 1b. These data have been obtained for the same plasma parameters as those obtained with straight quadrupoles. The
threshold helical current and maximum $B_d$-field at the separatrix are 9.5 kA and 0.27 kG, respectively.

The observation on FRX-C/T that comparable field strengths of helical and straight quadrupoles are necessary for stability is quite different from that on NUCTE-II. A noteworthy difference is the tighter pitch (relative to the coil radius $r_c$) used on FRX-C/T. The product $\alpha r_c$ is 1.2 on FRX-C/T, compared with 0.4 on NUCTE-II.

The straight quadrupole field decreases the path length along B-lines between the plasma separatrix and the vacuum chamber wall; moreover, resistive diffusion of this field inside the FRC tends to destroy the closed flux surfaces. Consequently, one might expect a degradation in plasma confinement caused by this field. The helical field, on the other hand, does not tend to enhance plasma-wall interactions; furthermore, resistive diffusion of this field can still preserve closed magnetic surfaces, thereby maintaining confinement. We plan to examine these expectations by assessing the confinement with quadrupoles on FRX-C/T.

IV. CONFINEMENT:

The energy, particle, and flux confinement of translated FRC's without quadrupole fields has been assessed. The results are summarized in this section.

ENERGY AND PARTICLE CONFINEMENT:

The dynamics of the translation process do not degrade the confinement. In some cases, even an improvement (up to 40%) in the confinement parameter $n_T$ is obtained over that found on non-translated plasmas with the same temperature. For example, with a 5 torr puff fill, one obtains $n_T = 100 \mu s$ at $\bar{n} = 1.0 \times 10^{15} \text{ cm}^{-3}$ and $T = T_e + T_i = 0.7 \text{ keV}$. Bolometric measurements indicate that impurity radiation does not contribute appreciably to the global energy loss.\textsuperscript{1} The dominant contribution to $n_T$ is particle convection which can account in general for at least one-half of the total loss. The particle confinement times,
$\tau_N = 100 - 200$ $\mu$s, indicate anomalous transport and they are usually within a factor of two of those predicted from the lower-hybrid-drift (LHD) instability. The observed empirical scaling,

$$\tau_N = x_S^{1.4} l_S^{0.2} n_M^{0.4} T^{0.4},$$

however, differs from the LHD theory by weaker dependences on $x_s$ and $l_s$, and a more favorable dependence on $T$. It is also consistent with data obtained on the TRX-1 experiment.6

**POLOIDAL FLUX CONFINEMENT:**

An anomalous poloidal flux loss is observed with typical flux confinement times, $\tau_\phi = 100 - 200$ $\mu$s. The observed empirical scaling,

$$\tau_\phi = x_S^{2.0} l_S^{0.5} n_M^{0.2} T^{0.2},$$

indicates a much weaker dependence on $T$ than expected from classical theory (assuming $\tau_\phi/T$ = constant). The inverse relationship between $\tau_\phi$ and the separatrix length $l_s$, while intriguing, is not understood at this time.

**TRANSLATION THROUGH A STATIC FILL:**

A puff gas injection system was developed for FRX-C/T in order to reduce the charge exchange losses downstream that would be appreciable if a static $D_2$ fill were used. However, FRC translation experiments with a static fill resulted in surprisingly good confinement. From the side-on interferometry data, almost complete ionization of the 5 mtorr fill occurs before the FRC arrives downstream. This ionization is attributed to a precursor open field line plasma.

Because of this significant ionization of the static fill, the energy and flux confinement properties ($\tau_N = 70 - 100$ $\mu$s, $\tau_\phi = 170 - 200$ $\mu$s) are as good as (if not better than) with puff fill. The particle confinement time has not yet been determined because the decay of the particle inventory $N$ is possibly influenced by refueling as the FRC moves through the background ionized gas. Values of $-N/(dn/dt)$ increase from $100 - 200$ $\mu$s with puff fill to $200 - 400$ $\mu$s with static fill. The decrease in the particle inventory decay rate may be explained either by an increase in $\tau_N$ and/or by refueling. An improvement in $\tau_N$ is conceivable because the large density gradient near the separatrix could be reduced by the substantial open field line plasma.

*This research is performed under the auspices of the U. S. D. O. E.
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SPICA II: A HIGH-BETA EXPERIMENT WITH ELONGATED PLASMA CROSS-SECTION

SPICA II Team: C. Bobeldijk, J.A. Hoekzema, J. Lok, A.F.G. van der Meer
D. Oepts and A.A.M. Oomens
Association Euratom-FOM, FOM-Instituut voor Plasmafysica
Rijnhuizen, Nieuwegein, The Netherlands

Abstract
SPICA II is a toroidal screw-pinch device with a minor cross-section of race-track shape, constructed to study high-beta plasmas. A short description of the device is given, together with some of the results obtained in the test period. From the initial operation with plasmas it is observed that discharges showing good implosion and having a broad current-density profile can be produced in a wide range of filling pressures. More detailed measurements at 1 Pa are presented.

Introduction
The screw-pinch configuration is created by exposing a magnetized plasma column to fast rising toroidal and poloidal magnetic fields. This results in an implosion during which the bulk of the plasma and the bias magnetic field are swept up together, and the plasma is heated. Outside the main column a low-density plasma is left behind. Force-free currents in this dilute plasma conserve the pitch, qwall, of the helical field as it moves inwards. Programming of a constant qwall during current rise results in an outer region, where q is uniform in space. Previous screw-pinch experiments showed that for a circular cross-section stable discharges up to $\beta = 15\%$ (averaged over the main column) are possible and that the maximum value of $\beta$ can be increased by elongation. In general, there is a fair agreement with theoretical models [1]. These results led to the design of SPICA II, with the objective to investigate the stability properties and the loss processes of a high-beta plasma [2]. The machine parameters and the design values for the plasma are listed in Table I. Plasma operation started in the summer of 1984. The machine time since then was severely limited by an accidental breakdown of the insulation between a primary coil and the shell and by a breakdown of a pumping port, causing a collapse of the quartz vacuum vessel.

| Major radius (quartz torus) | R : 0.45 m | Filling pressure $p_0$ : $\geq 0.2$ Pa |
| Minor radius | $r : 0.15$ m | Electron density $n_e : 1-10\times 10^{21}$ m$^{-3}$ |
| Height | $h : 0.7$ m | Electron temperature $T_e : 150-300$ eV |
| Minor cross-section | race-track | Pressure ratio $\beta_{peak} : > 0.2$ |
| Toroidal field (max) | $B_{tor} : 1.3$ T | Volume compression : $> 10$ |
| Primary tor. current (max) | $I_{tor} : 2$ MA | Plasma elongation : $\sim 4$ |
| Rise time | $11.3$ ms | Eccentricity : $< 0.03$ m |
| Bias field | $B_0 : 0.16$ T | Safety factor qwall : $0.7 - 3$ |
| Flat-top duration | $\sim 1$ ms | Plasma current $I_p$ : $\leq 0.8$ MA |
Short description and test results

The load assembly of SPICA II consists of a quartz vacuum vessel, surrounded by a 40 mm thick aluminium shell, acting as the toroidal field coil, and four one-turn windings to induce the plasma current. Both field components rise simultaneously in 11.3 ms and can be actively crowbarred. The connection between the load assembly and the capacitor banks is made by plane-parallel plate systems. The circuit diagrams for the toroidal field and current are shown in Fig. 1. In order to distribute the current evenly along the circumference tuneable impedances have been inserted in the flange for the toroidal field coil [3]. Only slight adjustments were necessary. All banks in this circuit are tested up to the maximum operational voltages. As can be seen from Fig. 2, a current with a nearly flat top of 1 ms duration can be obtained. Pre-assembly tests showed that one of the primary coils for the toroidal current needed to be redesigned. In the meantime, operation at 70% of the design value for the current is possible. Tests of the circuit up to the 70%-limit were successful, with frequencies and current values in accordance with the design values. A base pressure below 1 x 10⁻⁵ Pa is achieved in the quartz discharge chamber after a few days pumping. The residual gas consists mainly of water vapour.

Fig. 1. Basic diagram of the electric circuit for the toroidal current (a) and toroidal field (b). \( Z_{\text{t}}(t) \) stands for the time-varying impedance of the transmission line. The maximum charging voltages are 45 kV for the implosion and predischarge banks, 5 kV for the bias bank, and 360 V for the crowbar banks.

Plasma operation

The first experiments showed that discharges can be produced in the pressure regime \( p_0: 0.2-2 \) Pa, where high \( \beta \)-values and temperatures are expected (see also [2]). The pre-ionization system consists, apart from the predischarge bank of Fig. 1, of a capacitively-coupled high-frequency circuit and of four UV flash tubes. The latter two components are essential in achieving breakdown at low \( p_0 \). In all discharges investigated thus far, the values of the toroidal current (up to 500 kA) and of the toroidal inductance (300 nH) indicate that a broad current distribution is produced. The value of

Fig. 2. Total poloidal current in the load for different charging voltages of the power crowbar bank. The voltage on the implosion bank is 25 kV.
Some results of a passively crowbared discharge are shown in Figs. 4 and 5. From this discharge and similar ones, the following observations are made. The value of the plasma inductance is strongly coupled to the shape of the plasma column. Therefore, it is influenced by the different timescales of the horizontal and vertical contraction. This is reflected by the time behaviour of $q_{\text{wall}}$ during current rise. After crowbarring, $q_{\text{wall}}$ increases, because the plasma current decays more rapidly than $B_{\text{tor}}$.

A rapid loss of density of the main column after crowbarring is always seen and not yet explained. From a comparison of the line density with the density profile in the equatorial plane, it is concluded that the density in the outer region is $\sim 3 \times 10^{20} \text{ m}^{-3}$, which is 10% of the density in the main column.

**Fig. 4.**
Results of a crowbared discharge with $B_0 = 1 \text{ Pa}$, $B_0 = 0.08 \text{ T}$, $B_{\text{tor}} = 1 \text{ T}$. From top to bottom: the plasma current, $q_{\text{wall}}$, and the line densities in vertical and in horizontal direction.

$q_{\text{wall}}$ can be varied from 0.7-3. A preliminary investigation of the error fields in the neighbourhood of the gap shows that these fields are smaller than a few percent of the poloidal field at the wall. From streak pictures (a specimen is given in Fig. 3) and line-density measurements, it is deduced that the, mainly horizontal, implosion takes place in $\sim 2 \mu\text{s}$, while the vertical contraction takes about $10 \mu\text{s}$. Streak pictures do not give a correct image of the column at later times, because the visible light originates mainly from $H_\alpha$-line radiation.

**Fig. 3.**
An example of a streak picture of a discharge at 1 Pa. (The dark region around the midplane is due to an instrumental effect.)
Combining this with the line density in vertical direction yields a volume compression of about 10, and an elongation of the central column of 4.5, in accordance with the design values. The observed value of the eccentricity (0.02 m) is consistent with model calculations for a plasma column with β = 0.1, surrounded by force-free currents. From the profiles of Fig. 5 a β of 0.08 is calculated, in contrast to β = 0.3 as expected for the initial conditions of this discharge. The relatively low β may be explained by a penetration of toroidal field prior to the implosion, because of too low a degree of pre-ionization (=20%). Attempts are being made to raise the ionization degree.

Fig. 5. $T_e$- and $n_e$-profile in the equatorial plane at $t = 10 \mu$s as measured by Thomson scattering, for the same discharge as in Fig. 4. Each point represents the average value over a radial distance of 9 mm.
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NON LINEAR BOUNDARY EQUATIONS AT A THIN ANISOTROPICALLY CONDUCTING WALL (LINER)
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Abstract - The effect of a thin anisotropically conducting wall on the stability of a resistive fluid is considered. The boundary conditions at the liner for a non-linear resistive MHD model of the fluid are discussed and derived.

Results of the effect of the finite conductivity of the liner on the linear stability of a Reversed Field Pinch plasma with the expected parameters of the Padova RFX experiment are shown as an example.

Assuming an infinitely long cylindrical surface of radius $r_o$, poloidal conductivity $\sigma_p$ and axial conductivity $\sigma_z$, surrounding a conducting fluid of conductivity $\sigma_p(r)$, a suitable set of boundary equations for a non-linear resistive MHD stability analysis can be derived as follows.

Let us write with the superscript (0) the quantities at the inside of the surface and with (1) those outside the same surface. The solution of Maxwell's equations in the outside region (vacuum) can be obtained in terms of the Laplace and Fourier transforms of the axial component of the electric field and magnetic induction at the wall

$$E_z^{(1)}(r,m,k,s) = E_z^{(0)}(r_o,m,k,s) \frac{K_m(kr)}{K_m(kr_o)}$$  \hspace{1cm} (1)

$$E_\theta^{(1)}(r,m,k,s) = \frac{m}{kr} E_z^{(1)}(r,m,k,s) - \frac{s}{k} \frac{K_m'(kr)}{K_m(kr)} B_z^{(1)}(r,m,k,s)$$  \hspace{1cm} (2)

$$E_r^{(1)}(r,m,k,s) = \frac{i}{k} \left[ s \frac{m}{kr} B_z^{(1)}(r,m,k,s) - \frac{3}{\partial r} (E_z^{(1)}(r,m,k,s)) \right]$$  \hspace{1cm} (3)

$$B_z^{(1)}(r,m,k,s) = B_z^{(0)}(r_o,m,k,s) \frac{K_m(kr)}{K_m(kr_o)}$$  \hspace{1cm} (4)

$$B_\theta^{(1)}(r,m,k,s) = \frac{m}{kr} B_z^{(1)}(r,m,k,s)$$  \hspace{1cm} (5)

$$B_r^{(1)}(r,m,k,s) = -i \frac{K_m(kr)}{K_m(kr_o)} B_z^{(1)}(r,m,k,s)$$  \hspace{1cm} (6)

$r > r_o$, $K_m$ are modified Bessel functions.
We will assume now that, across the conducting liner, the tangential components of the electric field are continuous

\[ \vec{n} \times \left[ \vec{E} \right] = 0 \]  

(7)

The jump in the tangential components of the magnetic induction is proportional to the surface currents flowing in the surface

\[ \vec{n} \times \left[ \vec{B} \right] = \mu \vec{J} \]  

(8)

while the normal component of the magnetic induction will still be continuous

\[ \vec{n} \cdot \left[ \vec{B} \right] = 0 \]  

(9)

(see for instance reference /1/).

We have then

\[ E_\theta^{(1)} (r_o) = E_\theta^{(0)} (r_o) = E_\theta (r_o) \]  

(10)

\[ E_z^{(1)} (r_o) = E_z^{(0)} (r_o) = E_z (r_o) \]  

(11)

\[ B_\theta^{(1)} (r_o) - B_\theta^{(0)} (r_o) = \mu_0 j = \mu_0 \sigma E (r_o) \]  

(12)

\[ B_z^{(1)} (r_o) - B_z^{(0)} (r_o) = -\mu_0 j = -\mu_0 \sigma E (r_o) \]  

(13)

\[ B_r^{(1)} (r_o) = B_r^{(0)} (r_o) = B_r (r_o) \]  

(14)

From these equations we can express \( B_z^{(1)} (r_o, m, k, s) \) in the form

\[ B_z^{(1)} (r_o, m, k, s) = \frac{\sigma_0}{\sigma_\theta} B_z^{(0)} (r_o, m, k, s) + \frac{m}{k r_o} B_\theta^{(0)} (r_o, m, k, s) \]  

(15)

and finally

\[ B_z^{(1)} (r_o, m, k, t) = \int \left[ \frac{\sigma_0}{\sigma_\theta} B_z^{(0)} (r_o, m, k, (t-\tau)) + \frac{m}{k r_o} B_\theta^{(0)} (r_o, m, k, (t-\tau)) \right] f(\tau) d\tau \]  

(16)

where

\[ f(t) = \frac{K (k r_o)}{m \mu_0 \sigma z} - \frac{\mu_0 \sigma z}{k} \exp \left[ \frac{K (k r_o)}{m \mu_0 \sigma z} t / \frac{\mu_0 \sigma z}{k} \right] \]  

(17)

and now \( B_z^{(1)} (r_o, m, k, t) \) represents the Fourier transform of \( B_z^{(1)} (r_o, \theta, z, t) \). We
have then, as a consequence

\begin{align}
E_z(r_o, m, k, t) &= \frac{1}{\mu_0} \left[ \frac{m}{kr_o} B_{z}^{(1)}(r_o, m, k, t) - B_{z}^{(0)}(r_o, m, k, t) \right] \\
E_{\theta}(r_o, m, k, t) &= \frac{1}{\mu_0} \left[ B_{z}^{(0)}(r_o, m, k, t) - B_{z}^{(1)}(r_o, m, k, t) \right] \\
B_r(r_o, m, k, t) &= -\frac{i m}{k} B_{z}^{(1)}(r_o, m, k, t)
\end{align}

so that we see that the Fourier transforms of the above field components at the wall can be expressed (via convolution integrals in time) as a function of the Fourier transform of the two components of the magnetic induction at the inner wall \(B_{\theta}^{(0)}(r_o, m, k, t)\) and \(B_{z}^{(0)}(r_o, m, k, t)\).

Let us assume now that the plasma limited by the liner is described by the usual set of non linear MHD resistive equations /2/.

If we consider the Fourier transform (in the poloidal (discrete F.T.) and axial directions) and intend that every time a product of two functions which are frequency (\(m\) or \(k\)) dependent appears, it must be considered as a convolution product (in the \((m, k)\) space), we can derive the following set of boundary equations (i.e. equations valid at the wall \(r = r_o\)). Assuming a rigid wall and no mass flow to it (i.e. \(\frac{\partial \rho}{\partial t}\big|_{r=r_o} = 0\)) we get

\begin{align}
\mathbf{v}(r_o, m, k, t) &= 0 \quad (21) \\
\nabla \cdot (\rho \mathbf{v}) \big|_{r=r_o} &= 0 \quad (22)
\end{align}

at the wall \(r = r_o\).

From Ohm's law \(\mathbf{j} = \sigma (\mathbf{E} + \nabla \times \mathbf{B})\) we can derive

\begin{align}
\frac{1}{\sigma} (\nabla \times \mathbf{B}) = \frac{1}{\sigma} \left[ B_{z}^{(0)}(r_o, m, k, t) - B_{z}^{(1)}(r_o, m, k, t) \right] + \\
+ \mathbf{v}(r_o, m, k, t) B_{r}(r_o, m, k, t)
\end{align}

\begin{align}
\frac{1}{\sigma} (\nabla \times \mathbf{B}) = \frac{1}{\sigma} \left[ \frac{m}{kr_o} B_{z}^{(1)}(r_o, m, k, t) - B_{z}^{(0)}(r_o, m, k, t) \right] - \\
- \mathbf{v} \big|_{r=r_o} B_{r}(r_o, m, k, t)
\end{align}

From the momentum equation, for an inviscid fluid we can derive easily an equation for the radial component of the curl of \(\rho (\nabla \mathbf{v})\)

\begin{align}
\left[ \nabla \times (\rho \frac{d\mathbf{v}}{dt}) \right]_r = \frac{1}{\mu_0} \left[ (\mathbf{B} \cdot \nabla) (\nabla \times \mathbf{B}) - (\nabla \times \mathbf{B}) \cdot \nabla \mathbf{B} \right]_r
\end{align}
Equations (21), (22), (23), (24), (25), plus (16), (20) and \( \nabla \cdot \mathbf{B} = 0 \) form a set of eight equations in the eight \((p, v_x, v_y, v_z, B_L, B_0, B_{z0}, B_z)\) Fourier transforms of the above quantities at the wall.

Moreover it is a self-consistent set, because the interaction of the fluid with the external region, via the electromagnetic field has self-consistently taken into account. Furthermore it is easy to verify that in the limit \( \alpha_0, \alpha_z \rightarrow \infty \) the standard boundary conditions at an ideally conducting wall are recovered /3/.

The linearized version of the above set of equations has been used as boundary conditions in a 1-D numerical linear resistive code /4/. The results for a RFP type configuration with the expected plasma parameters of RFX (now in construction in Padova) are shown in figures 1 and 2. The equilibrium magnetic field configuration is the one discussed in /5/ with the pitch function given by \( F(r) = 2(1 - r^2/8 - r^4/192) \). In figure 1 the reduced growth rate \( \tau_{TR}/\tau_{ins} \) is plotted for various values of the ratio wall to plasma diffusion time, as a function of the wall position. In figure 2 an example of the liner anisotropy is shown. Curve (a) which is more suitable for realistic liners \( (\alpha_0/\alpha_z \approx 10) \) emphasizes the ineffectiveness of this liner to stabilise long wavelength modes.
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Effects of Bias Toroidal Field and Filling Pressure on the Performance of the Reversed Field Pinch Device REPUTE-1


Department of Physics, Faculty of Science,
*Department of Nuclear Engineering, Faculty of Engineering,
University of Tokyo, Tokyo 113, Japan

A device named REPUTE-1 (Reversed-Field Pinch University of Tokyo Experiment) with major and minor radii of 82 / 20 cm, using a resistive shell, has been fabricated to investigate the basic plasma physics related to RFP./1,2/ The preliminary result of the operation with this shell has been reported.3/ The vacuum chamber is welded construction using a series of 1 mm thick Inconel bellows (inner minor radius : 22 cm) and 2.4 mm thick port segments arranged in a toroidal geometry. The plasma is isolated 2 cm from the bellows by 127 pieces of Inconel (tentative) limiters (demountable). The vacuum chamber is surrounded by a 1 cm thick stainless steel shell with a single electrical break both in the toroidal direction and poloidal direction (outer side of the torus). The shell's vertical field time constant is 1 ms. The 54 toroidal coils of single turn, powered by 820 kJ capacitor banks, provide a bias toroidal field of 2.5 kG and a reversed field of 1 kG for four reverse times: 0.75, 1.5, 3, and 6 ms. The plasma current is driven by an iron-core transformer of 12 or 24 turns with a flux swing of 1.6 V sec. With the 1.5 ms risetime, ZT-40M has a critical pressure, below which the pinch no longer reverses. As the initial bias field is increased, the critical filling pressure increases.4/ The RFP experiments with slow risetimes have been carried out mostly in the matched mode and less attention has been paid to the plasma properties of the unmatched mode, because HBTX1A experiments have shown that volts-seconds input to the plasma normalized by the plasma current, the pinch parameter and the major radius has a minimum when the reversal is matched.5/ Even though aided-reversal mode is possible in the REPUTE-1, the following programing of $B_\phi$ field is found optimum; the bias field is forced to be zero in the case of no plasma. The spontaneous reversal of the toroidal field occurs when the plasma current flows. In this paper, therefore, we report the characteristics of the RFP plasma in the current level of 200 kA, varying the bias toroidal field with this $B_\phi$ programming. The OH primary current is initiated at the time when the toroidal field power circuit starts to reverse the field. The risetime of the OH primary current and the reverse time of the $B_\phi$ field are 0.75 ms in these experiments. Piezoelectric valves are used for gas puffing. Filling gas pressure is controlled by changing the duration of valve opening, typically 15 - 50 ms with two valves. Valves are opened 500 ms before OH start in these experiments. An electron gun of 1 kV, 1 A is used for preionization. A discharge is initiated 50 μs after the start of OH primary current. The
breakdown voltage is 400 - 500 V. The initial plasma configuration is a tokamak mode. Figure 1 shows the time evolution of the plasma current and the toroidal flux inside the plasma column, the strength of the bias toroidal field $B_\phi$ being the parameter. When $B_\phi$ is high (2.3 kG), the initial toroidal flux ($2.8 \times 10^{-2}$ Wb) decreases in time to $1.6 \times 10^{-2}$ Wb at 0.5 ms; the start of RFP formation. The plasma current becomes maximum of 216 kA at 0.7 ms. The loop voltage is 135 V, therefore, the plasma resistance is 0.63 m\Omega. The toroidal flux remains nearly constant after the current peak. In the case of the intermediate bias field (1.1 kG), the initial toroidal flux ($1.4 \times 10^{-2}$ Wb) remains nearly constant; so called matched mode. The plasma current is smaller than that of the high bias field. When the bias toroidal field is reduced further (0.7 kG), the toroidal flux increases from the initial value of $9 \times 10^{-3}$ Wb to $1.3 \times 10^{-2}$ Wb at the RFP formation phase. The plasma current becomes smaller in this case. Plasma properties of three cases are summarized in Table 1. Figure 2 shows the common F-θ trajectory with the curve of the Bessel Function Model, where F and θ are defined as the surface averaged toroidal and poloidal magnetic field at the plasma boundary, divided by volume averaged toroidal field inside the plasma column, respectively. The RFP state is set up at 0.5 ms after OH primary current starts in the case of high bias field (2.3 kG). The discharge stays at θ value of 2.0 at the flat-topped current portion (0.7 - 1.0 ms). The RFP formation is set up earlier and θ value at the flat-topped current portion is a little lower in the case of lower bias field (around 1.8 in the matched mode), even though each path to the RFP state is almost the same in three cases; the reason for the lower θ value is due to the lower plasma current. When the toroidal flux increases in the low bias case, θ decreases to 1.6. As the plasma current decreases in the termination phase, θ decreases and the reversal state is destroyed. Figure 3 shows the operation window in the filling pressure and the bias toroidal field. When the filling pressure is too low, the toroidal flux decreases monotonically in time and the RFP is not formed, as in the 1.5 ms risetime case of the ZT-40M/4; the symbol x in the operation window designates this situation. At high filling pressure, the conductivity temperature decreases and O V is not burnt through. The symbol ∆ designates this situation. As the bias toroidal field is increased, the operation window for good RFP shifts to higher filling pressure and the window becomes narrow. The initial line-averaged density measured vertically by CO2 interferometer corresponds nearly to the filling pressure. The density decreases in time gradually; for example, from $2.5 \times 10^{14}$ cm$^{-3}$ (initial) to $1.5 \times 10^{14}$ cm$^{-3}$ (at the time of the current peak) in the case of 4 mTorr filling pressure. The value of $I/N$ at the flat-topped current portion is $1.1 \times 10^{-14}$ A m. 

In conclusion, the toroidal flux is reduced to almost the same value at the current flat portion independent of the initial bias field. The higher bias field makes better RFP plasma parameters, such as lower resistivity and higher flat-topped plasma current, even though the pinch parameter θ is higher. The reason is considered as the better plasma properties in the tokamak phase with higher toroidal field.
Table 1 Plasma Parameters

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>△</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias toroidal field (kG)</td>
<td>2.3</td>
<td>1.1</td>
<td>0.7</td>
</tr>
<tr>
<td>RFP formation time (ms)</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Plasma current (kA)</td>
<td>216</td>
<td>185</td>
<td>172</td>
</tr>
<tr>
<td>Plasma resistance (mΩ)</td>
<td>0.63</td>
<td>1.0</td>
<td>1.2</td>
</tr>
<tr>
<td>averaged density (10^13 cm⁻³)</td>
<td>15.0</td>
<td>3.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Pinch parameter</td>
<td>2.0</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>I/N (10⁻¹⁴ A m)</td>
<td>1.1</td>
<td>4.9</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Fig. 1 Time evolution of plasma current (bottom) and toroidal flux (top), bias toroidal field being the parameter; O: 2.3 kG, △: 1.1 kG, X: 0.7 kG.
Fig. 2
Trajectories in F-Θ diagram, bias toroidal field being the parameter;
O : 2.3 kG,
Δ : 1.1 kG,
X : 0.7 kG.

Fig. 3
Operation window in filling pressure and bias toroidal field;
O : good RFP,
X : No RFP,
Δ : bad RFP with heavy radiation loss.
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Application of the Scaling Laws to the REXIMPLO Spherical Pinch Machine: Experimental Results

E. Panarella and V. Guty
National Research Council of Canada
Ottawa, Canada K1A OR6

ABSTRACT: The spherical pinch configuration is characterized by a hot, dense plasma in the center of a sphere, plasma which is contained and compressed by spherical shock waves created by strong discharges at the periphery of the metal vessel. The recent derivation of the scaling laws for spherical pinches has provided new directions to the experimental program: 1) the central plasma seems to be able to approach the required temperature for satisfying the 1st scaling law, mainly because, at the high gas pressures that we are dealing with, of the order of several atmospheres, the plasma resistivity is at variance from the classical Spitzer's formula and in agreement with Braginskii's formula, and 2) the spherically imploding shock waves can be controlled to maintain the required symmetry for uniform compression of the central plasma.

High speed plasma flow visualization as well as other diagnostic techniques indicate that the central plasma and the imploding shocks are creating conditions of fusion interest in their approach to satisfying the Lawson criterion.

1. Introduction

The scaling laws for spherical pinch experiments [1] are quite clear in their prescriptions for creating a plasma satisfying the Lawson criterion for breakeven. The first scaling law states that a plasma should be created in the center of a spherical vessel with an energy density $E_e/M_e$ so as to satisfy the following relation:

$$\frac{E_e}{M_e} > 1.86 \times 10^8 \text{ J/g}$$

where $E_e$ is the energy (in J) deposited in the central plasma of mass $M_e$ (in g). The second scaling laws states that the following relation should be satisfied in order to contain and compress the central plasma for a time sufficiently long for breakeven:

$$\rho_0 R \left( \frac{E_e}{M_s} \right)^{1/4} > 1.96 \times 10^6$$

where $\rho_0$ (in g.m$^{-3}$) is the initial density of a deuterium-tritium mixture filling a spherical vessel of radius $R$ (m), $E_e$ (J) is the energy deposited in the spherical shell, and $M_s$ (g) is the shell mass.

In recent times our work has been mainly confined to verifying if the first scaling law can be experimentally satisfied. However, we have also dedicated some attention to a preliminary investigation of the verification of the second scaling law.

The experimental results and some analysis are reported in the following sections.
The first scaling law summarizes the requirement that the central plasma should be heated to a temperature of not less than 2.58 KeV. In an attempt to verifying if such temperature can be approached in a high density gas by the deposition of electrical energy through a spark, we have discharged in hydrogen at ~8.2 atm a small condenser bank of 726J between two electrodes separated by a distance of 0.5 cm. A streak photograph of the spark development is shown in Fig. 1. It appears that the shock velocity, for the first 20 nsec of the discharge, is ~5.38 x 10^7 cm/sec which corresponds to a temperature of 2.25 KeV, according to the relation:

\[ kT(\text{KeV}) = 7.76 \times 10^{-12} v_s^2 (\text{m}) \]  

This is an unusually high temperature for a spark. In order to see if it can be justified on the basis of the classical Spitzer's resistivity formula or Braginskii's formula, we have carried out the following calculations, assuming that the hot channel volume of the spark is a small sphere in the center space between the two electrodes (Fig. 2) and that its radius \( R_e \) increases vs. time as indicated in the same figure and as derived from the streak photograph of Fig. 1. The calculations yield:

- Average radius of the spark channel \( R_e = 1.52 \times 10^{-4} \) m
- Average volume of the spark channel \( V_e = \frac{4}{3} \pi R_e^3 = 1.47 \times 10^{-11} \) m^3
- Gas density (at 8.2 atm) \( \rho_o = 8.49 \times 10^2 \) g/m^3
- Mass \( M_e = V_e \cdot \rho_o = 1.25 \times 10^{-8} \) g

The relation between specific energy \( E_e/M_e \) and temperature \( kT \) in the spark channel is:

\[ E_e/M_e = kT/\rho_o \]

\[ = 7.76 \times 10^{-12} v_s^2 (\text{m}) \]
The temperature inferred from the shock velocity is 2.25 KeV. Hence, the energy deposited into the spark channel is:

\[ E_e = \frac{2.25 \times 1.25 \times 10^{-8}}{1.38 \times 10^{-8}} = 2.04 \text{ J} \]

This represents 0.28% of the total condenser bank energy and therefore it is a reasonable figure. Since the current flowing through the spark, as deduced from the parameters of the circuit, is \( I = 3 \times 10^4 \text{ A} \), the current density is

\[ j = \frac{I}{\pi R^2} = 4.11 \times 10^{11} \text{ A.m}^{-2} \]

From the above parameters we can now calculate the spark channel resistivity. Knowing that the amount of energy deposited in the spark is \( E_e = 2.04 \text{ J} \), the power flowing through the spark is:

\[ P_e = \frac{E_e}{t} = 1.00 \times 10^8 \text{ W} \]

where \( t \) is the interval of time during which the energy \( E_e \) is deposited in the spark channel, namely the first 20 nsec of the discharge. (Incidentally, this figure can be used to derive the voltage \( V_s \) across the central part of the spark:

\[ V_s = \frac{P_e}{I} = \frac{1.00 \times 10^8}{3 \times 10^4} = 3.3 \times 10^3 \text{ V} \]

This figure is clearly consistent with the actual voltage \( V = 20 \text{ KV} \) applied across the whole length of the spark gap. We can now calculate the power per unit volume:

\[ P = \frac{P_e}{E_e} = \frac{1.00 \times 10^8}{1.47 \times 10^{-11}} = 6.81 \times 10^{18} \text{ W.m}^{-3} \]

from which the spark resistivity is:

\[ \eta = \frac{P}{j^2} = \frac{6.81 \times 10^{18}}{(4.11 \times 10^{11})^2} = 4.02 \times 10^{-5} \text{ ohm.m} \]

This resistivity is very close to the value provided by Braginskii [2]:

\[ \eta = 4.5 \times 10^{-5} \text{ ohm.m} \]

and at variance from the Spitzer's resistivity [3]:

\[ \eta = 3.3 \times 10^{-8} T^{-3/2} \text{ ohm.m (T in KeV)} \]

\[ = 3.3 \times 10^{-8} (2.25)^{-3/2} = 9.78 \times 10^{-9} \text{ ohm.m} \]

In conclusion, it seems that the temperature of the spark, as derived from the shock velocity in the first 20 nsec of the discharge, can be justified with the Braginskii's formula for the spark resistivity, but not with the Spitzer's formula, which differs by about four orders of magnitude from the former.

3. Second scaling law

The prescription of the second scaling law (2) is that the working pressure of the gas within the spherical vessel has to be of the order of several atmospheres, if the range of radii of the vessel should remain unchanged at between 2 and 10 cm and the energy density deposited in the peripheral shell should also remain unaltered at \( \sim 10^{-6} \text{ J/g} \). To this end, we have recently built a high pressure cylindrical discharge vessel and are proceeding with some initial experimental tests in such cylindrical geometry. The peripheral energy deposition is obtained by means of resistive discharges, as schematically shown in Fig. 3. In detail, the geometrical configuration of the electrical circuit consists of two semicircular discharges in which the
sparks are arranged in series, as shown in Fig. 4. Some preliminary results are shown in Figs. 5 and 6. Figure 5 shows that, when the peripheral sparks from the discharge circuit on the left side have more energy than those on the right side, the imploding shock waves from the left push the central plasma to the right. On the other hand, when the peripheral sparks from the discharge circuit on the right side have more energy than those on the left side, the imploding shock waves from the right push the central plasma to the left. We are attempting now to equalize the two energy depositions—left and right—in order to have a symmetric pinching action on the central plasma.
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CURRENT AND FIELD SELF-REVERSALS IN TOROIDAL PINCHES

E.A. Witalis, Res. Inst. of Nat. Defence, Box 27322, S-102 54 Stockholm, Sweden

Abstract: Magnetically induced plasma rotation is described and used together with early experimental results to explain self-reversals of poloidal current and toroidal field.

Theory: The basic fluid equations for plasma mass and charge transports,

\[
\rho \frac{dV}{dt} = J \times B - \nabla \cdot P \quad \text{and} \quad \nabla / \sigma = E + V \times B - \frac{1}{\epsilon_n} \left( J \times B - \nabla \cdot P_e \right)
\]

can, without simplifications, be combined to yield, \[1\]

\[
\frac{d}{dt} \int B \cdot ds - \frac{d}{dt} \int \rho \frac{m}{\epsilon_n} V \cdot ds + \int \rho \frac{e}{\epsilon_n} E - \frac{1}{\epsilon_n} V \cdot (P - P_e) - \frac{\hat{I}}{\epsilon_n} ds
\]

(1)

The integrals refer to a closed loop, length element \( ds \), attached to the moving mass frame of the high density plasma and defining the boundary of a surface, element \( ds \). The dominating convective derivative terms relate magnetic flux variations with rotation of mass. The last integral describes well-known but in practice small effects by excess charge, baroclinic vector and ion-electron friction, respectively, upon such rotation.

In a footnote on p. 272 Braginskii \[2\] derives a slightly simpler differential form of (1) and then points out its gas dynamic limit, i.e. the Kelvin circulation theorem, as well as its "ideal" MHD theory limit of mass "frozen" to magnetic lines of force. However, there is no attention in \[2\] to the fact that, because of the quasi-neutrality \( \rho_e / \epsilon_n \ll 1 \), standard MHD plasma theory denies the capability expressed in (1) for the LHS moving frame inductive electric field alone to drive the first RHS term strong rotational mass motion. Upon inspection Eq. (1) and the Braginskii derivation are found, implicitly, to concern the plasma ionic species motion. The proof of their general validity \[3\] requires attention to the important but long overlooked fact that quasi-neutrality in a magnetized plasma in sustained by non-central particle interaction forces. The usual equality between external torque and angular momentum rate of change simply becomes incorrect!

Quasi-neutrality is thus the key physical property in proving Eq. (1), not an argument against it, \[3\]. In addition, the early Lighthill criticisms \[4\] of MHD plasma theory are found to be correct \[5\], and theoretical justification is obtained for various "ion Vlasov fluid" plasma models having kinetic or MHD fluid dynamic ions but with the electrons just as a massless, charge-neutralizing background.

Application. The figures, copied from \[6\], illustrate a representative case of stages during the current rise time up to a weak magnetic field self-reversal in the Mark IV torus of the CTR division at Harwell in 1960. Minor diameter \( 2a = 0.31 \, \text{m} \), aspect ratio \( a/R = 1/4 \). Note how the initial field is retained at the conducting wall. By writing the pinch channel pressure balance as

\[
- \frac{dp}{dr} = \frac{r}{R} \int \nabla \cdot [m(r) - n(r)] \quad m = RB / rB, \quad n = R_\phi / r_\phi
\]

(2)
and applying a no-corrections slide rule analysis to the Fig. 1 data the turn number distributions of the helical magnetic lines of force (m) and current paths (n) were obtained as seen by Figs. (2)-(4). (The inverse of \( n/a \)) was later assigned excessive importance in toroidal discharge theory under names like "safety factor" and \( q \)-value. Force-freeness, \( n=m \), is seen to be a rather poor approximation. In contrast, "ideal" MHD theory leading to a Bessel function description \([7]\) is good but only for the dense channel core region. Outside, a lower density and diffuse boundary region with \( \lambda_1/a=1, \lambda_2^2=m_1/\mu_0 e^2 n_1 \) exists where Eq. (1) replaces "ideal" or resistive MHD theory. (A small ion collisionless skin depth, \( \lambda_1/a<1 \), is the general criterion for neglecting the Hall term i.e. for using classical MHD theory, \([3]\).)

The pronounced minima of \( B_\phi \) shown in Fig. 1 imply by the Maxwell equation curl \( B=\mu_0 i \) a reversal there of the poloidal current density. Explanations based on direct or elaborated single-fluid MHD theory do not seem possible, \([8]\). This is seen here as expected as Eq. (1), instead, is valid. Consider a poloidally directed, moving, circular loop of radius \( r \), initially \( r \).

An integration of the dominating convective derivative terms in Eq. (1) yields

\[
C_0(r_{in}) = \frac{\gamma_\phi(r)}{e} - \frac{m_1}{e} 2\pi r V_{i\theta} = \frac{m_1}{e} 2\pi r V_{i\theta} = \lambda_1^2 \mu_0^2 i_{i\theta} 2\pi r = -\lambda_1^2 \frac{\partial B_\phi}{\partial r} 2\pi r
\]

\( C_0 \) is the approximately conserved canonical angular momentum, \( \gamma_\phi \) is its field part consisting of the enclosed toroidal magnetic flux, \( m_1 = \rho_m/n_e \) is the effective ion mass, \( V_{i\theta} \) is the ion poloidal velocity, \( j_{i\theta} \) is the associated current density creating a field variation \(-\mu_0^{-1} \partial B_\phi/\partial r\).

Eq. (3) states that an increase of the field part \( \gamma_\phi \) is accompanied by a decrease in the matter part, however, the latter also creates magnetic effects (except in the dense core region where by \( \lambda_1=0 \) "ideal" MHD is reproduced as a limit). Thus, at the minima, \( j_{e\theta} + j_{i\theta} = 0 \), i.e. the fluxamplifying poloidal part of the helical electronic current distribution is cancelled by the opposed ionic current carried by the matter part of the conserved canonical angular momentum.

A helical path with \( n \) turns encompasses the magnetic flux \( n\gamma_\phi - \gamma_\theta \). Note the signs. The self-inductive electric field \( E_\phi \), directed along this current path, when referring to a "toroidal unit" length \( a/R \) of the plasma channel, is given by the induction law

\[
E_{\phi\theta} = -\frac{d}{dt}[\gamma_\phi (na/R - \gamma_{\theta} a)] = -\frac{d}{dt}[\gamma_\phi (na/R-\theta)]
\]

where the flux ratio term is well approximated by the usual pinch parameter \( \theta = B_\theta(a,t)/B_\phi(t=0) = \mu_0 I_\phi^2/2\pi a^2 I_\phi \). \( \theta \) crudely accounts for the metal vessel toroidal flux conservation and it linearly increases from zero with \( I_\phi(t) \). In contrast, \( na/R \) slowly increases from an initially indeterminate value of order unity. Thus, at a certain \( \theta \)-value there will occur a reversal of the plasma channel self-inductive electric field so as to
\[ B_0 = 50 \text{ gauss} \]

**Fig. 1**

<table>
<thead>
<tr>
<th>( t ) (( \mu \text{s} ))</th>
<th>70</th>
<th>90</th>
<th>110</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_0 ) (kA)</td>
<td>5.13</td>
<td>6.53</td>
<td>7.54</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.33</td>
<td>0.49</td>
<td>0.95</td>
</tr>
<tr>
<td>( \theta ) (\text{deg})</td>
<td>131</td>
<td>174</td>
<td>194</td>
</tr>
</tbody>
</table>

**Fig. 2**

**Fig. 3**

**Fig. 4**

**Fig. 5**

**Fig. 6**
make it no longer oppose but contribute to the external current driving flux swing field. The observed outcome, emphasized in [6], was a saturation for the average current turn number \( \bar{n} \), referred in [6] to as a "rigid" current configuration, see Fig. 6, and the occurrence of the well-known unsymmetry in the helical current distribution, described in [6] as a helical "notch" but later in MHD theory usually called an "m = 1 kink instability", [7]. These phenomena required \( \theta \)-values of about 1.2 whereas actual toroidal field reversal was not reached until \( \theta = 1.8 \), [6].

Strong toroidal field reversal is usually taken, and correctly so, to be associated with complicated rearrangements of current and field distributions within the plasma channel, [7]. Lack of space prevents suggestions here of how the moving frame inductive field Eq. (4) couples to rotational plasma mass motions driven by inductive electric fields, as expressed by Eq. (1).

In the present work attention has been given to moving frame fields and moving current paths rather than the moving magnetic lines of force in usual MHD theory. (Electromagnetic theory offers no unique definition of the motion of a line of force.) An extension of this treatment is given in [5] where a magnetized plasma in fluid formulation is mathematically described as an assembly of moving, deformable, resistive, magnetically and mechanically interacting current tubes, each with its identity retained during their motion.
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1. Introduction

A single-channel, double-pass, CO2-laser phase-quadrature interferometer in the configuration of Jacobson and Call [1] has been used to measure $n_E$, the plasma electron density averaged across a vertical minor diameter (~0.5 m) of HBTX1A reversed field pinch plasmas [2].

2. The Interferometer

The layout of the interferometer is illustrated schematically in Figure 1. The 10.6 μm gaussian beam from the CW laser, L, is directed onto a germanium acousto-optic modulator or Bragg cell, B, where it is diffracted as though by a moving grating. The zeroth order proceeds to a CdHgTe photovoltaic detector, D, while the first order, displaced from the incident beam 77 mrad in angle and 40 MHz in frequency, traverses the plasma and encounters a corner cube, C, which returns it back on itself to the modulator. Use of a corner cube as opposed to a simple mirror confers relative immunity to small refractive bending of the probe beam by the plasma. Rotating the modulator to the Bragg angle simultaneously maximizes radiation in the first order, and directs the reflected portion along the zeroth order path onto the detector. There, provided the path difference $2SC$ between the beams is less than the laser's coherence length, the zeroth and first orders mix, generating a beat signal that appears as a voltage at an IF of 40 MHz.

Some radiation reflected by the corner cube inevitably returns to the laser via the Bragg cell, but the interferometer and the laser are nevertheless decoupled because two passes through the modulator produce an 80 MHz frequency shift, moving the frequency of the returning beam well outside the laser gain profile.

Since the phase but not the amplitude of the IF signal carries the electron density information, the detector output is amplified by an automatic gain compression amplifier to 5V for any input greater than a few mV.

Vibration is negligible, at least for the first few ms of the plasma discharges, and the electrical noise level is such that a fringe shift of 0.001, corresponding to a change in density $\Delta n_E = 1 \times 10^{17} \text{ m}^{-3}$, can be detected.

Figure 1  Schematic of the interferometer. L the laser, B Bragg cell, D detector, P plasma, C the corner cube reflector.
3. Plasma Density

Time-resolved density profiles, shown accompanied by a trace of toroidal current \( I_\phi \) in Figure 2, exhibit a rapid rise to a maximum, followed by a decrease by a factor of about 5 to a level that persists or falls only slowly during the period of sustained field reversal, until a fairly abrupt termination occurs when current ceases to flow. Peak density \( n_e \) is proportional to the gas filling pressure \( P_0 \), and increases monotonically with peak current \( I_\phi \), as shown in Figure 3. The density at current peak however is quite independent of current and depends only on filling pressure (Figure 4). Once sustained reversed field has been established, filling pressure seems to have lost all influence, and density is then proportional to the prevailing current as can be seen in Figure 5. That is, during sustainment the density adjusts itself in such a way as to keep \( I_\phi / N \) constant, where \( N \) is the number of electrons per metre around the torus. Assuming a parabolic density profile and plasma radius \( a = 0.245 \text{ m} \), \( I_\phi / N = 1.3 \times 10^{-13} \text{ amp m} \) in these discharges.

![Figure 3: Peak density as a function of peak current.](image)

4. Fluctuations

The noise level due to electrical sources, but excluding mechanical vibration, appears during the first ms of the density trace in Figure 2 before the plasma discharge begins. Expansion of the diagram reveals that this consists of digital steps of 0.0005 fringes amplitude, consistent with the 10-bit dynamic range of the ADC. The oscillations to be seen during the sustainment phase have excursions of 0.0025 fringes or more, and can be attributed to real fluctuations in line-averaged density \( \Delta n_e = 0.5 \times 10^{18} \text{ m}^{-3} \), corresponding to
a relative line-averaged fluctuation level \( \Delta n_e / n_e \approx 2.5\% \). Larger fluctuations can be seen during termination, and still larger during the setting-up phase but none of these have the character of sawtooth oscillations. The power spectrum of the sustainment phase fluctuations is maximum between 10-20 kHz, and falls towards higher frequencies according to a \( \nu^{-4} \) law.

5. Derived Parameters

Combining density results with temperatures measured by Thomson scattering (which agree with SiLi detector x-ray data), and with resistivity, \( \eta \), calculated on the basis of magnetic helicity balance [3] from measured values of the pinch parameter \( \Theta \), the reversal parameter \( F \), and plasma resistance = loop volts/\( I_p \) \( \approx 250 \) \( \mu \Omega \), and assuming a quasi-flat temperature radial distribution, leads to derived parameters characterizing the sustainment phase of the pinch. These are summarized in the accompanying TABLE.

The conductivity temperature on axis \( T_{eo} \), is calculated assuming axial resistivity (which is the global value quoted divided by 1.45 for vertical field \( B_b \) off and by 1.3 for \( B_b \) on) is Spitzer-Härm for ion charge \( Z = 1 \). The striking discrepancy between the temperatures measured directly and those deduced from resistivity is presented in terms of an implied effective ion charge in the

![Figure 4](image-url)  
**Figure 4** Density at current peak as a function of peak current.

![Figure 5](image-url)  
**Figure 5** Density during sustained field reversal as a function of prevailing current.
6. Conclusions

A simply configured 10 μm wavelength interferometer has been used to trace the history of plasma density in typical RFP discharges in HBTX1A. During the setting-up phase, the plasma appears to lose all memory of the initial gas-filling pressure, and adjusts itself so that during the sustained reversal, the value of \( I_\phi/N = 1.3 \times 10^{-13} \) amp metres is maintained. Line-integrated density fluctuations of a few percent are observed throughout sustainment, and anomalously high resistivity, corresponding to a discrepancy between conductivity temperatures and those measured directly, can be expressed as an effective ion charge often considerably greater than 10. This contrasts with the much lower values of \( Z_{\text{eff}} \) measured spectroscopically.
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Abstract: An account of charged particle motion in a cylindrically symmetric Z-pinch, without axial magnetic field, is given. General rigid drift equilibria are considered.

1. Introduction

Recent Z-pinch experiments [1,2,3], showing remarkable stability, have called for a more detailed understanding of Z-pinch physics. Although it is one of the oldest configurations no general study of particle orbits seems to exist. (The different orbit types in relativistic motion have, however, been classified by Gratreaux [4].) In the following only a brief outline of the subject can be presented. The details are to be found in [5].

2. The normalized Hamiltonian

In a rigid drift equilibrium, where the axial macroscopic drift velocities of electrons and ions are constants, the ion Hamiltonian in a system $S$ can, after normalization with $e$, $m_i$, $v_{i\text{th}} = (T_{i\text{th}}/m_i)^{1/2}$, and $r_0$ (the pinch radius), be written

$$H = p_z^2/2 + U(r|p_\theta, p_z),$$

where the effective potential

$$U(r|p_\theta, p_z) = p_\theta^2/(2r^2) + (p_z + a(r)/\lambda_1)^2/2 + a(r).$$

Here, $\lambda_1 \equiv U_{\text{s}}/v_{\text{i th}}$, where $U_{\text{s}}$ is the axial velocity of $S$ relative $S_0$, the system where $\alpha(r) = 0$. The function $\alpha(r)\alpha A_f^2(r)$ contains the radial dependence of $A_f^2(r)$. In the special case of the Bennett equilibrium, where the electron and ion distributions are drifting Maxwellians, we have $\alpha(r) = 2\text{ln}(1+r^2)$. (1) and (2) show that the problem is one-dimensional, and that $\lambda = \lambda_1$, which is a measure of the ratio between electrostatic and magnetic forces, is the important parameter.

3. The number of minima in $U$

If $U(r)$ for a given particle has only one minimum it simplifies the orbit analysis considerably. By examining the sign of $U''(r)$ at the radii where $U'(r) = 0$ one can show that if
\[
\alpha''(r)/\alpha'(r) = \frac{A''(r)/A'(r)}{A'(r)/A'(\infty)} > -\frac{3}{r}
\]

then there exists only one minimum in \(U(r)\) for all values of \(p_g\) and \(p_z\), i.e. for all particles. The corresponding radius we call \(r_g(p_g,p_z)\).

Condition (3) is equivalent to \(j_z(r) > \bar{j_z}(r)\), where \(\bar{j_z}(r)\) is the average current density inside the radius \(r\).

4. Classification of orbit types

Provided (3) is fulfilled the orbits with \(p_g \neq 0\) can be classified according to Fig. 1. (The special case \(p_g = 0\) must be treated separately, see [5]).

![Fig. 1. Orbit types for \(p_g \neq 0\).](image)

Whether the orbit is of type 1 or 2 is determined by the curvature in the poloidal plane.

\[
\begin{align*}
& \text{Type 1 if } E > E_c(p_g,p_z) \text{ and } p_z < -\lambda \\
& \text{Type 2 if } E < E_c(p_g,p_z) \text{ or } p_z > -\lambda
\end{align*}
\]

(4)

\[
E_c(p_g,p_z) = \frac{p_g^2}{2x_c^2} - \frac{\lambda p_z}{\lambda^2/2}
\]

(5)

and \(r_c(p_z)\) is defined by

\[
p_z + \lambda + \alpha(r_c)/\lambda = 0.
\]

(6)

Types a and b differ in that a-orbits have loops in the \(z-r\) plane and b-orbits have not.

\[
\begin{align*}
& \text{Type a if } E > E_a(p_g,p_z) \text{ and } p_z < 0 \\
& \text{Type b if } E < E_a(p_g,p_z) \text{ or } p_z > 0
\end{align*}
\]

(7)

\[
E_a(p_g,p_z) = \frac{p_g^2}{2r_a^2} - \lambda p_z
\]

(8)

and \(r_a(p_z)\) is defined by

\[
p_z + \alpha(r_a)/\lambda = 0.
\]

(9)
Furthermore, $E$ is limited from below by the fact that $p_r^2(x)$ must be positive,

$$E > E_{\min}(p_r, p_r) \equiv U(r(p_r^2, p_r)|p_r^2, p_r).$$

(10)

Fixing $p_r \neq 0$, conditions (4), (7) and (10) are conveniently displayed in a $p_z$- $E$ diagram. (Fig. 2).

5. Distribution of orbit types

A $p_z$- $E$ diagram can also be used to display the orbit type criteria for particles at a given fixed radius $r$. The curves $E_c$ and $E_\xi$ are the same, but (10) is replaced by $E > U(r|p_r, p_r)$. ($p_r^2(r)$ must be positive). In Fig. 3 an example is shown, where the condition for small gyroradii, $E < p_z^2/2$, $p_z < 0$, is also included. The cross roughly represents thermal values of $p_z$ and $E$.

Fig. 3 can be compared with a computer calculated distribution of orbit types, see Fig. 4. Positions and velocities are sampled according to the Bennett equilibrium distribution function.
Fig. 4. The one-dimensional density $n_1(r)$ of different orbit types. $a(r) = 2\ln(1+r^2)$, $\lambda=1$.

6. $\lambda \ll 1$ (Gyroorbits)

Here, $U(r)$ can be expanded around $r_0$, and a measure, $\xi$, of the deviation from harmonic radial motion for typical particles is introduced. For $\lambda < 0.2$, one gets $\xi = \lambda$ which is the usual gyro ordering. In the range $0.2 < \lambda < 1$, however, two terms in $U'''(r)$ tend to cancel, and we find $\xi = -1/2$. This means that even for $\lambda \ll 1$ the radial motion is approximately harmonic.

7. Constant current density

The first term in the Taylor expansion of $a(r) = 2\ln(1+r^2)$ around $r=0$ is $a_0(r) = 2r^2$, corresponding to a constant current density. Exact solutions of the equations of motion, with $a(r) = 2r^2$ and arbitrary $\lambda$, can be obtained [5]. Unfortunately, elliptic functions and integrals must be used, and the dependence on the constants of motion is implicit and very complicated. In the limiting case $\lambda >> 1$, however, explicit solutions can be obtained using canonical perturbation theory. It is found that up to $O(1/\lambda^2)$ terms the projections of the orbits onto the poloidal plane are stationary ellipses extending all over the pinch cross section. If $O(1/\lambda^2)$ terms are included the ellipse starts to rotate around the axis with angular rotation velocity $\dot{\phi}_1 = p_b/(2\lambda^2)$. However, the neglected terms in the Taylor expansion of $a(r)$ also cause the ellipse to rotate, but with angular velocity $\dot{\phi}_2 = p_b/4$. Hence $|\dot{\phi}_1/\dot{\phi}_2| = 2/\lambda^2 << 1$, and the latter effect usually dominates.
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New self-similar solutions of ideal MHD equations, which describe essentially nonuniform compression of a plasma in a cylindrical Z pinch geometry, are presented. They include collapse of shock waves and cavities, converging to the pinch axis, reflection of the shock wave from the axis, an inverse Z pinch flow, etc. In most of the solutions a concentrated current on the pinch axis is present, which can be interpreted as a current line penetrated into a weakly ionized plasma when the main current was switched on, a result of previous stages of plasma compression, or simply as a current via a central electrode, if there is one.

All the flow variables are assumed to be functions of 

\[ \xi = r/R(t) \]

and time \( t \), \( R(t) \) being the time-dependent length scale of the problem. Introducing the dimensionless compression ratio \( a(t) = R(t)/R(t_0) \), we choose the self-similarity ansatz in the form:

\[
\begin{align*}
  u(r,t) &= \dot{R}(t) \xi U(\xi), \\
  n(r,t) &= n_0 a(t)^{2\lambda} N(\xi), \\
  T(r,t) &= T_0 a(t)^{-2\lambda} \Theta(\xi), \\
  H(r,t) &= H_0 a(t)^{\lambda-1} B(\xi),
\end{align*}
\]

\[ R(t) = R(t_0) \left| t/t_0 \right|^{\alpha}, \]

where \( u \) is the plasma radial velocity, \( H \) is the azimuthal magnetic field, \( n_0, T_0 \) and \( H_0 \) are normalization constants,
\( \lambda \) and \( \chi \) are the two independent self-similarity exponents 
\(( \alpha = 1/(\lambda + 1) )\).

Passing into new variables \( S \) and \( A \), related to sonic and Alfvén characteristic velocities, respectively,

\[
S = \frac{\gamma r}{\xi^2(1 - U)}, \quad A = \frac{B^2}{\xi^2N(1 - U)},
\]

reduces the system of four ordinary differential equations for \( U(\xi), N(\xi), \Theta(\xi), B(\xi) \) to an autonomous dynamic system in a 3D phase space \((U, S, A)\), \( \xi = \log(\xi) \) being the independent variable. The fourth equation is replaced by an integral, expressing \( N(\xi) \) via \( S(\xi), U(\xi) \) and \( \xi \), which is obtained exactly as in gasdynamics [1]. The self-similar solutions are represented by the trajectories of the dynamic system. To be physically meaningful, these trajectories should not intersect the characteristic plane

\[
U + S + A = 1
\]

in nonsingular points of the dynamic system. Since the singular points, where the intersection is allowed, form a 1D manifold on the plane (3), here the spectrum of eigenvalues \((\lambda, \chi)\) is continuous - in contrast to gasdynamics, where the singular points on the line \( U + S = 1 \) are isolated, and the corresponding spectra - discrete [1-3].

The self-similar profiles are shown in Figs. 1-4. Fig. 1 represents a collapse of a cavity - or, which is the same, of a hollow plasma liner - on the current-carrying axis (here \( \lambda = 0.1, \chi = -0.4 \)). Fig. 2 describes the same flow for \( t > 0 \), when the reflected shock wave propagates into the converging plasma. Figs. 3, 4, plotted for \( \lambda = 0.25, \chi = 0 \); correspond to
parts of the same trajectory in the \((U, S, A)\) phase space; Fig. 3 describes a converging ionizing shock wave \((t < 0, \text{ collapse at } t = 0)\), Fig. 4 - an inverse Z pinch flow, ionizing
the nonperturbed gas \((t > 0)\). Here solid and dashed profiles \(B(\xi)\) correspond to the gasdynamic and MHD limiting regimes of propagation of ionizing shock waves in magnetic field, respectively [4].

At the moment of collapse \(t = 0\) the flow variables have the power-law profiles. Of course, the self-similar solutions must give integrable at \(r = 0\) densities of mass, energy and current (this is so if \(\gamma + 1 > 0\) and \(\gamma - \lambda + 1 > 0\)). To prevent the divergence of total mass and energy per unit length and current at \(r \to \infty\), one should explicitly incorporate into the solution the current sheath on the plasma-vacuum interface. Then the current carried by the plasma \(I_p(t)\) is finite, its time dependence being different from the power-law one, governing the current on the axis \(I_0(t)\). They are both shown in Fig. 5 for the conditions of Fig. 1 (the scales of \(I_p(t)\) and \(I_0(t)\) are different).
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1. INTRODUCTION

The reversed-field-pinch (RFP) plasma has been maintained in the equilibrium by a thick conducting shell. However, the vertical magnetic field generated by the external coils must be applied to obtain the plasma equilibrium longer than the skin time of the shell.

In this paper, the RFP equilibrium is calculated to design the REPUTE-1 RFP device which has an iron core and a thin conducting shell. REPUTE-1 is designed to drive the plasma current of 400kA with the duration of more than the skin time of the shell (R/a = 82/20cm). The equilibrium field is maintained by vertical field coils rather than a conducting shell which has the skin time of 1 ms.

The Grad-Shafranov equation is used to obtain the toroidal axi-symmetric equilibrium with an iron core. The non-linear effect of the magnetic permeability of the iron core, which is a function of the magnetic field, is calculated by means of Finite Element Method. The poloidal field and the pressure profile are assumed as the form of the simple function of poloidal magnetic flux.

We can get the suitable profile of the decay index (N = -(R/B2)(dB2/∂R) ) by changing poloidal coil positions and the current distribution. Here, B2 is the externally applied vertical magnetic field. The RFP equilibrium profiles of the magnetic field and the plasma current density are calculated with parameters of βax and Ip (βax up to 30%, and Ip up to 500kA). These results are compared with the experimental ones obtained by the magnetic measurements in REPUTE-1, and we have fairly good agreement between them.

2. RFP EQUILIBRIUM CALCULATION CODE WITH IRON CORE

This RFP equilibrium calculation code consists of two programs, i.e., ICCODE and ECODE /1/.

In the ICCODE, the effect of the iron core is obtained by the following procedure. From the relations \( B = \mu \mathbf{H} = \nabla \times \mathbf{A} \) and \( \nabla \times \mathbf{H} = \mathbf{j} \), where \( \mu(R_z,B) \) is the magnetic permeability and \( B = \mu B \), we have the following equation in the cylindrical coordinates \((R, \phi, Z)\),

\[
\nabla \times \left( \frac{1}{\mu} \nabla \cdot \mathbf{A}(R, Z) \right) = -j(R, Z) \quad (1)
\]

\[

\text{(1)}
\]
Here, \( A(R,Z) \) and \( j(R,Z) \) are \( \phi \)-components of \( \overrightarrow{A} \), \( \overrightarrow{j} \), respectively, and
\( R-A(R,Z) \) corresponds to the poloidal magnetic flux \( \psi(R,Z) \). The regions of vacuum, plasma and iron core are divided into the different size of triangular elements, and \( \psi(R,Z) \) is assumed to vary linearly over each vertex of triangular elements (Finite Element Method) /2/. The partial differential equation (1) is re-written as a finite-differential equation, where the plasma current density and the external coil currents are assumed to be constant in each triangular element.

Once these currents are given, this non-linear finite-differential equation is solved by the SOR method, and the poloidal magnetic flux is obtained. For the boundary condition, \( \psi \) is taken to be constant at the external surface of the iron core, where the iron core is assumed to be the axi-symmetric form with the same magnetic resistance as actual one (see Fig. 1).

We calculate \( \psi_1(R,Z) \) and \( \psi_0(R,Z) \) for the case with the iron-core (\( \mu = \mu_0 \) in the region of the iron core and \( \mu = \mu_0 \) in other regions) and without the iron core (\( \mu = \mu_0 \) in all regions), respectively. The effect of the iron core is defined as

\[
\psi_{IC}(R,Z) = \psi_1(R,Z) - \psi_0(R,Z)
\]  

at each triangle vertex.

In the ECDOE, the axi-symmetric equilibrium of the toroidal plasma is obtained. This equilibrium is described by following Grad-Shafranov equation for the poloidal magnetic flux \( \psi \) in the cylindrical coordinates \( (R, \phi, Z) \).

\[
\frac{\partial^2 \psi}{\partial R^2} + \frac{1}{R} \frac{\partial \psi}{\partial R} + \frac{\partial^2 \psi}{\partial Z^2} = - \psi, R \left( \psi \right) + \frac{\mu_0}{2\pi R} \left( I(\psi) I'(\psi) \right) + \mu_0 R \phi
\]  

(3)

Here, \( \phi \) is the toroidal component of plasma current density \( \overrightarrow{j} \). The notations \( I(\psi) \) and \( P(\psi) \) are poloidal current flux and pressure, respectively, which are arbitrary functions of \( \psi \). \( \phi \) is the unit vector of \( \psi \) direction.

To simplify the problem, we choose /3/ /4/

\[
I'(\psi) = \alpha_0 \left[ 1 - \left( \psi / \psi_a \right)^n \right]
\]  

(5)

and

\[
P(\psi) = P_0 \left[ 1 - \left( \psi / \psi_a \right)^{l_2} \right] \]

(6)

Here, \( \alpha_0 \) and \( P_0 \) are constants. We take that \( \psi = \psi_a \) on the plasma surface, and \( \psi = 0 \) at the magnetic axis. By choosing eqs. (5) and (6) with \( n > 1 \) and \( l_2 > 1 \), the plasma current density \( \overrightarrow{j} \) becomes zero on the surface of plasma. The plasma configuration of this model with \( I(\psi) = \alpha_0 \) and \( P_0 = 0 \), corresponds to the Taylor’s Bessel function model (BFM) /5/.

In order to obtain the poloidal magnetic flux \( \psi \) at the point of \( (R,Z) \), we re-write the eq. (3) as the following integral equation

\[
\psi_c(R,Z) = L \left( j_\phi(R',Z') + j_{ex}(R',Z') \right)
\]  

(7)

Here, the operator \( L(\psi) \) is defined as

\[
L(\psi) = \mu_0 \oint \frac{\psi}{2\pi R} \left[ 1 - k^2 \right] k(k) - E(k) \cdot f \, dR'dZ',
\]

\[
k^2 = \frac{4RR' \left( R+R' \right)^2 + \left( Z-Z' \right)^2}{(R+R')^2 + (Z-Z')^2}
\]

(8)
\( j_\phi(R',Z') \) and \( j_{ex}(R',Z') \) are the plasma current density and the external coil current at the point of \((R',Z')\), respectively. \( K(k) \) and \( E(k) \) are the first and the second kind of complete elliptic function.

For computation, an initial approximating \( j_\phi \) and \( j_{ex} \) must be given at each mesh point. We consider the following iteration: Applying the plasma current density \( j_\phi \) and the external coil currents \( j_{ex} \) to the eq. (7), the poloidal magnetic flux produced \( \psi_c \) by the currents is calculated. The poloidal magnetic flux \( \psi_{IC} \) of the iron core is given by the eq. (2) in the ICCODE. The total poloidal magnetic flux \( \psi \) is the sum of these poloidal magnetic flux. Substituting this value of \( \psi \) into eq. (4), we have the plasma current density \( j_\phi \). After the convergence of this iteration, the equilibrium plasma current density, magnetic field and pressure profile are obtained.

Using these two codes with an iterated process, equilibrium configuration of RFP plasma is derived.

3. RESULTS

Figure 1 shows the poloidal magnetic flux surfaces calculated numerically by this RFP equilibrium code. The iron core and the poloidal coil system of REPUTE-1 is also presented. In this case, plasma current \( I_p \) is 400kA, total ohmic heating coil current \( I_{oh} \) is 410kA and vertical field coil current \( I_v \) is 7 kA. The numbers of turn of vertical field coils are 10, 6, -2, -2, -4, -8 from the inner side to the outer side on the upper half plane. Negative value of the number indicates the opposite direction to the plasma current. The limiter position of REPUTE-1 (which has 20cm in minor radius) is indicated by a broken line.

We change the positions and the current distribution of the ohmic heating coil and vertical field coils under the following two constraints. One is zero ampere-turn of total vertical coil currents, and the other is to keep these coils away from the top, bottom and outer side ports of the torus. We can minimize the leakage flux by winding the ohmic heating coil around the central column of the iron core, and minimize the distortion of the equilibrium field in the plasma region by arranging the ohmic heating coil and the vertical field coils as the case shown in Fig. 1.

The poloidal magnetic flux near the plasma is shown in Fig. 2. The equilibrium RFP plasma with almost circular surface is obtained, and the toroidal shift \( \Delta \), which is defined as the displacement between the magnetic axis and the center of the poloidal magnetic flux \( \psi_a \) of the plasma surface, is observed.

Figure 3 shows the vertical magnetic field \( B_Z \) and decay index \( N \) profile in the median plane of \( Z = 0 \). Numerical results with the iron core (solid lines) and without the iron core (broken lines), and experimental results (circles) are represented. Here, \( B_Z \) is defined as total vertical magnetic field subtracted by the poloidal magnetic field produced by plasma current. We find that the stable condition for decay index (from 0 to 3/2) /6/ is satisfied in the plasma region.

Numerical results of \( B_\psi(R) \) and \( B_\psi(R) \) in the case of \( n = 8 \) and 14 in eq. (5) and \( \lambda_1 = \lambda_2 = 2 \) in eq. (6) are shown in Fig. 4. Here, the values of \( I_p, I_{oh}, I_v, \) and \( \beta_{ax} \) are taken to be 150kA, 150kA, 3.0kA and 10%, respectively, which are corresponding to the experimental ones. These results are consistent with the observed ones as is shown in Fig. 4 (circles).
Fig. 1 Poloidal magnetic surfaces obtained by computational calculation; The cross section of the iron core and poloidal coils is shown in the case of REPUTE-1. In this case, $I_p = 400kA$, $I_{coh} = 410kA$, and $I_{py} = 7kA$. Each number of turn of the coil is shown beside it.

Fig. 2 Poloidal magnetic surfaces near the plasma; A broken line shows the limiter position of REPUTE-1. The value of $n$ in eq. (3) is $4$, $I_1$ and $I_2$ in eq. (4) are $2$, and $\beta_{ax}$ is $10\%$, represents the toroidal shift.

Fig. 3 Vertical magnetic field ($B_z$) and decay index ($N$); The computational results with an iron core (solid lines), and without an iron core (broken lines), and decay index obtained by the magnetic probe measurements (circles) are shown.

Fig. 4 $B_\phi$ and $B_\theta$ profiles obtained by the computational calculations (solid: $n = 8$ and broken line: $n = 12$), and the magnetic probe measurements (circles).
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CURRENT DRIVEN DRIFT WAVES IN REVERSED FIELD PINCHES

S. Briguglio, F. Romanelli, G. Vlad

Associazione EURATOM-ENEA sulla Fusione, Centro Ricerche Energia Frascati, C.P. 65 - 00044 Frascati, Rome, Italy

The study of the current driven drift waves stability in slab geometry in the presence of a sheared magnetic field may be reduced to the analysis of the eigenmodes equation \[ \frac{d^2}{dx^2} + Q(x) \Phi(x) = 0 \] with outgoing wave boundary conditions for large \(|x|\) [1]. In the limit \( b = (k^2a^2) \ll 1 \)

\[ Q(x) = \frac{1}{a^2} \left[ \lambda + \frac{x^2}{a^2} - \frac{\eta}{1+\eta} \frac{w_0 - w_{ne} x e}{x} \frac{x e}{|x|} \right] \]

where \( w = w_{ne} \eta (1-b)/\eta + b) \), \( \xi \) is the electron streaming parameter, \( \eta = T_e/T_i \), \( x/x = w_0/k_i \nu \), \( \lambda = (1-w/w_0)(\eta + b)/(1+\eta) \), and elsewhere standard notation has been adopted.

We solve this equation using the matched asymptotic expansion technique and distinguishing two shear regimes: \( \Theta = L/L \left( m, \eta/M_i \right)^{1/3} b^{2/3} (1-b)/(\eta + b) \ll 1 \) and \( \Theta \gg 1 \). In the first regime it is found that the wave becomes unstable when \( \xi > \xi_{cr} \sim L/L \) with a growth rate \( \gamma \equiv w_{ne} \xi \). In the second regime we find marginal stability (\( \gamma = 0 \)).

Applying these results to a Reversed Field Pinch (RFP) equilibrium we observe that the high value typically attained by the streaming parameter in the external region causes instability in an annulus around the reversal surface. This can be seen in Fig. 1, where the adopted equilibrium profiles \( n=n_0 [1-(r/a)^2]^2 \), \( T=T_0 [1-(r/a)^2] \), \( B_0=B(0)J_0(2.8 r/a) \), \( B_0=B(0)J_0(2.8 r/a) \) are shown along with the instability regions corresponding to four different values of the on-axis streaming parameter.

The perturbation is then predicted to propagate in the direction - \( \Phi \) (that is, in the electron diamagnetic drift direction). Both the localization and the propagation direction of the perturbation are in agreement with the results of density fluctuations measurements performed on ZT-40M using interferometric signal correlation techniques [2]. With reference to the case of this device we assume \( T(0)=150 \) eV, \( n(0)=8 \times 10^{13} \) cm\(^{-3}\), \( a=20 \) cm and \( I=120 \) kA. Then the phase velocity predicted for the current driven modes in the unstable region is \( |v_p|=|w_{ne} | \approx 2.5 \times 10^4 \) m sec\(^{-1}\), and also this value seems to be in reasonable agreement with the measurements quoted in Ref. [2].

It is also interesting to note that, increasing \( \xi(0) \) (i.e., for constant temperature, increasing the ratio \( I/N \), \( N \) being the linear density) the unstable region expands towards the magnetic axis involving increasingly hotter and denser plasma domains. This fact seems to give a possible explanation of the observed confinement degradation in ETA-BETA II as \( I/N \) exceeds the value \( 1+2 \times 10^{-14} \) A m [3]. The dependence of the unstable region width on \( I/N \) might
also explain the existence of the drift threshold observed in the analysis of the ZT-40H discharges termination [2].

We can estimate the ion flux associated with the above considered instability assuming the saturation amplitude to be reached when \(|k_x n| \equiv n/L_n^\infty\) (where \(n\) is the fluctuating part of the density). As is well known, this assumption allows one to estimate the cross field diffusion coefficient \(D_x\) as being of the order of \(\gamma/k_2^2 \approx \gamma/k^2\). Referring to the case of ZT-40H, we find the value \(\Gamma_i = \{-D_x v_n\} \equiv 5 \times 10^{21} \text{ m}^{-2} \text{ sec}^{-1}\), for the ion flux, which is consistent with the value deduced from the measurements; The magnitude, cross-field nature and localization of this flux make it presumably adequate to support the dynamo model worked out in Ref. [4] by A.R. Jacobson.

These arguments suggest that current driven drift waves may play a fundamental role in the RFP dynamics. To support this suggestion we will show how the assumption that the transport in a RFP is dominated by these modes allows us to obtain a scaling law for the temperature in remarkable agreement with the experimental results.

Our hypothesis, here, is that the pressure profile in a RFP is determined by the stability against MHD modes and that, concerning the transport, one can identify an internal region with high thermal conductivity (hence rather flat temperature profile) and an external region dominated by radiation, these two domains being connected by a high pressure gradient region dominated by current driven mode turbulence. Then it is possible to estimate the energy confinement time (which in RFP's seems to be very close to the particle confinement time) as \(\tau_E \approx r^2/\gamma/k^2 \approx r^2/(\omega_k^* R^2/k^2)\), where \(r\) is the radius of the reversal surface. On the other hand the balance between losses and ohmic heating gives

\[
RI^2 = 3 \left< n \right> v \tau_E
\]

where \(R\) is the plasma resistance and \(v\) is the plasma volume and here \(\left< \right>\) indicates the volume average. Assuming that the resistivity is given by the classical Spitzer expression, we can eliminate \(\tau_E\) and obtain for the average temperature

\[
\left< T(\text{eV}) \right> \approx 1.41 \times 10^{-3} \frac{Z_{\text{eff}}^{2/7} I^{6/7}}{a_{\text{eff}}^{2/7}} \text{ MKS units}
\]

where the numerical coefficient has been evaluated assuming \(k_{\gamma a}(0) = 0.25\), and the quoted equilibrium profiles.

In Fig. 2 the electron temperature values obtained in ZT-40M are presented versus the plasma current [5]. Two curves corresponding to the scaling law given in Eq. (1) for \(Z_{\text{eff}} = 1\), and \(Z_{\text{eff}} = 6\) are also shown for comparison.

In Fig. 3 an analogous comparison is performed for ETA-BETA II, plotting the on-axis temperature values [6] versus \(Z_{\text{eff}}^{2/7} I^{6/7}\). A roughly linear scaling of \(T\) vs. \(I\) has been obtained also on other RFP devices [7].

The authors are indebted to Dr. S. Martini for making them acquainted with the experimental results shown in Fig. 3.
Fig. 1 Density, temperature and magnetic field profiles. The extension of the instability region for different values of the streaming parameter on axis $\xi(0)$ is shown. Here $k_ya_i(0) = 0.25$.

Fig. 2 On axis electron temperature vs plasma current for ZT-40M. The two dashed lines refer to the scaling law of Eq. (1) for $Z_{\text{eff}} = 1$ and $Z_{\text{eff}} = 6$. 
Fig. 3  On-axis electron temperature vs \( Z_{\text{eff}}^{2/7} I^{6/7} \) (MKS units) for ETA-BETA II. The dashed line is the scaling law of Eq. (1).
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INTRODUCTION

A five channel NPA [1] is used to measure the time resolved energy distribution of the neutral atoms emitted, along the equatorial minor diameter, from the HBTX1A [2] plasma. In a 20 µs period the counts observed per channel were typically ~ 200 and thus provide statistically significant spectra throughout the discharge time. The energy coverage can be readily extended by increasing the voltage of the deflection plates. This has the additional desirable feature of using different channels to collect neutrals of the same central energy, on a shot to shot basis, and so highlight the influence particular channels may have on the observed detailed temporal and spectral behaviour. For a Maxwellian distribution the spectrum takes the form:

\[ \frac{dN}{dE} = n_i n_0 <\sigma_{CX}> v > E^{1/2} \exp(-E/T_i)T_i^{-3/2} \]

where \( dN \) is the neutral flux in an energy width \( dE \), \( n_i \) is the ion density, \( n_0 \) the neutral density, \( \sigma_{CX} \) is the charge exchange cross section, \( v \) is the ion velocity and \( E \) is the ion energy.

RESULTS

The energy distribution of the neutral particle emission (200 eV-2 keV) has been measured, at 20 µs intervals, for various plasma currents between 100 kA and 300 kA and in the filling pressure range of 1.5-6 mtorr deuterium.

The temporal variation and the associated power spectra of the relative neutral flux, at two energies (530 eV and 1920 eV), are shown in Fig 1 (200 kA and 3 mtorr). The initial peak in the channels occurring at plasma breakdown time is followed by a decrease to relatively low values during the initial plasma current rise (~ 0.7 ms). Following the peak current time there is a similar temporal behaviour in the various channels. There is, for example, a clear cross channel correlation, probably due to variations in the background neutral density, which would directly affect the flux in the individual channels in an identical fashion (cf Eqn above). Fluctuations in the electron density, and presumably the ion density, as observed with a CO₂ interferometer, are much lower [3]. We can observe from the power spectra
that they do not possess any ordered structure in either channel. Altering the instrumental energy dispersion, to encompass selected energies, but in different detector channels, reproduces much the same features, hence showing that the observed behaviour is not channel specific. The apparently random fluctuations are consistent with ions close to thermalisation. (However, this is only a necessary condition for thermalisation and not a sufficient one, since, for example, the fluctuations of the charge exchange neutral flux from different regions along the line of sight may have temporal structure which gets smeared out. To resolve this difficulty a simultaneous multichord system, or a localised measurement, is required.) Assuming that the high energy ions are components of a Maxwellian distribution, the average derived \( T_i \) from the high energy tail is about 280 eV. This is much higher than the few eV expected from electron-ion collisions. There is therefore an additional ion heating mechanism with a power greatly exceeding electron collisional heating. The required long collisional thermalisation time (eg \( \approx 1.5 \text{ ms} \) for ion energies at 500 eV) suggests that there is also a non-collisional thermalisation process or that the ions are established close to a Maxwellian distribution by the heating mechanism.

The effect of the total flux variations may be removed, leaving those which are more temperature dependent, by simply taking the slope of \( \ln \frac{dN}{dE} \) \( E^{-1/2} \) against \( E \) for a few selected energy channels. The results of such an exercise are displayed in Fig 2 for the lower (380-538 eV) and higher (1.3-1.9 keV) energy neutrals. These results again show what appear to be random
fluctuations, as expected for ions close to thermal equilibrium. (A 40 µs time bin is used in the analyses to avoid effects associated with the different time delays (several µsec) suffered by the neutrals in the flight line from the plasma to the detectors). This exercise also allows us to monitor how the high energy slope varies with time and so obtain an estimate of the temporal behaviour of $T_i$.

We also use a Monte-Carlo treatment [4] to simulate the various processes involved in producing the final detected neutral energy spectrum. A comparison between computed and observed spectra is displayed in Fig 3. The error bars shown are due to shot-to-shot variation in total flux. The statistical error bars are much smaller for a single shot. The derived distribution is almost parabolic with a peak $T_i \sim 400$ eV which is about 30% larger than that obtained from the high energy slope taken between 1 keV and 2 keV. Thus the $T_i$ temporal variation shown in the upper trace of Fig 2 may be considered only in representing relative changes in the central $T_i$. The behaviour of both traces shows no systematic change with time in associated $T_i$'s and thereby indicating that there is little change in the peak or distribution of the ion temperature during the discharge. The higher fluctuations at the upper energy range are partly
statistical but may also indicate transient local heating or departures from a Maxwellian distribution. For example, the fluctuations in both energy ranges show some correlation with the neutral flux, the significance of which awaits further analysis. The approximate constancy of $T_i$ is in contrast to $T_e(t)$ which steadily increases during a discharge [2]. Estimates of the total neutral flux emitted by the plasma show that the associated power loss is insignificant ($<< 1\%$).

In assessing the dependence of the central ion temperature with $I$ and filling pressure, $p$, we generally use the neutral energy spectrum obtained from a relatively long period (1.6 ms) following peak current time. (This improves the statistics when looking for weak trends but it may mask, or give undue weighting, to transient effects.) We find that at low $p$ (1.5-2 mtorr) $T_i$ appears to be independent of current (100-300 kA) and as $p$ is increased there is a significant drop in $T_i$ at lower currents (eg at 4 mtorr, $T_i$ decreases by $\sim 10\%$ at 200 kA and by $\sim 50\%$ at 150 kA). Since the ratio, $\varepsilon$, of the electron drift to sound speed exceeds unity for our discharges ion heating by micro-instabilities may play a dominant role (eg ion acoustic, which depends on $\varepsilon$ and $T_i/T_e$).

CONCLUSIONS

The ions are heated and, apparently, thermalised by non collisional processes. Assuming thermalisation, peak ion temperatures of about 400 eV are obtained for a range of currents (100-300 kA) at 2 mtorr. Neutral flux power losses from the plasma are insignificant ($<<1\%$ of total).
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SOFT X-RAY MEASUREMENTS ON ETA-BETA II

B Alper, P G Carolan

Culham Laboratory, Abingdon, Oxon, OX14 3DB, England
(Euratom/UKAEA Fusion Association)

S Martini, S Ortolani

Istituto Gas Ionizzati del CNR
Via Gradenigo 6/a - 35131 Padova, Italy
(Associazione Euratom - CNR)

ABSTRACT

Soft X-ray pulse-height measurements were carried out on ETA BETA II at plasma currents between 100 kA and 180 kA, throughout the ~ 2 ms flat top. Electron temperatures rise steadily from ~ 100 eV soon after current peak to well over 200 eV towards the end of the discharge at all currents. The resistance anomaly factor rises over the same period from below 3 to as high as 15 in some cases and this increase displays a universal dependence on I/N. The poloidal beta \( \beta_p \) is found to vary little over a wide range of plasma parameters but falls slightly with increasing I/N. Intensities of OVII line emissions indicate values well below the level expected at coronal equilibrium suggesting a rapid recycling of oxygen impurities throughout the duration of the discharge.

INTRODUCTION

Using a soft X-ray pulse height (Si(Li)) detector, the electron temperature \( T_e \) has been measured throughout the current sustainment phase of power-crowbarred discharges on ETA-BETA II RFP, \( R=0.65 \text{ m}, a=0.125 \text{ m} \). The Si(Li) detector system was developed on HBTX1A at Culham [1] for the relatively short pulse lengths, < 8 ms, and for temperatures 100 eV-500 eV which characterise present RFP machines. A sampling ADC is used to record, via CAMAC, the waveform output of the main amplifier. This permits off-line analysis of individual pulse shapes and leads to improved rejection of pulse pile-up and of electronic noise than is possible with conventional MCA techniques. Simultaneous measurements of electron density were made using a multichord He-Ne \( (\lambda=3.4 \mu\text{m}) \)-interferometer.

RESULTS

Measurements of \( T_e \), averaged over several discharges, were carried out at nominal values of toroidal current, \( I_0 \), of 100 kA, 125 kA, 150 kA and 180 kA.
The filling density was scaled with current in order to operate as close as possible to optimum conditions in terms of \( I/N \) by keeping \( I/N_0 \sim 10^{-14} \) A.m \(^{-1}\) \([2]\), where \( N_0 \) is the initial line density. Two sets of measurements were made at 150 kA and 180 kA with somewhat different electron density behaviour and are referred to as 'high' and 'low' (density) samples in the figures.

The values of \( T_e \) determined from the continuum soft X-ray spectra are shown for all data in Fig 1. At all currents, temperatures are found to rise steadily, and at a similar rate, from ~100 eV soon after current peak to well over 200 eV later in the discharge. Previous measurements of \( T_e \), made during the first part of the discharge by Thomson scattering \([3]\), showed the same trend but with absolute values somewhat lower.

In Fig 1 there is no apparent dependence of \( T_e \) on \( I \), though linear scaling is often quoted for RFP devices. Only when evaluated at constant \( I/N \) is a linear dependence found from these measurements. The scaling factor, assuming \( T_e = \text{Const.} \cdot I \), is found to rise with \( I/N \) from 0.71 eV/kA at \( I/N = 3.10^{-11} \) A.m to 1.12 eV/kA at \( I/N = 6.10^{-14} \) A.m and to over 2 eV/kA at the highest values of \( I/N \) measured. For comparison, the scaling previously obtained by Thomson scattering at current peak and therefore low \( I/N \), \([2]\), corresponded to a value of 0.5 eV/kA.

A better understanding of the observed relationship between \( T_e \), \( I \) and \( n_e \) behaviour is obtained if we consider poloidal beta \((\beta_\theta = T.N/I^2)\). Recent theories of RFP plasmas \([4]\) predict that \( \beta_\theta \) should be constant over a wide range of conditions. Values of \( \beta_\theta \), calculated for all data assuming \( T_e = T_i \), with parabolic temperature profiles and using the electron density measurements, are displayed in Fig 2 plotted against the corresponding values of \( I_\phi \). It can be seen that \( \beta_\theta \) is approximately constant with an average value
of 8% and with no dependence on I. When plotted in Fig 3 against I/N there is a trend for \( \beta_0 \) to drop with increasing I/N (\( \beta_0 \sim (I/N)^{-1/4} \)) suggesting that the higher values are obtained at the higher densities present earlier in the discharge, though it should be emphasised that a constant temperature profile is assumed throughout.

The observation that \( \beta_0 \) is independent of most macroscopic parameters of the RFP discharge is highlighted when calculations were performed for additional discharges at 100 kA and 125 kA when a quadrant of the toroidal field circuit was not making electrical contact. Though discharges were of short duration with a rapid drop in density, the resulting values of \( \beta_0 \) also shown in Fig 3 display the same properties.

The resistance anomaly factor (\( Z_{\text{eff}} \)), defined as the ratio of the experimental resistivity on axis [2] to that calculated using the Spitzer formula with the measured value of \( T_e \), is shown in Fig 4 for all data as a function of I/N. Values of \( Z_{\text{eff}} \) are seen to rise from ~3 for the earliest measurements (low I/N) to ~15 at the end of the current flat top (high I/N). The increase in \( Z_{\text{eff}} \) with I/N is the same for all currents.

It is possible that this marked rise in \( Z_{\text{eff}} \) represents a corresponding rise in the effective ion charge \( Z_{\text{eff}} \) through the release and subsequent ionisation of heavy ions in the plasma. (A similar rise in \( Z_{\text{eff}} \) has been observed in HBTX1A discharges [5].) However, to achieve \( Z_{\text{eff}} \) values as high as 15 for these discharges would require plasmas consisting of almost pure iron, for example. No supporting evidence for this effect has come from spectroscopic measurements. The absence of any major increase in impurity concentration is also indicated by values the X-ray anomaly factor \( \xi \) (the ratio of the measured intensity of the continuum spectrum to that calculated for a pure hydrogen
plasma). During the discharge $\xi$ remains approximately constant, in marked contrast to the rapid increase in $Z_{\text{eff}}$.

Various models of the RFP (eg the dynamo mechanism) do suggest anomalous values of the resistivity (eg [2]) but the values predicted are in general $\sim 2$. Higher values of $Z_{\text{eff}}$ could be obtained assuming unrealistic profiles with large values of $J$ almost up to the plasma boundary where values of $T_e$ are low. At high values of $I/N$ the streaming parameter ($v_d/v_{th,e}$) has risen to over 0.3 which suggests that the Spitzer formula may not be valid in this region and that micro-instabilities could effect the observed values of resistivity. The absence of any electron runaway phenomena in the Si(Li) data, particularly later in the discharge when the electrons are expected to be essentially collisionless, also points to the presence of other than coulomb collisional mechanisms for electron momentum loss.

Some evidence for OVII emission has been obtained from the Si(Li) data at 125 kA, at x-ray energies down to 500 eV. A sharp rise in the soft x-ray flux observed below 800 eV can be explained by OVII line emissions (~511 eV). The intensity fitted to this spectrum is nearly two orders of magnitude below that expected from 1%-2% oxygen at coronal equilibrium. The observed emissions from OVII can be explained if the impurity ions are far from coronal equilibrium due to low electron densities and to continuous fast particle diffusion and recycling at a rate of $\sim 10^{22}$ m$^{-3}$ s$^{-1}$. Short impurity confinement times would add to the difficulty of explaining the high $Z_{\text{eff}}$, discussed above.

CONCLUSIONS

The measured rise of $T_e$ throughout the current sustainment phase of RFP discharges on ETA-BETA II is matched by a corresponding fall in electron density such that a constant value of $\beta_e$ is maintained. The resistance anomaly factor is found to rise rapidly with $I/N$. This rise appears difficult to explain by impurities - at least not in a simple fashion.
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A COMPACT TOROID FORMED BY MULTI MAGNETIZED T-TUBES*

S. SJNNAN
Middle East Technical University, Electrical Engineering Department, Plasma Engineering Laboratory, Ankara-Turkey

A. SJNNAN
Ankara Nuclear Research and Training Center, Electron Physics Laboratory, Ankara-Turkey

In recent years, the spheromak and Field Reversed Configurations (FRC) which are two different types of compact tori have extensively been investigated. The spheromak configuration itself has successfully been generated by three types of formation schemes such as (i) the magnetized co-axial gun, (ii) the field-reversed ε pinch with center column Z discharge and (iii) electrodeless quasi static scheme (Princeton Proto S-1 Spheromak).

As it is well known, one of the classical plasma guns is T-shaped pressure driven shock tube. Besides its simple structure, T-tube is a system with a lower impurity because of it contains minimum surface-volume rate but on the other side with a disadvantage of decreasing blast shock wave in time.

In the new spheromak production scheme presenting in this study, a T-tube developed as a plasma injector is used.

The modified T-tube consists of the complex magnetic field, the self-preionizer, the gas puffer and a rather short (10-20 cm) horizontal leg. The complex magnetic field on the leg combines with a thin iron cored cusp and octopole fields.

By this injector, a dense and warm plasma ring ($n_e = 10^{17} \text{ cm}^{-3}$, $T_e = 5 - 15 \text{ eV}$ and H or D gas pressures in the range of 20 – 50 mTorr) is pushed in a cylindrical flux conserver with an aspect ratio of 75%. The plasma ring is parallel to the vertical plane of the conserver. This ring establishes the toroidal field of the spheromak. For a symmetrical and stable toroidal field, four T-injectors take place around the conserver in 90° aparts. The poloidal field of the spheromak is formed by the FRC. The thin cusped field assists to shut in plasma ring and the octopole confines the ring stable. The FRC coils (equilibrium field coil system) are settled down to outside of the conserver.

After the application of FR field, four T-injectors are fired. A short duration of 3 - 5 μs later, the magnetic mirror ratio of FRC system is raised up with respect to initial value. Thus the formation of spheromak is completed. This system submitting with two T-injectors of 3 kJ each is under construction.

According to the theoretical results, for the electron density and temperature of this spheromak plasma in the range of $10^{16} - 10^{17} \text{ cm}^{-3}$ and 10 – 20 eV and in the case of successive operation for two T-injectors, the plasma life time 100 – 200 μs are expected.

(* Research is sponsored by the Division of Research and Laboratories, IAEA Vienna, under contract 3823/RB with the Turkish Atomic Energy Council.)
LOCAL DRIFT PARAMETER, j/n_e AND RESISTIVITY ANOMALY MEASUREMENTS IN CTX SPHEROMAKS

H.W. Hoida, Cris W. Barnes, I. Henins, T.R. Jarboe
G. Marklin, C.J. Buchenauer, and S.O. Knox
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INTRODUCTION - In a spheromak, the magnetic fields confining the plasma are generated primarily by internal currents rather than external coils. In order to provide information on the possible existence of current-driven microinstabilities, localized measurements of the ratio of the drift velocity of the electrons generating the internal current to the thermal velocity, V_d/V_th \propto J/n_e/e (known as the drift or streaming parameter), and j/n_e (<<V_d) are needed. These microinstabilities are in some theories associated with an increase in the resistivity anomaly factor (\eta/\eta_{Spitzer}). We present results on local measurements (at the magnetic axis) of the values of V_d/V_th and \eta/\eta_{Spitzer} by combining data from the spatially-resolved diagnostics employed on the CTX spheromak experiment, coupled with current density profile information inferred from surface current measurements and zero pressure equilibrium calculations. The values of V_d/V_th and j/n_e appear to be correlated with local variations in \eta/\eta_{Spitzer}, and can be changed by varying the plasma density. Data sets are presented for three values of n_e.

Spheromaks are generated in CTX by a coaxial helicity source. The spheromaks are formed in a mesh flux conserver (MFC) which has a major radius of 67 cm and a depth of 62 cm. A square current pulse is applied to the source electrodes, with the current amplitude typically 250 kA and the pulse duration 850 \mu s. The spheromak disconnects from the source at the end of the current pulse. The peak of the spheromak toroidal current is \textasciitilde 550 kA.

MEASUREMENTS AND ANALYSIS - The measurements shown in this paper are concerned only with the decaying portion of the discharge (after the spheromak has disconnected from the source). The areal electron density profile is measured with a six-beam multichord interferometer. This profile is then inverted using a simple subtraction algorithm assuming toroidal symmetry and uniform density over the annuli formed between adjacent beam impact parameters to yield the electron density profile. The electron temperature is measured with a space-resolved Thomson scattering apparatus. Due to experimental modifications limiting the field of view, the temperature is measured only near the magnetic axis at radii between 35 cm and 55 cm. The temperature is averaged over this "core" and also shot-to-shot. The current density profile is inferred from surface currents measured by Rogowski loops in the MFC, combined with calculations from a numerical model of the zero-pressure equilibrium in an ideal flux conserver. The measured and the calculated surface currents are then compared to determine the surface current density profile in the spheromak, the poloidal flux, and the radius of the magnetic axis.
The drift parameter at the magnetic axis is determined from the local electron density, temperature, and current density. The local resistivity is determined from $\partial \Phi_p / \partial t$ (where $\Phi_p$ is the spheromak poloidal flux), the current density, and the radius of the magnetic axis. The local $\eta_{\text{Spitzer}}$ is determined from the measured temperature.

**RESULTS** - The background fill pressure determines the operating electron density of the spheromak after the helicity source is turned off. The electron density in turn affects the other plasma parameters. Figure 1 shows graphs of the measured values near the magnetic axis of $n_e$ and $j_t$ for 0 mT, 4 mT, and 6 mT fills. The radius of the magnetic axis is plotted in Fig. 1.e. The electron temperature for 4 mT fill is plotted in Fig. 1.b., the temperature for 6 mT fill is $\sim 28$ eV, and that for 0 mT and $t \geq 1.2$ ms is undetermined due to the low density. The results of calculations of the drift parameter and resistivity anomaly for two cases are shown in Fig. 2.a. (4 mT and 6 mT fills). Figure 2.b. shows the resistivity anomaly vs. $j/n_e$ for the same data. For the 0 mT fill, we have calculated $\eta_{\text{Spitzer}}$ assuming the same temperature as the 4 mT fill. The results are plotted in Fig. 2.c. along with the data of Fig. 2.b. for scale.
Previous studies of the resistivity have been done in decaying spheromaks in a 0.4 m radius MFC under conditions similar to the present 4 mT operation. The global $\eta/\eta_{\text{Spitzer}}$ times $Z_{\text{eff}}$ was found to be in the range of 5-6.

**DISCUSSION** - The initial plasma density (for a specific combination of electrodes and bank configuration) increases with increasing source current. Although the resulting plasma current may be higher, so is the electron density, and the initial operating range on $j/n_e$ and $V_d/V_{\text{th}}$ is restricted. During the decaying portion of the discharge several aspects of the plasma behavior are dominated by the level of the background fill. The fill pressure plus the particle recycling time determines the operating density in the decay phase and, to some extent, the electron temperature. The background fill appears to affect the plasma by changing $V_d/V_{\text{th}}$, which in turn affects the resistivity anomaly and limits the lifetime of the discharge. Thus for high fill pressures (6 mT) the plasma density is high resulting in a low anomaly factor, but the temperature is cold resulting in near classical resistivity. For higher fill pressures (> 6 mT) the plasma is colder still and although the resistivity is near classical the lifetime is decreased. The longest lifetimes are at 6 mT fill. For a moderate fill (4 mT) the temperature is higher, but $V_d/V_{\text{th}}$ increases as does the resistivity anomaly resulting in a slightly shorter discharge. The highest temperatures are achieved at 4 mT. For no fill, we cannot measure the temperature for late times (we presume it to be higher) but $j/n_e$ is seen to increase dramatically as does the resistivity resulting in a shorter yet discharge. Thus it appears that the lifetime of the spheromak during the decay becomes limited by enhanced resistivity associated with the parameter $V_d/V_{\text{th}}$ or $j/n_e$ when we try to increase $j/n_e$ to heat the plasma.
Hotter spheromak temperatures are needed to determine differences in the effect of $V_d/V_{th}$ and $j/n_e$ on $\eta/\eta_{Spitzer}$. We will continue to investigate the spatial influence of $V_d/V_{th}$ and $j/n_e$ on the resistivity anomaly and also their influence on the energy and particle confinement.
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A FIELD REVERSED CONFIGURATION GENERATED BY MEANS OF A ROTATING MAGNETIC FIELD
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Bedford Park, S.A. 5042, Australia

Abstract

Results from a cylindrical rotating field experiment show that a Field Reversed Configuration can be produced and maintained using the rotating magnetic field technique of driving plasma currents. In the experiment reported here a plasma current of 1.2 kAmps was driven for 40 msec without any apparent instabilities. The lifetime of the configuration appeared to be limited only by the duration of the r.f. current pulse used to produce the rotating field.

Introduction

Theoretical models [1], [2] show that provided the angular frequency, \( \omega \), of an applied transverse rotating magnetic field, \( B_\omega \), lies between the ion and electron cyclotron frequencies (\( \omega_{ci} \), \( \omega_{ce} \); calculated with reference to the amplitude of the rotating field) and provided the electron-ion momentum transfer collision frequency is much less than the electron cyclotron frequency, then the magnetic field can penetrate a cylindrical plasma column and entrain the electrons so as to produce a steady azimuthal current. This azimuthal current generates an axial magnetic field component, \( B_e(r) \) whose direction depends upon the sense of rotation of the rotating field. For the experiment described in this paper, \( B_e(r) \) must be in the opposite direction to an initially applied steady axial magnetic field \( B_a \) in order to achieve magnetic confinement. It follows that if the driven current is sufficiently large, the axial field will be reversed.

The total magnetic field, therefore, has three components; (1) an applied d.c. axial bias field, \( B_a \), (2) an applied transverse r.f. rotating field \( B_\omega \) which drives a steady azimuthal plasma current thus producing (3), a d.c. axial field \( B_e(r) \) which reverses the applied field \( B_a \). The total magnetic field lines (steady plus rotating) at any instant of time are open. However the steady part of the total field is closed. The resulting plasma/field configuration can equally well be termed a Reversed Field Configuration or a Prolate Rotamak.
Description of experiment

A schematic diagram of the experimental apparatus is shown in Fig. 1.

The discharge vessel was a 10 cm diameter pyrex glass tube, 1.5 m in length. Two orthogonal dipole coils were wound over the central 50 cm. These were fed with r.f. current pulses of the same frequency but dephased by 90° to produce the transverse rotating magnetic field. The frequency of the r.f. pulse was 1.0 MHz and its duration was 40 msec. A solenoid generated a steady axial bias field over a 1.0 m length of the discharge vessel. The amplitude of this field could be varied continuously from zero up to a maximum of approximately 100 Gauss and it lasted for 50 msec. The two applied fields produced by these external coil structures are illustrated in Fig. 2.
A small glass tube (5.0 mm o.d.) could be inserted across the diameter of the vessel at any of sixteen axial positions. A Hall-effect magnetic probe could be inserted into this tube to provide measurements of the total axial magnetic field.

Results

For the discharges reported in this paper the working gas was Argon at a filling pressure of 2m Torr. Fig. 3 shows the total axial field as a function of time with the probe located at $r = 0, z = 0$ (at the centre of the rotating field coil structure).

![Graph](image)

**Fig. 3.** Measured axial field as a function of time
(a) when no rotating field is applied and
(b) when rotating field is applied.
(Vertical scale: 10 Gauss/div., horizontal scale: 10 msec/div.)

Application of the rotating field drives sufficient current to reverse the applied bias field of 25 Gauss. By traversing the magnetic probe across diameters of the discharge vessel at many z-positions it was possible to obtain radial profiles typified by those shown in Fig. 4.

The axial field is observed to be reversed at the centre of the rotating field region. Towards the ends of this region, however, the field is weakened but is not reversed. The poloidal flux contours shown in Fig. 5 were obtained by numerical integration of these magnetic field measurements. It can be seen from Fig. 5 that a reversed field configuration was produced over an axial length of ~ 30 cm with the separatrix lying at the vessel wall. The configuration appears to be stable and its lifetime is only limited by the duration of the r.f. current pulse used to produce the rotating field.
Fig. 4. Radial profiles of total axial magnetic field 20 msec into r.f. pulse; (a) z=0, (b) z=20cm, (c) z=40cm. (Vertical scale: 5 Gauss/div., horizontal scale: 2cm/div.)

Fig. 5. Measured poloidal flux contours at three times during the discharge. Diagrams at right indicate the times at which the contours were measured. Top trace: t = 10 msec after application of the rotating field, middle trace: t = 25 msec, bottom trace: t = 40 msec (contour spacing = 1 x 10^-7 Webers).
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LONG DURATION ROTAMAK EXPERIMENTS

I.R. Jones and H. Kirolous
The Flinders University of South Australia
Bedford Park, S.A. 5042, Australia

Abstract

The toroidal plasma current in a compact torus configuration can be generated using a transverse rotating magnetic field. The results obtained in a moderately high powered, long duration Rotamak experiment are presented. An oblate compact torus configuration was generated and sustained for the duration of the rotating field pulse.

Introduction

The current drive technique using a rotating magnetic field of appropriate amplitude and rotational frequency is well established. (1-4). The Rotamak is a compact torus device in which a rotating magnetic field is used to maintain the toroidal plasma current. (5), (6) An additional externally generated poloidal field (the 'vertical field') is required to keep the plasma in equilibrium. The amount and duration of the toroidal plasma current depends mainly on the power and duration of the r.f. pulses which are used to generate the applied rotating field. The moderately high power and long duration Rotamak experiments described in this paper are the logical successors of two previous studies which used r.f. pulses of high power and short duration (2MW, 80 µsec) (7) and pulses of low power and long duration (6 kW, 10 msec). (8)

Experimental Apparatus

The rotating magnetic field was generated by feeding two r.f. current pulses of the same amplitude and frequency, but dephased by 90°, through a pair of orthogonally oriented Helmholtz coils located on the outside of the 10 litre spherical pyrex discharge vessel. The current pulses were generated using two high power (~ 80 KW) Class C power amplifiers. The vertical field required for equilibrium was generated via a pair of coils located on the z-axis.

A schematic diagram of a Rotamak device is shown in Fig. (1).

Twenty one retractable magnetic probe guides allowed the axial component of the total steady magnetic field $B_z(r,z)$ to be measured at a matrix of points lying in a poloidal cross section of the discharge vessel and along the z-axis. The filling gas was preionized using coils wrapped around the tube leading to the vacuum system.
Diagnostics

A Hall probe was used to measure the axial \((z)\) component of the steady poloidal magnetic field. The Hall signal was filtered, digitized and stored to be used to construct the poloidal flux contours. A conventional magnetic probe was used to measure the rotating field at number of positions to monitor the field penetration into the plasma. The total driven plasma current \(I_\theta\) was measured by means of a Rogowski belt threaded through the central axis glass tube and around a semicircular section of the discharge vessel. An 8 mm microwave interferometer was utilized to obtain the average electron number density across a diameter of the discharge vessel. The power delivered to the plasma was recorded using a set of voltage and current probes.

Experimental results

The results presented in this paper were obtained for one particular set of initial conditions. The filling pressure was 1.5 mTorr of Hydrogen. The amplitude of the vertical field \((at \ r=0, \ z=0)\) was 23 gauss. The 40 KW r.f. output power from each amplifier produced a 27 gauss rotating field \((at \ r=0, \ z=0)\) for 40 msec duration and rotational frequency of 1 MHz. Fig. (2) shows the oscillograms for \(I_{rf}, B_v(0,0)\) (in the absence of plasma), \(I_\theta\) and \(B_z(0,0)\).

A toroidal plasma current of 1080 Amps was driven and the associated poloidal field reversed the applied vertical field for the duration of the r.f. current pulse.

Fig. (2).

\(I_{rf}, B_v(0,0), I_\theta\) and \(B_z(0,0)\) oscillograms for moderately high power Rotamak discharge.

The penetration of the rotating magnetic field into the plasma was measured and compared with the calculated radial profile at \(z = 0\) for a vacuum shot. Fig. (3) shows that the field failed to perfectly penetrate the interior of the plasma by the action of the induced r.f. poloidal screening current. Nevertheless, the penetration appeared to be better than that expected on the basis of the classical skin effect.
Penetration of rotating field into plasma

The radial profiles of $B_z(r)$ at twenty-one $z$-positions and at 1024 selected times (separated by 100 usec) were measured. The poloidal flux function defined as

$$\psi(r,z,t) = 2 \pi \int_0^T r'B_z(r',z,t) \, dr'$$

was obtained by numerical integration. The excellent reproducibility of the Rotamak discharges (e.g. two $I_0$ traces have been overlayed in Fig. (2)) allowed the data needed to plot the poloidal flux contours to be collected from 735 separate shots. The plots in Fig. (4) show that an oblate compact torus configuration was maintained, in an apparently stable manner, for the duration of the rotating magnetic field. Fig. (5) shows the time evolution of the separatrix ($R_{sep}$), magnetic axis ($R_{ma}$) and neutral point ($Z_{np}$) during the r.f. pulse duration.

Fig. (4). Poloidal flux contours (Contour spacing $\pi \times 10^{-6}$ weber)
The average electron number density across a diameter of the discharge vessel was estimated using an 8 mm microwave interferometer. Since the interpretation of the interferometer output during the plasma formation phase (rise of density) was impossible, the fringes were counted backwards from the end of the discharge. The fringe pattern and the slow decay in the electron number density during the discharge period (40 msec) is shown in Fig. (6a). Fig. (6b) shows the fringe pattern and the fall in number density at the termination of the rotating field pulse. An average number density of $5 \times 10^{18} \text{m}^{-3}$ was estimated during the main period of the discharge.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fringe_pattern.png}
\caption{(a) during the discharge (b) at the end of the discharge}
\end{figure}

In an experimental apparatus currently being constructed the rotating field coils are located within an 80 cm diameter stainless steel discharge chamber, well away from the chamber walls in order to minimize eddy currents. The design of the new vessel should ensure that plasma equilibria which sit well away from the vessel wall can be studied.
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Generation of Double Toroids of the Spheromak-Type in the Heidelberg Spheromak Experiment

H. Bruhns, C. Allgeier, G. Raupp, J. Steiger, A. Weichelt
Institut für Angewandte Physik II der Universität Albert-Überle-Str. 3-5, D-6900 HEIDELBERG 1
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The study of spheromaks has proved the exceptional internal stability of this configuration in low temperature plasmas. Exceptions are the low number \( n \) modes. Issues of major concern for the future perspective of spheromaks are - apart from the study of hotter plasmas - the merging of toroids, the formation efficiency and to explore the possibility to translate the plasma. This latter option is impeded by the extreme liability of the spheromak to \( n=1 \) modes which requires the use of conducting walls or (passive) coils close to the separatrix of the plasma. However, the applicability of coils is unlikely to be compatible with a plasma translation scheme, while a close-up wall is a serious problem if hot plasmas are envisaged.

A possible method to maintain stability of the plasma against tilt and shift modes has been proposed /1/. This method consists in the formation of axially connected doubly toroidal configurations. Such plasmas are made up of two spheromak-like toroids which are interlinked by a common outer flux-shell and might have the additional advantage of enhancing the formation efficiency in a theta-z-pinch scenario. Fig. 1 depicts such a double toroid in an idealized fashion. Note that there are closed field-lines encircling around each toroid separately as well as linking them. Schematically, the coil arrangement for the generation of this poloidal configuration is sketched. Not shown are the electrodes for the axial current which is needed for the toroidal magnetic field component.

The purpose of this paper is to report on initial experiments to realize such structures.
We have equipped the HSE-device /1,2/ with an additional central coil and a correspondent capacitor bank and circuitry with an energy content of a total of 15 kJ. Also, the location of the main field and bias field coils have been adapted in order to allow for the simultaneous generation of a toroid on either side of the symmetry plane of the device. Both toroids should have a (separatrix) length-to-radius ratio of about 2 or less. The plasma- and bank parameters chosen are similar to the ones of single toroid investigations /2/.

The formation scenario is similar to the one of single toroids (i.e. conventional spheromaks), except that shortly before or after the onset of the mainfield bank the central bank is switched. This leads - depending on the time constant of this circuit - to a more or less rapid central intersection of the axially elongated toroid which is formed initially. A study of $H_\alpha$ stark broadening shows an initial increase of density near the symmetry axis which is connected with the axial current, subsequently, the density maximum is found near the magnetic axis. This is similar to paraxial observations made in single toroids.

Fig. 2 shows a plot of the poloidal flux in a r-z plane at $t=15$ usec i.e. in the first part of the stable phase. Two separate toroids, which are interlinked by a common flux shell, can be distinguished. With the present diagnostics, it was possible to measure the three orthogonal magnetic field components at radii up to only 10 cm while the inner radius of the vessel is 15 cm. For convenience, at larger radii the flux surfaces are extrapolated in the left hand part of the graph in an approximate fashion. Axially the plot extends to the separatrix. The main bank coils are located at larger z-positions.

Experimentally, we can adjust the connecting flux shell by varying the time constant and/or the amplitude of the central bank appropriately. Thus it is possible to maintain the 'flux-
bridge' between the two toroids up to about 15 to 20 usec. Also, it is possible to cut this connecting shell apart at some fraction of that time. Fig. 3a shows the time history in the symmetry point of the whole configuration for a gentle operation of the central bank which yields a relatively stable configuration as long as the flux-bridge exists. Note that this time is much longer than a single toroid would exist without additional stabilizing means. By inspection of fig. 4a (which shows the radial profiles of the axial field in the center of one of the axially connected tori) it is evident that a stable state exists. If we increase the charging voltage of the central bank (or delay the crowbar) then the flux-bridge is cut apart soon after the field reversed configuration has been established (fig. 3b). In this case the radial profiles of the axial field in the center of one of the toroids clearly show a shift instability (fig. 4b).

We conclude from our investigations that it is possible to enhance the stable lifetime of a spheromak-like field reversed configuration by forming the plasma into a double toroid structure. We assume this to be due to the aligning effect of the mutual interaction of the magnetic moments of the two toroids. This should compensate the adverse action between the magnetic moments of the two toroids and the external field which causes the tendency to perform a n=1 deformation. Also, (in terms of field-curvature or index) we have individually almost spherical or slightly oblate toroids which combined, however, appear elongated with respect to the external field. Hence, separa-
tely they should be tilt-stable while combined shift stable. Of course, these suggestions are crude and are presented only in the absence of an applicable theory.

Although a flux-plot gives good insight into the structure of the configuration, it relies on the assumption of axisymmetry and hence may be misleading. We find good symmetry around the point of intersection. In the centers of the toroids, however, the structure of the magnetic field is much more complex. Especially, one finds strong radial components of the magnetic field which indicate deviations from the axisymmetric state. Also, from figure 2 it appears that the toroids are of quite different flux-content. Therefore, an issue of further investigations will be the symmetry of the configuration. We think however that the basic interpretation is unaffected by these precautions.

Several other topics are of concern. We like here to mention that the amplitude of the central field which is needed to separate the two toroids is much smaller than one would expect from pressure balance. This is consistent with early observations of a reconnection (or tearing) instability in the PS-experiment /3/. In fact, it seems that with the central bank the reconnection process only has to be triggered. A complete interpretation of the generation and interaction of the two toroids certainly has to take into account the mass-dynamics of the plasma as well.

To further study these reconnection and merging processes /4/, we are in the course of equipping the HSE-device with two sets of figure eight coils. We use the same type as in the single toroid investigations (version 2) /2/. This might allow us to maintain the toroids stably even after the loss of the common flux-shell. If this should be successful, we could make the toroids coalesce into a single spheroid by removal of the central magnetic barrier which we can achieve by suitably programming the central coil.

In summary, we have established a double toroidal configuration of the spheromak-type and have shown that the stable period of field reversal exceeds that obtained with a corresponding single toroid. If the flux bridge between the toroids is destroyed, they decay rapidly by a shift-instability. – The formation efficiency is more than doubled as compared with the single toroid formation case. We obtain a magnetic energy of more than 600 Joules as compared to 250 Joules in the conventional spheromak-scheme although the energy-input is slightly less in the double toroid case.
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The spheromak /1/ belongs to the class of compact toroidal plasmas (CT's). Interest in this configuration with both poloidal and toroidal fields of approximately equal amplitude has increased since it was shown that the plasma can be created with various schemes. This is because the resulting near-minimum energy state is quite independent from the detailed history of formation due to the subsequent relaxation /2/.

In this paper we shall present initial results from the HSE-device for the formation of conventional spheromaks with a low-temperature plasma.

The Heidelberg Spheromak Experiment (HSE) utilizes the combined theta- and z-pinch formation method /3/, hence belongs to the same class of experiments as the Maryland PS-devices. The dielectric cylindrical vacuum vessel has an inner diameter of 30 cm and a length of 1 m. Three separate capacitor banks with a total of 95 kJ are switched to the experiment to generate the plasma (after suitable hf-preionization). Two banks energize solenoidal coils to produce a configuration akin to the field reversed theta-pinch, i.e. providing a poloidal magnetic field structure. The third bank is switched to axial electrodes and generates an annular z-pinch just before the axial magnetic field is reversed. The pinch current closes inside the plasma and establishes the toroidal field component of the configuration which then relaxes towards the spheromak state. We report here on experiments in the 20 to 45 kJ range of stored energy. The standard filling pressure corresponds to 2.10^15 cm^-3; formation is possible down to 2.10^14 cm^-3 with the present preionization scheme.

Due to the dielectric walls and the simple vacuum system the experiment operates in a temperature regime still accessible to magnetic probe diagnostics which is performed with various probes and allows one to obtain simultaneously a complete radial scan with one shot. Other diagnostics include spectroscopy in the visible, Thomson scattering for the measurement of n_e, T_e, and radiation energy and power loss measurements.

The formation of the spheromak plasma in the present set-up pro-
ceeds on a time scale considerably slower than in the PS-experiments with a half period of the axial current of 18 usec and a quarter period of the field reversing solenoidal field (theta-pin) of 30 usec. As the magnetic fields range around .3 to .8 tesla, the typical Alfvén radial transit time $t_A << 1$ usec and hence the formation can be considered as slow or 'inductive' rather than pinch-like.

The axial current initially passes through the plasma in a broad channel: a rather flat current density is found up to $r = 8$ cm. When the axial current reaches its maximum (about 180 kA), this channel has narrowed to 2.5 cm. 67 kA are flowing within this channel, 165 kA within a radius of 10 cm. At the same time the axial field on axis has increased to values of .6 to 1 tesla—typically 4...8 times the bias level; at low bias amplitudes enhancements of a factor of 10 to 20 or even more are observed. Also the absolute amplitude may be larger. This increase is accompanied by a decrease of the axial field at large radii. Shots without field reversing main field show that during this phase the total axial flux through the vacuum vessel increases by a factor of 1.3 to 3 depending on the ratio of bias field to axial current amplitude. Hence a strong field amplification by the axial current takes place. If the bias field is too weak, kink-like disturbances are observed which are not prominent at standard conditions. To invoke flux amplification in addition to compression is consistent with the slow time scale although (axial) spectroscopic observations give indications of an increase of density near the symmetry axis during the relevant period. If this happens in the central region where the toroid is to form, then either significant heating or a rapid axial mass flow has to be assumed since 5 to 8 microseconds later the Stark-broadening corresponds to about fill density.

Without additional stabilizing means the toroids undergo a rapid decay. While the rotation of the two-dimensional magnetic field vector in the $r$-$z$ plane could be interpreted as a pure tilt, inspection of the three dimensional vector, however, shows a more complex motion than can be attributed to a single $n=1$ mode (fig 1: the magnetic field vector at the symmetry center of the whole device points from the origin to the tip of the $B_r$-arrows for the different times. There is a non-symmetric motion already during formation. The final decay starts at $t = 10$ us. The inverse decay time corresponds to the same order of magnitude as the calculated growth rates of the $n=1$ modes /4/. These studies are performed for nearly spherical toroids.
As has been done in the Princeton and Maryland experiments, passive figure-eight coils /5/ have been inserted into the discharge vessel. Attempts, to stabilize the plasma by coils external to the vessel showed as in the PS-experiments no improvement, hence line tying seems to be important. We use two types of figure-eight coils: (1) a basket-like device with a radius of 12 cm, enclosing the plasma almost completely; (2) a version which cylindrically encompasses like a belt the plasma in the mid-plane with an inner radius of 14 cm i.e. close to the wall. Axially this coil structure extends 7 cm in both directions. There is no part of the coils extending to smaller radii. This version is similar to the one used in Maryland /7/. However, only half of the areas are used, hence the contact to the plasma should be reduced even more.

The first version yields stable plasmas for about 20 to 30 usec, where, as usual, times is counted from onset of field reversal at the outermost probe position (10 cm). The magnetic field profiles are well matched in shape by a force-free cylindrical model both in radial and in axial direction (fig. 2 shows the axial dependence of the poloidal and toroidal fields, fig. 3 a plot of the magnetic vector in the r-z-plane. Note that only above the dotted line in the figure measurements have been done, below the corresponding upper part is mirrored). Even in the case of initial deviation from symmetry the profiles are still very similar: toroids with stationary tilt-angles in the 10 to 25 degree range and displacements of a few cm with respect to the symmetry center of the device). Slight asymmetries in the orientation of the figure-eight coils already produce pronounced deviations from symmetry in the toroid. Temperatures around 5 eV have been determined spectroscopically. The decay of the magnetic field in the symmetry center is almost exponential (fig.5, dashed curve, r=0). In some shots also a linear decay is observed for some period as suggested by Auerbach /6/. In these cases, however, we know that the toroid is not complete-
ly axisymmetrically located in the vacuum vessel, hence comparison with his model is difficult.

With the second version of figure-eight coils plasma temperatures of 15 to 20 eV are measured by ruby-scattering at \( r=6, z=7 \) cm, i.e. near the magnetic axis (fig. 4, solid curve. Note also the transient strong increase in density there). The improvement as compared to the first coil version is attributed to the reduced influx of impurities both due to the optimized shape and to the improved technique of insulation by aluminum oxide. During the initial 20 microseconds of the stable phase the difference in decay-time as compared to the first case is not very significant. But the field reversal extends at very small field amplitudes another 15 to 30 usec (fig. 5). At these late times the radial profile of the toroidal field in the centerplane indicates a flux-hole of 5 cm radius and the poloidal field shows a broad flat maximum. No scan in the r-z plane has yet been achieved in this case due to shot-to-shot irreproducibilities which we believe to be dependent on probe location.

In conclusion, in the HSE device it has been demonstrated, that the theta-z-pinch formation method can be extended to even longer formation time scales. The resultant poloidal flux amplitude is largely independent from the initial axial bias level, flux conversion being the mechanism for establishing the required ratio of fluxes for the plasma equilibrium. Temperatures have been determined and range slightly higher than in the PS-experiments. No improvement of temperature with decreasing fill density was observed. Field reversal duration extends up to 50-60 usec but the remaining field amplitudes are very small.
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Turbulent transfer rate of the magnetic field in a spheromak
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Introduction

Using the method of D.Montgomery and others ([1],[2] and that of Biskamp and Walter [3]) the transfer rate of the magnetic field, investigated and is applied for a spheromak plasma.

The heating and the confinement of a spheromak plasma is possible by the method of Hugrass, Tuczek and others [4]: the "rotamak-concept", where the toroidal current is generated by a rotating magnetic field. This method (and the other ones too) induce perturbations decaying because of ohmic losses and other factors. In the initial phase the influence of the Hall effect is also important. The quasi-stationary character of the rotamak creates a long living background of perturbations with high wave numbers: the turbulent region. The stochastic field influences the "ground state" by nonlinear terms.

Supposing the force-free case and a quiescent plasma the MHD equations can be reduced to a system where only the magnetic field appears.

\[
\frac{\partial \vec{B}}{\partial t} = a_1 \nabla \times (\nabla \times \vec{B}) - a_2 \nabla \times [\nabla \times (\nabla \times \vec{B})] \tag{1}
\]

Here \( a_1 = c^2/4\pi \sigma \); \( a_2 = c/4\pi \sigma \epsilon \).

We expand (2) into a series of angular functions, Legendre functions \( P_n^m(\cos \phi) \) and spherical Bessel functions \( j_n(k_{nr}) \),

\[
\vec{B}(r,t) = \sum_{n \geq 0} \sum_{m = -n}^{n} \hat{B}_{nmq} \tag{3}
\]

\[
\hat{B}_{nmq} = \hat{r} \times \nabla \psi_{nmq} + (1/\kappa_{nr}) \nabla \times (\hat{r} \times \nabla \psi_{nmq}) \tag{4}
\]

\[
\psi_{nmq} = \left( r_{nmq}(t) \cos m \phi + \rho_{nmq}(t) \sin m \phi \right) j_n(k_{qr}) P_n^m (\cos \phi) \tag{5}
\]

where \( \rho(t) \) are time dependent coefficients. The force-free condition yields

\[
\nabla \times \hat{B}_{nmq} = k_{nr} \hat{B}_{nmq} \tag{6}
\]
If at the plasma boundary \((r=a)\) the magnetic field is tangential, 
\[ k_{nq} = \frac{\lambda_{nq}}{a}, \] 
where \(\lambda_{nq}\) is the \(q\)-th root of the \(J_n\) function.

A model of radial turbulence, i.e. where will be investigated the perturbations are axially symmetrical \((m=0)\), supposing that the poloidal dependence is weak \((n=1)\). For the evolution of (1) see Ág, Páris, Németh [5].

*Interaction between the turbulent and the ground state*

Supposing a separation between the small \(q\)-value region and the higher ones (f.ex. \(q=0(1)\) and \(q=0(10)\)) the equation (1), is transformed after a tedious algebra to

\[ \begin{align*}
\frac{d \phi_{4q}}{dt} + \gamma_{4q} \phi_{4q} &= -D_{4q} \left\{ \sum_{q'} Q_4(q, q') \left( \kappa_{4q} \phi_{4q} + \gamma_{4q} \phi_{4q} \right) - B_4(q, q') \right\} \\
\frac{d \phi_{4q}}{dt} + \gamma_{4q} \phi_{4q} &= -D_{4q} \left\{ \sum_{q'} Q_4(q, q') \left( \kappa_{4q} \phi_{4q} + \gamma_{4q} \phi_{4q} \right) - B_4(q, q') \right\} \\
\frac{d \phi_{4q}}{dt} + \gamma_{4q} \phi_{4q} &= -D_{4q} \left\{ \sum_{q'} Q_4(q, q') \left( \kappa_{4q} \phi_{4q} + \gamma_{4q} \phi_{4q} \right) - B_4(q, q') \right\} \\
\frac{d \phi_{4q}}{dt} + \gamma_{4q} \phi_{4q} &= -D_{4q} \left\{ \sum_{q'} Q_4(q, q') \left( \kappa_{4q} \phi_{4q} + \gamma_{4q} \phi_{4q} \right) - B_4(q, q') \right\}
\end{align*} \] 

(7)

Here the functions \(Q_4(q, q')\) are determined numerically, having the order of \(10^{-2} - 10^{-3}\) if \(q=q'\) and \(10^{-4} - 10^{-6}\) if \(q, q'-s\) are different.

Using the method of [1], [2] and [3] the stochastic field split into two parts: one originating from the stochastic evolution and to another resulting from the reaction of the long-wavelength part. Assuming a possibility of averaging upon the short-wavelength spectrum, we get

\[ \begin{align*}
\dot{\phi}_{4q} + \gamma_{4q} \phi_{4q} &= -D_{4q} \sum_{q'} A_{4q} \left( \frac{\kappa_{4q}}{\gamma_{4q}} \phi_{4q} + \frac{\beta_{4q}}{\gamma_{4q}} \right) \\
\dot{\phi}_{4q} + \gamma_{4q} \phi_{4q} &= -D_{4q} \sum_{q'} A_{4q} \left( \frac{\kappa_{4q}}{\gamma_{4q}} \phi_{4q} + \frac{\beta_{4q}}{\gamma_{4q}} \right) \\
\dot{\phi}_{4q} + \gamma_{4q} \phi_{4q} &= -D_{4q} \sum_{q'} A_{4q} \left( \frac{\kappa_{4q}}{\gamma_{4q}} \phi_{4q} + \frac{\beta_{4q}}{\gamma_{4q}} \right) \\
\dot{\phi}_{4q} + \gamma_{4q} \phi_{4q} &= -D_{4q} \sum_{q'} A_{4q} \left( \frac{\kappa_{4q}}{\gamma_{4q}} \phi_{4q} + \frac{\beta_{4q}}{\gamma_{4q}} \right) \\
\end{align*} \]
\[ \begin{align*}
\beta_{\nu} + \nu_0 \rho_{\nu} &= - \beta_{\nu} \sum_{q} \left\{ D_{\nu q} B_{\nu q} (q) - \frac{\kappa_{\nu q}^2}{\nu_1} + D_{10 q} B_{11} (q) - \frac{\kappa_{11 q}^2}{\nu_1} \right\} + \\
&+ \kappa_{\nu q} \sum_{q} \left\{ D_{\nu q} A_{\nu q} (q) - \frac{\kappa_{\nu q}^2}{\nu_1} + D_{10 q} A_{11} (q) - \frac{\kappa_{11 q}^2}{\nu_1} \right\}
\end{align*} \]  

\( D_{nmq} \) are proportional to \( a_2 \).

The functions \( A_{ij}, B_{ij} \) are determined numerically, these are combinations of the \( Q_i \)-functions, having values of the order of \( 10^{-2} \), see for details [6]. The damping is a tensor, depending on the turbulent energy.

From the non-linear terms we can evaluate a turbulent rate, which means a damping first of all. For the mode of the "ground-state spheromak" (\( \alpha_{101} \), \( \kappa_{11q}^0 \), \( \kappa_{11q}^0 \) being in the region of \( q=10 \), \( A_0 \approx 10^{-2} \), and if about 10 modes are taken into account, the ratio of the damping coefficients is round the order of

\[ \sigma \left\{ \frac{\nu_{\text{ohmic}}}{\nu_{\text{nonlinear}}} \right\} \approx 2 \]

with a turbulent intensity of \( 10^6 \) CGS. This is the normal cascade process.

For the higher order terms (\( \alpha_{111}, \beta_{111} \)) the damping is not so simple and there is a possibility of enhancement too (inverse cascade), depending on the shape of the turbulent energy spectrum.
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