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PREFACE
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The Conference has been organized under the sponsorship of the Italian National Research Council (CNR), the Italian Commission for Nuclear and Alternative Energy Sources (ENEA) and the International School of Plasma Physics "Piero Caldirola" (ISPP).

The programme, format and schedule of the Conference were determined by the International Programme Committee which was appointed by the Plasma Physics Division of the EPS.

The programme included 17 invited lectures, 23 orally presented contributed papers and more than 450 contributed papers presented in poster sessions.

This 4-volume publication contains all accepted contributed papers received in due time by the Organizers. It is published in the Europhysics Conference Abstracts Series. The 4-page extended abstracts were reproduced photographically using the camera-ready manuscripts submitted by the authors. The invited papers will be published in a special issue of the journal "Plasma Physics and Controlled Fusion" and sent free of charge to each registered participant.

The organizers would like to acknowledge the skillful and dedicated support given by Maria Polidoro of the ENEA Fusion Department at Frascati to the editing of these four volumes.
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Association EURATOM-FOM, Nieuwegein, The Netherlands

1. Introduction. Control of the current density profile in order to avoid catastrophic plasma instabilities will be of great importance in future tokamak reactors. In Ref. [1], we studied Electron Cyclotron Current Drive (ECCD) in the Next European Torus (NET) aimed at driving the main plasma current for steady state operation. Reasonable current drive efficiencies were obtained and control over the current profile was shown to be possible. In this paper we investigate the possibility of profile control in NET with ECCD further. As an example we study current profile control around the $q=2$ surface. This is of particular interest, as the $m=2$, $n=1$ tearing mode, which is driven unstable by the current density gradient inside the $q=2$ surface, is a major cause of disruptions [2].

The analyses of the requirements on the driven current for stabilization of the $m=2$ tearing mode as presented in Ref. [3] will serve as a benchmark for the present discussion of the effectiveness of the driven current for stabilization. A sufficient condition for stabilization of the $m=2$ tearing mode is the complete flattening of the current density profile just inside the $q=2$ surface. Assuming a Gaussian profile for the driven current $j_{CD} \sim \exp(-\beta (\rho - \rho_{CD})^2)$, where $\rho$ is the normalized minor radius and $\beta$ the peakedness, this condition was shown to lead roughly to the following requirement on the amplitude and localization of the driven current [3]:

$$\left| \frac{I_{CD}}{I_p} \right| = \frac{10}{\beta}, \quad \text{and} \quad \rho_{CD} - \rho(q=2) = -H(-I_{CD}/I_p) \sqrt{2/\beta} \pm \sqrt{1/\beta},$$  \hspace{1cm} (1)

where $H$ is the Heaviside function. To optimize the efficiency of the current profile control the product of the current drive efficiency $\eta$ and the peakedness $\beta$ must be maximized. The efficiency is defined as $\eta \equiv I_{CD}R_0n_e/W [AW^{-1} 10^{20} m^{-2}]$, where $I$ is the driven current, $W$ the dissipated power, $R_0$ the major radius and $n_e$ the average density.

The magnetic equilibrium of NET used here, is characterized by $R_0 = 5.25 m$, minor radius in the equatorial plane $a = 1.4 m$, elongation $\kappa = 2.2$, toroidal field on axis $B_T = 5.5 T$, current $I_p = 10.8 MA$, and safety factor $q_{95\%} = 3.6$. The $q=2$ surface is found at $\rho = 0.85$, where $\rho$ is a normalized flux coordinate defined by $\rho^2 \equiv (\psi - \psi_{95})/\psi_{95}$, $\psi$ being the poloidal flux, and $\psi_{95}$, $\psi_b$ its values at the plasma axis and boundary, respectively. The density profile is given by $n_e = n_e(o)(1 - \rho^2)$ with $n_e(o) = 1.0 \times 10^{20} m^{-3}$. To analyze the influence of the temperature at $q=2$, various temperature profiles $T_e = T_e(o) (1 - \rho^2)^{\alpha}$ are used with fixed $T_e(o) = 30 keV$. For $\alpha = 1, 3/2, 2$ we have $T_e(q=2) = 8, 4, 2 keV$, respectively.

2. Optimization of the localization and the current drive efficiency. There are two approaches to optimize the localization of the wave power deposition. First, the localization along individual rays can be optimized by launching the waves such that the ray paths are tangential to the flux surfaces in the region of power deposition. In that case, the localization is limited by the spatial spread of the beam. Alternatively, one can minimize the effect of the spatial spread of the beam by using equatorial wave launch, such that the spatial spread of the beam is tangential to the flux surfaces. This is particularly efficient in large tokamaks, where the radius of curvature of the flux surfaces is much larger than the spatial spread of a beam. In this approach the localization is limited by the natural line width of the absorption process, which for electron cyclotron waves is relatively small, and by the spread in the $N_\|/N_\perp$ spectrum of the injected beam. Varying $N_\|$ leads to a change in the position of power deposition [1]. Here, we consider only this second approach, because it uses an intrinsic property of the wave plasma interaction to obtain a good localization rather than that it relies on a technical effort to focus the wave beams.
As the $q = 2$ surface is close to the plasma edge, trapped electrons have a large impact on the current drive efficiency. The efficiency of the down-shifted resonance scheme is strongly reduced by trapped particle effects [1, 4]. For the up-shifted resonance scheme the reduction due to trapped particle effects is much smaller. Therefore, the up-shifted resonance scheme is used. Furthermore, the optimization of the current drive efficiency requires interaction with electrons of the highest possible energies. In the up-shifted resonance scheme, resonance with high energy electrons requires a large doppler shift, because of the relativistic down shift of the cyclotron frequency with increasing energy. Thus, a high current drive efficiency requires a large value of $\ln \|$. 

The combined choice for equatorial injection and for the up-shifted resonance scheme requires injection of the waves from the low-field side in the equatorial plane with a finite $\ln \|$. The wave frequency must be chosen such that the power is deposited near $q = 2$ on the low-field side of the torus. A first estimate for the wave frequency that is to be used, can be obtained from the maximum up-shift of the electron cyclotron resonance for a given $\ln \|$, 

$$f / f_{c}(q=2) = (1 - \ln N_{\|}^{2})^{-1/2},$$

(2)

where $f_{c}(q=2) = 138 \text{ GHz}$ is the cyclotron frequency at the $q = 2$ surface. When $\ln \| \|$ is increased, however, interaction occurs with particles of increasingly higher energy, of which there will not be enough to obtain significant absorption. This limits the current drive efficiency that can be obtained. For the higher values of $\ln \| \|$ a frequency considerably below the value given by Eq. (2) must be used.

3. Results of ray-tracing calculations. We have performed extensive ray-tracing calculations with the TORAY code [5] to study the localization of the power deposition. A first estimate for the current drive efficiency $\eta$ is obtained from the Fisch formula generalized to include trapped particle effects [6]. Only current drive in the co-direction is considered, which for the present equilibrium and the up-shifted resonance scheme means wave injection with a negative value of $\ln \| \$, i.e. a toroidal injection angle $\phi > 180^\circ$. The injection angle $\phi$ is defined as the angle in the horizontal plane between the direction of injection and the major radius. Note that $\ln \| \ = \sin(\phi)$.

A Gaussian beam with an angular half-width of $2.5^\circ$ is injected from an antenna at $R = 7 \text{ m}$ where the spatial half width of the beam is $5 \text{ cm}$. The results of ray-tracing calculations for first harmonic O-mode waves are presented in Fig. 1 for the case with $T_{e}(q=2) = 8 \text{ keV}$. In Fig. 1a the peakedness $\beta_{\text{beam}}$ of the deposition profile of the total beam is given as a function of the toroidal injection angle $\phi$. The peakedness of the power deposition $\beta_{\text{ray}}$ along the central ray of the beam is also given. The peakedness $\beta_{\text{ray}}$ for individual rays is a decreasing function of $\ln \| \|$. This is due to the fact that, for finite $\ln \| \$, the absorption coefficient of the first harmonic O-mode is inversely proportional to $\ln \| \|$, which gives rise to an increasing line width with increasing $\ln \| \|$. This effect limits the peakedness that can be obtained for $\phi > 220^\circ$. For $\phi < 220^\circ$ the peakedness $\beta_{\text{beam}}$ is limited by the spread $\ln \| \|$. This effect becomes larger when $\phi$ approaches $180^\circ$. A maximum for $\beta_{\text{beam}}$ is found for intermediate values of $\phi$, around $\phi = 210^\circ$ where $\beta_{\text{beam}} = 250$. Higher values of the peakedness can only be obtained for smaller angular spreads. In Fig. 1b the wave frequency normalized to the cyclotron frequency on $q = 2$, $f / f_{c}(q=2)$, and the estimate for the current drive efficiency $\eta$ are given. A maximum in $\eta$ is found for $\phi = 210^\circ$, where $\eta = 0.07 \text{ [AW}^{-1} \text{ 10^{20} m}^{2}\text{]}$. For larger $\phi$ the efficiency does not increase further, although $\ln \| \|$ still increases, because the maximum energy of the particles which can absorb a significant part of the wave power is limited to a few times the local thermal energy. This effect is also reflected in the fact that a wave frequency considerably below the value of Eq. (2) has to be used. When $\phi$ increases the resonance curve comes closer to the trapping region leading to a further reduction of the current drive efficiency by trapped particle effects. Similar results are obtained in the ray-tracing calculations for the cases with a temperature of 4 and 2 keV at the $q = 2$ surface. The current drive efficiency is found to be almost proportional to the temperature. At 2 keV, however, the maximum current drive efficiency is
Because of the lower temperature, the maximum in the current drive efficiency is found for a lower value of $N_{\eta 1}$. For fixed injection angle, the wave frequency must be reduced with the temperature to keep the power deposition around the $q = 2$ surface.

4. Results of Fokker-Planck calculations. To obtain a more accurate estimate of the current drive efficiency Fokker-Planck quasi-linear calculations are performed. The results for the injection of 10 MW at an angle of $\phi = 210^\circ$ are given in Table I and Fig. 2 for each of the three different temperatures. The peakedness of the driven current density profile is also given. Substituting the obtained values for the peakedness into Eq. (1), one finds that the currents that must be driven to obtain a complete flattening of the current density profile are 430 kA in the case with $T_e(q=2) = 8$ keV, 310 kA in the case with $T_e(q=2) = 4$ keV, and 270 kA when $T_e(q=2) = 2$ keV. In general, already half this current is sufficient for stabilization of the $m=2$ tearing mode [3]. According to the table, the current driven by 10 MW is more than sufficient for stabilization, when $T_e(q=2) = 8$ keV. In the 4 keV case, the current driven by 10 MW is slightly less than half the current required for a complete flattening and is only marginally sufficient for stabilization. When the temperature is 2 keV, however, the current drive efficiency is strongly reduced and a current of only 38 kA is driven by the injection of 10 MW with a toroidal injection angle of $\phi = 210^\circ$. This is nearly an order of magnitude below the current that is required for complete flattening of the current density profile. As mentioned above, in the 2 keV case the maximum current drive efficiency is obtained for a smaller injection angle, $\phi = 200^\circ$. Also the peakedness is improved, when the waves are injected with a smaller angular spread. In the last column of Table I, the results for a calculation for the injection of 10 MW with $\phi = 200^\circ$ and an angular half width of the beam of $1^\circ$ are presented. Both the current drive efficiency and the peakedness are increased by a factor of two, so that the driven current is now marginally sufficient for stabilization.

5. Conclusions. We have shown the possibility of control of the current density profile around the $q = 2$ surface by ECCD. The maximum current drive efficiency is proportional to the temperature at $q = 2$. For equatorial injection, the maximum peakedness of the driven current density profile is limited by the angular spread of the injected beam. For a temperature at $q = 2$ of 4 to 8 keV, using a beam with an injection angle of $\phi = 210^\circ$ and an angular half width of $2.5^\circ$, 10 MW of injected power is required for stabilization of the $m=2$ tearing mode. When a smaller angular spread can be obtained, this amount of power is also sufficient for stabilization at the lower temperature of 2 keV.
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TABLE I

Results of the Fokker-Planck quasi-linear calculations.

<table>
<thead>
<tr>
<th>T_e(q=2)</th>
<th>8 keV</th>
<th>4 keV</th>
<th>2 keV</th>
<th>2 keV*</th>
</tr>
</thead>
<tbody>
<tr>
<td>\phi</td>
<td>210°</td>
<td>210°</td>
<td>210°</td>
<td>200°</td>
</tr>
<tr>
<td>f</td>
<td>1.108</td>
<td>1.080</td>
<td>1.056</td>
<td>1.033</td>
</tr>
<tr>
<td>f_e(q=2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEC</td>
<td>10 MW</td>
<td>10 MW</td>
<td>10 MW</td>
<td>10 MW</td>
</tr>
<tr>
<td>I_CD</td>
<td>308 kA</td>
<td>147 kA</td>
<td>38 kA</td>
<td>83 kA</td>
</tr>
<tr>
<td>\eta [AW^{-1} 10^{20} m^{-2}]</td>
<td>0.12</td>
<td>0.06</td>
<td>0.016</td>
<td>0.032</td>
</tr>
<tr>
<td>\beta_{beam}</td>
<td>250</td>
<td>350</td>
<td>400</td>
<td>700</td>
</tr>
</tbody>
</table>

* In this case the angular spread in the beam is reduced to 10° in order to optimize the localization.

Fig. 1 The results of ray-tracing calculations. A beam of O-mode waves is injected in the equatorial plane from the low-field side at an angle \phi with respect to the major radius.
(a) the peakedness of the power deposition for the total beam and for the central ray;
(b) the normalized wave frequency and the current drive efficiency estimated from the generalized Fisch formula.

Fig. 2 The driven current density profiles obtained from the Fokker-Planck calculations for the injection of 10 MW of EC wave power.
(a) T_e(q=2) = 8 keV, \phi = 210°, I_CD = 308 kA;
(b) T_e(q=2) = 4 keV, \phi = 210°, I_CD = 147 kA;
(c) T_e(q=2) = 2 keV, \phi = 200°, I_CD = 83 kA.
ELECTRON CYCLOTRON CURRENT DRIVE AT DOWN-SHIFTED
SECOND HARMONIC FREQUENCIES
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The wave absorption efficiency at frequencies significantly lower than
the second harmonic of the electron cyclotron frequency is substantially
improved in presence of a superthermal tail in the electron velocity distri­
bution /1/. The generation of superthermal electrons has been theoretically
predicted /2/ and experimentally observed /3/ during electron cyclotron
heating. As known, due to the presence of a non-inductive current driver or
to the parallel acceleration of a DC electric field, the electron velocity
distribution exhibits a long flat tail in the direction parallel to the mag­
netic field. In these conditions the waves couple predominantly to electrons
having large parallel velocities which is beneficial for the development of
a RF driven plasma current via the creation of an asymmetric resistivity/4/.
Furthermore, the plasma current driven by waves at down-shifted frequencies
has the advantage to be almost unidirectional. In the present paper we in­
vestigate the general properties of the current-drive by waves at down-shift
ed second electron cyclotron harmonic (SECH) frequencies in a plasma with
an asymmetric current-supporting electron distribution.

The superthermal deviation of the electron distribution from the weak­
ly relativistic Maxwellian bulk is simulated by adding a low-density cur­
rent-carrying or non-drifting Maxwellian distribution. So, the assumed mo­
del distribution has the following general form,

\[
f(p_{\perp},p_{//}) = \left\{ \begin{array}{c}
u_t^{3/2}(1 - n) \exp(-\nu_t(p_{\perp}^2 + p_{//}^2)/2) \\
+ \frac{\eta^{3/2}}{(2\pi)^{3/2} m c^2} \exp(-\nu_s(p_{\perp}^2/2 - \bar{u})^2/2)\right\} \left( \frac{mc^2}{T_s} \right)^{3/2} (1)
\]

where \(\nu_t = (mc^2/T_t, s)\), \(\bar{p}_{\perp, //} = p_{\perp, //}/mc\), \(\bar{u} = u/c\) and \(n\) and \(u\), respectively,
denote the fraction of superthermal electrons and their drift velocity. We
assume that both the bulk \((v_t)\) and tail \((v_s)\) electron velocities are sufficiently low, i.e. \(v_t, s \gg 1\), to analyze the wave absorption in the framework of the weakly relativistic approximation. In this analysis the plasma equilibrium is represented by a parabolic electron density profile and a \((1 - x^2)^{3/2}\)-profile for the bulk and tail electron temperatures, and the drift velocity. To simulate the wave propagation and spatial damping in the equatorial plane of toroidal discharges, the magnetic field variation is represented by \(B(x) = B(0)z/(1 + x/A)\) where \(x = r \cos \phi /a\), \(\phi = 0\) or \(\pi\), \(a\) is the plasma radius and \(A\) is the aspect ratio.

Firstly, we shall briefly analyze the absorption of extraordinary \((X)\) waves at large frequency down-shifts. The discussion which follows is illustrated by Fig.1, on which we have represented the variation of the imaginary part of the perpendicular wave refractive index of the \(X\)-mode with the dimensionless space coordinate \(x\) for \(\omega_p^2(0)/\omega_C^2(0) = 0.5\), \(c/v_t(0) = 11.32\), corresponding to a peak electron temperature \(T_t(0) = 2\) keV, \(c/v_s(0) = 5.66\), \(A = 3\), \(\eta = 0.05\), \(N_{//} = \pm 0.5\) and three typical frequency down-shifts. The SECH resonance takes place, respectively, at: (i) \(x \sim 0.75\) \((2\omega_C(0)/\omega = 1.25)\), (ii) the plasma edge, \(x = 1\) \((2\omega_C(0)/\omega = 1.33)\) and (iii) outside the plasma \((2\omega_C/\omega = 1.4)\). Besides, \(\text{Im} N_{//X}\) is plotted for (A) a non-drifting and (B) a drifting superthermal tail. In cases (ii) and (iii) the thermal contribution to the wave absorption is important only at high bulk electron temperatures \((T_t(0) > 2\) keV). The presence of a non-drifting superthermal tail enhances substantially the wave damping. Namely, the maximum value of \(\text{Im} N_{//X}\) increases along with a broadening of the absorption profile towards the plasma center. Note that in absence of the drift motion, the imaginary part of \(N_{//X}\) is smaller than \(10^{-4}\) in the case (iii). The effect of the drift motion on the wave absorption at down-shifted frequencies depends strongly on both the sign and magnitude of \(N_{//}\) and \(u\). For \(N_{//} > 0\) and \(u > 0\) the frequency shift produced by the electron drift motion is upward and the absorption profile displaces towards the plasma edge and becomes narrower. For \(N_{//} < 0\) and \(u > 0\), on the other hand, the frequency shift is downward and the effective parallel refractive index \(N_{//eff} = (N_{//} - \bar{u})/(1 - N_{//}\bar{u}) < 0\) and \(|N_{//eff}| > |N_{//}|\). In this case the contribution of the superthermal electrons to the absorption occurs far away in the low-frequency wing of the
thermal profile. From Fig.1.B one also sees that the spatial wave damping is strong even in the case when the SECH resonance lies outside the plasma. The absorption by superthermal drifting electrons increases with both $u$ and $n$. Note that for given values of $|N_{\parallel}|$ and $|\bar{u}|$ the wave absorption is independent on the sign of $N_{\parallel eff}$.

Broad power deposition profiles covering the weakly relativistic electron velocity range $0.05 \leq |v_{\parallel}/c| \leq 0.5$ have been obtained for large frequency down-shifts, $T_{t}(0)=1-4$keV, $u(0)\leq v_{s}(0)$ and $k_{0a}=O(10^{3})$. The power deposition profile becomes narrower with increasing $T_{t}(0)$ and/or $u(0)$. In Fig.2, we plot $P'=dy/dx$ with $\gamma=1-\exp(-2k_{0a}x^{2})\text{Im}N_{\perp x}dx'$, as a function of $v_{\parallel}/c$ for the previously considered three frequency down-shifts and $k_{0a}=2500$. It appears that a large fraction of the wave power is absorbed in the first pass. Complete first pass absorption is not achieved only in cases (ii,A) and (iii)(the absorption coefficients are, respectively $\gamma = 0.59$ and $\gamma = 0.84$).

Using the relativistic formulation for the current drive efficiency factor $J/P /4/ \text{and averaging the absorbed power } P'/ \text{over the surface } S = (2\pi)^{2}rR_{0}$, we have evaluated the radial current density profile for a wide range of frequency down-shifts. In Fig.3. we present the radial current density profile for an incident power $P_{0}=1W$, $R_{0}=2.25m$, $a=0.75m$, $T_{t}(0)=2$keV, $2\omega_{c}/\omega=1.33$ and $2\omega_{c}/\omega=1.4$, and $\omega_{p}^{2}(0)/\omega_{c}^{2}(0)=0.5$. The foregoing normalized parameters correspond for instance, to: $n_{e}(0)=3.\times10^{19}m^{-3}$, $B(0)=2.5T$ and $\omega=105GHz$. As one can see relatively high current densities can be generated in this moderate-temperature plasma. The maxima of the presented profiles lie on magnetic surfaces for which the inverse aspect ratio is in the range $c=0.1-0.2$. Due to the presence of trapped particles, for $c=0.2$ the current drive efficiency is reduced by a factor $\zeta=2/5/$. For electron temperatures $T_{t}(0)=1-4$keV, overall current drive efficiencies in the range $\xi=\bar{n}_{e20}^{1}R_{0}/C_{p}=0.05 - 0.2 \text{ Am}^{-2} \text{ W}^{-1}$ are obtained. In conclusion, the presented results indicate that in medium-size tokamak plasmas ($T_{t}(0)=1-2$keV,$B(0)=2.5T$) large currents can be generated with the existing wave sources by SECH heating of superthermal weakly-relativistic electrons.
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Fig. 1. $\text{ImN}_{\Delta x}$ vs. the dimensionless space coordinate $x$.

Fig. 2. Power deposition profiles.

Fig. 3. Current density profiles.
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INTRODUCTION

Rf current drive is a promising technique which enables continuous operation of tokamak reactors. Regarding the average current per input power, fast electrons, accelerated by high phase velocity waves, are optimal due to their low collisionality [1]. Intense, fast electrostatic waves can be excited by beat-wave generation [2,3] and by stimulated forward Raman scattering (SRS-F) [4] of electromagnetic (EM) waves. The advantage of high frequency EM-waves is their easy access to any region of the plasma which enables a good control of the current profile. The most promising high-power sources in the wave-length range 0.1–1.0 mm are free electron lasers (FEL).

The nearly collisionless, weakly inhomogeneous plasma in a tokamak reactor allows the growth of Raman forward scattering. The conditions favour also stimulated Raman backscattering (SRS-B) which has a higher convective gain than the SRS-F process. However, the SRS-B plasmon has a short wavelength which implies that Landau damping may considerably slow down its growth. In the absence of collisional damping the plasmon momentum is transferred directly to energetic electrons via nonlinear wave-particle interactions. Some amount of stimulated Raman backscatter mixed with SRS-F may be beneficial [2]. SRS-B generates 'medium' fast electrons which are more readily trapped by the high phase velocity SRS-F plasmon than thermal ones. This two-stage acceleration can considerably improve the current drive efficiency.

Current drive by SRS-F/B has some advantages over the beat-wave scheme. In SRS a single high-power laser suffices – SRS-B grows from noise and the SRS-F plasmons are launched by a weak seed laser. SRS-B automatically selects its resonance and SRS-F tolerates some density variation, if a broadband seed-laser is utilized. The seeding of SRS-F is not obligatory, but it provides an efficient tool for controlling the SRS-B/F competition.

MODEL FOR COMBINED SRS-F/B

The combined SRS-B/F system can be described by five coupled nonlinear equations for the complex field amplitudes (three EM-waves and two plasmons). The SRS-B plasmon is heavily Landau-damped in hot plasmas. Furthermore, we assume that the hot tail due to electrons accelerated by SRS-B causes considerable damping of the SRS-F
plasmon. In this heavy damping limit the system reduces to three equations for the normalized EM wave intensities $I_i$. In steady state these read

$$\partial I_0/\partial \xi = -2I_0 I_-/\gamma_b - 2\alpha I_0 I_+/\gamma_f,$$

$$\partial I_-/\partial \xi = -2I_0 I_-/\gamma_b,$$

$$\partial I_+/\partial \xi = 2\beta I_0 I_+/\gamma_f$$

where $\xi = z/L_g$ is a dimensionless length normalized to the gain length of SRS-B [5], $L_g = 4\sqrt{3}(c/v_0)(k_-/k_b)^{1/2}\lambda_D$ ($v_0 = q_e E_0(0)/m_e\omega_0$ is the electron quiver velocity). The coupling coefficients are defined by $\alpha = (\omega_-/\omega_+)^2(k_f\omega_f/k_b\omega_b)$ and $\beta = \omega_f k_f / \omega_b k_b k_+$. The subscripts 0, +, and − refer to the pump, forward scattered, and backward scattered photons, respectively. The corresponding plasmon parameters are labeled by $f$ (SRS-F) and $b$ (SRS-B). The normalized damping constants of the plasmons are $\gamma_{f,b} = L_g \Gamma_{f,b}/v_{f,b}$ where $v_{f,b}$ are the group velocities. Corrections due to external magnetic fields are here neglected for simplicity (see [3]).

The boundary conditions in (1)-(3) are:

$$I_0(0) = 1; \quad I_+(0) = \epsilon_+; \quad I_-(\xi_L) = \epsilon_-, \text{ where } \epsilon_ \pm \text{ are the noise levels.}$$

The forward and backward reflectivities, which describe the energy conversion from the pump mode to the daughter waves, are defined by the conditions $r_+ = I_+(\xi_L)$ and $r_- = I_-(0)$. The fields satisfy the constants of motion $I_0 - I_+ (\alpha/\beta) I_+ = C_1$ and $I_+ I_- = C_2$ where $\kappa = \beta(\gamma_b/\gamma_f)$ is the gain ratio of the SRS-F and SRS-B processes. The intensity distribution of $I_-(\xi)$ is given by

$$2\xi/\gamma_b = \int_{I_-}^{r_-} dz \frac{1 - r_- - \tilde{e}_+ - \tilde{e}_+(r_-/z)^\kappa - 1}{z [1 - r_- + \tilde{e}_+ - \tilde{e}_+(r_-/z)^\kappa + 1]}$$

where $\tilde{e}_+ = \alpha e_+ / \beta$. The other fields are obtained from the conservation laws.

The integrand in (4) diverges for large $r_-$. This determines the maximum SRS-B reflectivity $r_{\text{max}}$ for given values of $\epsilon_\pm$. If we fix $r_{\text{max}}$ and $\epsilon_-$, the required seed intensity is given by

$$\epsilon_+ = (\beta/\alpha)[1 - r_{\text{max}} + \epsilon_+][r_{\text{max}}/\epsilon_+]^{\alpha - 1} - 1^{-1}$$

The maximum conversion is obtained from the conservation relations with $I_0(\xi_L) = 0$. The relative strength of $I_-$ and $I_+$ can be controlled by varying the seed parameter $\epsilon_+$. To give a specific example, we consider some representative numbers of a tokamak reactor: $n = 10^{20} m^{-3}$ and $T = 20 keV$. At a FEL wavelength $\lambda_0 = 1.0 mm$, the relative density is $n/n_e = 0.1$. From the dispersion relations and phase matching conditions we obtain for the plasmon wave numbers $k_f/k_b = 0.38$ and $k_b/k_0 = 1.2$ and correspondingly $k_f \lambda_D = 0.23$ and $k_b \lambda_D = 0.73$ ($\lambda_D$ is the Debye length). The plasmon phase velocities are $v_{\text{ph},f} \simeq 4.7 v_e$ ($\simeq 0.94 c$) and $v_{\text{ph},b} \simeq 2.2 v_e$ ($\simeq 0.44 c$) The gain length of SRS-B is 2.4 cm at FEL intensity $10^8 W/cm^2$. The gain length of SRS-F is much longer — ca. 12 cm.

Figure 1 displays an example of spatial intensity distributions. The plasmon intensities are represented by the quantities $I_0 I_-$ and $I_0 I_+$. We have assumed a gain ratio $\kappa = 0.3$, and $r_{\text{max}} = 0.5$ which imply $\epsilon_+ = 0.015$ at $\epsilon_- = 10^{-6}$. The case shown, $r_- = 0.4$,
corresponds to a plasma length \( 2\xi/\gamma_b \approx 30 \). Two conclusions can be drawn: firstly, the generation regions of the plasmons are clearly separated; secondly, already a modest seed level suffices to manipulation of the conversion ratios.

Figure 2 shows the conversion factors versus the length of the plasma slab \( (r_{\text{max}} = 0.5) \). The maximum intensity of the SRS-B plasmon is proportional to \( r_- \); the corresponding quantity for SRS-F plasmon is \( \text{Max}\{I_0 I_+\} \). A distinctive feature is the nonmonotonous behaviour of the conversion factor of the forward plasmon.

**CURRENT DRIVE ASPECTS**

The optimization of the current drive involves two tasks. Firstly, the hot particle energies are determined by the plasmon phase velocities. Secondly, the conversion ratios have to be chosen such that the slower plasmon feeds enough preaccelerated electrons to the faster plasmon. In Fig. 3 where we have plotted \( m_e c^2 (1 - v_{ph}^2/c^2)^{-1/2} - 1 \) ('hot particle energy') versus the background temperature. Particle trapping properties are here characterized by the trapping widths \( v_{tr,p} = (2q_e|E_p|/m_e k_p)^{1/2} \). The horizontal lines in Fig. 4 give the thermal speed \( v_e/c \) and the phase velocities \( v_{ph,p}/c \) of the plasmons. Trapping limits are given by the curves \( (v_{ph,p} \pm v_{tr,p})/c \). The rather extreme parameters chosen (density \( n/n_e = 0.1 \), temperature \( 20 \text{ keV} \), damping ratio \( \Gamma_p/\omega_p = 0.02 \), and \( \nu_0/c = 0.2 \)) ensure overlapping trapping regions. This is not an essential requirement, when the creation of Maxwellian hot tails are taken into account.

The maximum current density \( j_{\text{max}} \) is obtained from the momentum conservation which gives \( j_{\text{max}} = q_e I_0/m_e c^2 \); \( j_{\text{max}} \) depends only on the FEL intensity \( I_0 \). For \( j_{\text{max}} > 1 \text{ kA/cm}^2 \), \( I_0 \) must exceed \( 5 \times 10^8 \text{ W/cm}^2 \). The achievable value is smaller because of losses.
in the transfer of EM energy and momentum to the plasmon. In SRS the Manley-Rowe relations and momentum conservation limit the local current density to

\[ j_{\text{SRS}} = \left( \frac{q_e n c}{6} \right) (k_0 c/\omega_p) (v_0/v_e)^2 r_{\perp}. \]  

With the reference parameters above we obtain \( j_{\text{SRS}} = 0.67 \text{kA/cm}^2 \) at a FEL intensity \( I_0 = 5 \times 10^8 \text{W/cm}^2 \) for \( r_{\perp} = 0.1 \). The final current density is obtained by multiplying the local value by the volume factor \( L_d/2\pi R \) where \( R \) is the major radius of the tokamak and \( L_d \) is the depletion length. Optimum parameters are such that \( L_d \) is of the order of \( R \). The FEL energy is then deposited in a single pass and no pulse circulation is needed.

The feasibility of the SRS current drive will improve drastically, if the current is amplified by the bootstrap effect [3]. In favourable conditions a seed current of a few hundred kA can lead to bootstrap currents over 10 MA.

**FIG. 3:** Particle energies at densities \( n/n_e = 0.04, 0.24 \). Top curves for SRS-F, lower branches for SRS-B.

**FIG. 4:** Trapping regions vs. \( 2\xi_L/\gamma_b \). Solid curve for SRS-F and dashed ones for SRS-B.
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ABSTRACT

The use of lower-hybrid (LH) waves to assist the current ramp-up and to drive a part of the current during the burn phase is considered in NET as a means to achieve, possibly in combination with other methods, the objective of long pulse operation. A code aiming at the description of the lower-hybrid current drive and heating has been developed to model these applications. A comparison of the code simulations with experimental results in ASDEX is presented here.

The code is based on a 1-D Fokker-Planck equation including the toroidal electric field. It can be run stand-alone to simulate a steady-state situation with a given (homogeneous) electric field, or can be coupled with the transport code MINIBANG\(^1\) to investigate time evolutions.

The results obtained so far can be summarized as follows:

a - A broadening of the wave spectrum with respect to the narrow, low-
N// spectrum actually launched in ASDEX is required to explain the magnitude of the driven current, as already found by several authors\(^2\).

b - The spectral broadening mechanism based on scattering of the LH waves on magnetic ripples\(^3\) has been applied in the presented simulations (as an alternative to a simple ad-hoc broadening of the launched Brambilla spectrum). This mechanism can provide an explanation of the observed results.

c - A variety of ASDEX shots at different densities, with both low and high LH-power (co- and counter-acting electric field) have been successfully simulated, using both spectral broadening devices, the prescription being the same for all shots\(^4\). In particular, the behaviour and the magnitude of the figure of merit \(\eta = \frac{n_e R L_{driven}}{P_{injected}}\) as a function of the toroidal electric field (\(\eta\) increases strongly when the electric field reverses from the counter- to the co-acting direction) are in agreement with the experiments.

d - Similarly, the time behaviour of the loop voltage as a function of the input power is correctly simulated.

e - The single pass absorption coefficient \(\alpha = \frac{P_{absorbed}}{P_{injected}}\) is smaller than one and has a maximum at relatively low injected power levels, causing the figure of merit \(\eta\) to decrease at higher levels, as observed in various experiments. In these conditions, \(\eta\) increases almost linearly with temperature, a result obtained experimentally in T-7, and recently in JT-60 (while \(\eta_0 = \frac{n_e R L_{driven}}{P_{absorbed}}\) remains practically constant). The observed effect could thus be attributed to an increase of \(\alpha\) with temperature.

1. Brief description of the code.

The code is based on a 1-D, non-relativistic Fokker-Planck equation including the toroidal electric field. Run-away electrons are described by an electron distribution function flat from the critical (Dreicer) velocity up to some maximum cut-off velocity. The quasi-linear diffusion coefficient is computed using the plasma group velocity and the wave power flux impinging on the considered magnetic surface. The code uses a cylindrical geometry, ray-tracing was not implemented (note that the required spectral broadening effects largely overcome the spectral variations due to classical toroidal propagation). (See /\(^4\)/for more details).
The launched power spectrum is assumed to have the shape:

\[ P(N_||) = \left\{ \sin\left[ \pi(N_0 - <N_||>/\Delta N_||) \right]/(N_0 - <N_||>/\Delta N_||) \right\}^2 \]

(see §IV and V below). Ad-hoc spectral broadening of the launched spectrum (B1) is obtained by choosing appropriately \(<N_||>\) and \(\Delta N_||\). When spectral broadening by magnetic ripple is applied (B2), at each radial step, before performing the FP calculation, the power \(P_r(N_||)\) of each spectral component is distributed equally in two side-lines respectively shifted by

\[ \Delta N_|| = \pm N_|| \frac{n\delta(r) dc}{R} \left[ \frac{N_+}{N_||} \right]^2 \cos\Phi. \]

(Where \(n\) is the number of toroidal field coils, \(R\) the major radius, \(\delta\) the magnetic ripple amplitude at radius \(r\) for which we take \(\delta(r) \equiv \delta(a) \left[ \frac{R+a}{R-a} \right]^{-1}\), and \(\Phi\) the angle between radial and poloidal components of the wave vector (here assumed to be given by \(\Phi = \pi|a-r|/4\alpha\)).

Two versions of analytical fits of the measured \(n_e\) and \(T_e\) profiles \(^{5,2}\), are used in the simulations (the most recent one \(^5\) only in §II below).

II - Detailed modelling of ASDEX shots during RF.

A detailed simulation of ASDEX shots using the stand-alone code has already been reported elsewhere \(^4\). In this work, the spectral broadening required to simulate correctly the results was obtained by an ad-hoc broadening of the launched spectrum, the main spectral lobe extending from \(N_0 = 1.2\) to \(N_|| = 6.2\) (instead of 2.9 in the actually launched spectrum). Once this broadening was adjusted on a shot for which the tokamak current was carried by LH power alone (#18468, \(P_{inj} = 375\, kW\), \(E = 0\)), it was kept constant and two other shots at low power (#19612, \(P_{inj} = 90\, kW\), \(E > 0\)) and high power (#18466, \(P_{inj} = 920\, kW\), \(E < 0\)) were correctly simulated, giving some confidence in the ability of this simple model to treat LH current drive in presence of an electric field.

In the present work, a physical mechanism proposed recently \(^3\) the ripple scattering mechanism, is invoked to provide the spectral broadening, the launched spectrum being the actual one. The main characteristics of the shots considered are listed in Table I. Fig. 1 represents the evolution with radius of the power spectra as function of the phase velocity for the shot #18468. For comparison, the radial evolution of the same wave spectrum without broadening is shown on Fig. 2, the profiles of the driven currents for the 3 shots are given in Fig. 3.

<table>
<thead>
<tr>
<th>shot</th>
<th>(n_e(0)) ([10^{19}, m^{-3}])</th>
<th>(T_e(0)) ([keV])</th>
<th>(P_{inj}) ([kW])</th>
<th>(V_{loop}^{HH}) ([V])</th>
<th>(V_{loop}^{HH}) ([V])</th>
<th>(\delta) ([%])</th>
<th>(V_{loop}^{HH}) ([V])</th>
<th>(I_{driven}) ([kA])</th>
<th>(I_{tot}) ([kA])</th>
</tr>
</thead>
<tbody>
<tr>
<td>18468</td>
<td>0.80</td>
<td>2.81</td>
<td>375</td>
<td>0.86±0.2</td>
<td>0.0±0.2</td>
<td>0</td>
<td>0.09</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>18468</td>
<td>0.80</td>
<td>2.81</td>
<td>375</td>
<td>0.86±0.2</td>
<td>0.0±0.2</td>
<td>2</td>
<td>0.09</td>
<td>280</td>
<td>297</td>
</tr>
<tr>
<td>18470</td>
<td>0.96</td>
<td>2.19</td>
<td>90</td>
<td>1.09±0.2</td>
<td>0.41±0.22</td>
<td>1.19</td>
<td>0.70</td>
<td>182</td>
<td>305</td>
</tr>
<tr>
<td>18466</td>
<td>0.72</td>
<td>1.96</td>
<td>920</td>
<td>±0.25±0.2</td>
<td>1.8±0.2</td>
<td>0.72</td>
<td>391</td>
<td>303</td>
<td></td>
</tr>
</tbody>
</table>

\(B = 2.2\ T \quad Z_{eff} = 3.\quad <N_||> = 1.90\quad \Delta N_|| = 0.955\quad f = 1.3\ GHz\)

The measured profiles \(^6\) of \(n_e\) and \(T_e\) are used.

The ohmic current during the LH phase are computed by using the experimental plasma resistivity during the ohmic phase, the measured loop voltage during the RF phase and assuming the current density proportional to \(T_e(r)^{3/2}\).

As seen from these results, a satisfactory modelling of the experimental data can be achieved with this model, using a ripple value of the order of 2%. It must be noted however that this value is about twice the value computed for ASDEX. Considering the rough approximations used to compute the broadening and the fact that, as noted in
III - Temperature effect on single pass absorption

Although no dependance of the current drive efficiency on temperature is expected (for $T_e \ll m_e c^2$), a strong variation of the driven current (or $\eta$) has been observed in different experiments like T7 and JT-60.

In Fig. 4, we have simulated a temperature variation in ASDEX /4/. As can be seen, practically a linear dependance of both the single pass absorption coefficient $\alpha$ and of the figure of merit $\eta$ is found while in this particular case, $\eta_0$ (reported to the absorbed power) remains practically constant.

IV - Current drive efficiency as a function of the electric field

Spectral broadening of the launched spectrum (B1) is applied here; the required spectral width is determined by fitting the RF-driven current at zero electric field and $\omega_{\text{max}}$ is taken to be 0.8c (the results are not strongly sensitive to the precise choice of $\omega_{\text{max}}$). In Fig. 5, we plot the calculated normalized figure of merit $\eta(E)/\eta(0)$ versus the normalized electric field $E$. In the same figure we plot also points corresponding to Asdex shots with different RF-powers, temperatures and densities\(^2\). The curves are calculated for the same range of temperatures and densities.

This shows that the numerical solution of a 1D Fokker-Planck model including the current carried by the runaway electrons can predict the dependence of the efficiency on the dc electric field. These results are similar to the ones obtained recently\(^5\) with an analytical treatment based on an approximate solution of a 2D model.

V - Simulations of time evolutions during RF shots

The electric field as function of radius is computed here at each time step through self-consistent solution of Ohm's law, the FP code is coupled to the code\(^1\) solving the diffusion equation of the electric field. The ohmic phase of the RF shots are simulated by letting the plasma evolve (with the temperature and density profiles\(^2\) kept fixed) until equilibrium is reached. The RF phase is then simulated by applying the RF power to an ohmic plasma with the same temperature and density profiles as at the end of the RF phase (no profile evolution). The electric field could be reproduced within a 20% error for all the simulated shots (in these simulations the spectral upshift and $\omega_{\text{max}}$ have been kept fixed; we assumed a neoclassical resistivity and chose the impurity level in order to have $Z_{\text{eff}} = 3$).

Another topic under investigation is the time evolution of the dc-electric field. Fig. 6 shows a fair agreement between experimental results and simulations.

---

/1/ O. de Barbieri and A. Nocentini, 14th Conf. CFP, Madrid, 1987, vol III, p.836
/5/ F. Soeldner, private communication
/6/ Yoshioka & Leuterer, Physics of Fluids, 31,1224,1988
Fig. 1: Wave power spectra for different radii (top = edge, bottom = center) as a function of 50.\nu_//c\). shot 18468, with ripple.

Fig. 2: Same as Fig. 1 without ripple broadening.

Fig. 3: Radial profile of the driven current for the shots 18468, 18470, 18466 (from top to bottom).

Fig. 4: Temperature dependance of $\alpha$ \eta and $\gamma_0$.

Fig. 5: Normalised current drive figure of merit: $\eta(\nu)/\eta(0)$ as a function of normalised electric field $\nu$.

Fig. 6: Time evolution of the loop voltage for various injected LH power (top = experimental, bottom = code).
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1. Introduction

Neutral beam current drive scaling experiments have been carried out on the DIII-D tokamak at General Atomics. These experiments were performed using up to 10 MW of 80 keV hydrogen beams. Previous current drive experiments on DIII-D have demonstrated beam driven currents up to 340 kA[1]. In the experiments reported here we achieved beam driven currents of at least 500 kA, and have obtained operation with record values of poloidal beta ($\epsilon \beta_p = 1.4$). The beam driven current reported here is obtained from the total plasma current by subtracting an estimate of the residual Ohmic current determined from the measured loop voltage. In this report we discuss the scaling of the current drive efficiency with plasma conditions. Using hydrogen neutral beams, we find the current drive efficiency is similar in Deuterium and Helium target plasmas. Experiments have been performed with plasma electron temperatures up to $T_e = 3$ keV, and densities in the range $2 \times 10^{19}$m$^{-3} < n_e < 4 \times 10^{19}$m$^{-3}$. The current drive efficiency ($\eta_{dR}$) is observed to scale linearly with the energy confinement time on DIII-D to a maximum of $0.05 \times 10^{20}$m$^{-3}$A/W. The measured efficiency is consistent with a 0-D theoretical model[2].

In addition to comparison with this simple model, detailed analysis of several shots using the time dependent transport code ONETWO is discussed. This analysis indicates that bootstrap current contributes approximately 10-20% of the total current. Our estimates of this effect are somewhat uncertain due to limited measurements of the radial profile of the density and temperatures.

2. Description of Experiments

Two sets of neutral beam current drive experiments are reported here. The first were done in August, 1988, and the second in October, 1988. The fill gas was helium during the August experiments, and deuterium during the October experiments. In addition, the plasma control scheme was modified for the October experiments, permitting better control of the high $\beta_p$ plasmas which are obtained.

†Work supported by U.S.DOE contracts DE-AD03-84ER51044(GA) and W-7405-ENG-48(LLNL).
The neutral beam system on DIII-D is composed of eight 5 sec, 80 keV neutral beam sources housed in four beamlines. Each beamline contains two sources, referred to as the left and right source. The right sources inject at an angle of 63° to the magnetic field axis, and the left sources at an angle of 47°. In the experiments reported here, all beams are injected in a direction such that the resulting ion current is in the same direction as the plasma current, i.e., co-injection. These experiments utilized a maximum of three right sources and four left.

The plasma was initiated with standard Ohmic operation during all experiments reported here. Following ~ 1 s of Ohmic operation, the current in the Ohmic coils was held constant, and the neutral beams were turned on. All plasmas were in the single null divertor configuration.

3. Experimental Results

Typically, we observed a rapid increase in the total plasma current with injection of beams. Following this initial transient, we observed two phases of plasma behavior. The first, which typically lasted ≤ 0.5 s, is characterized by nearly constant plasma current, and an average loop voltage near zero. Following this phase, the plasma current slowly decayed with a time constant of several seconds. The transition to the second phase was associated with the plasma touching a wall, and a concomitant impurity influx, on some shots. This plasma motion arises from the large $\beta_p$ obtained in this operation. There is always a transient increase in the loop voltage associated with the transition to the second phase. Throughout this report, we refer to the period preceding this second voltage transient as the flat phase since the plasma current is relatively constant. The period following the second transient is referred to as the decay phase.

The energy confinement time was observed to increase linearly with the plasma current, and to increase in shots with reduced neutral beam heating. The energy confinement parameter, $\tau_E/I_p$, is in the range of 60 ms/MA for all data, typical of H-mode confinement. The energy confinement parameter decreased by 10–20% at the transition from the flat phase to the decay phase.

3.1. Ohmic Current Corrections

We have attempted to determine the contribution of residual Ohmic current to the total plasma current by assuming a Spitzer resistivity for the plasma [3]. The Ohmic current $I_\Omega$ is estimated by

$$I_\Omega = (3.7 \pm 1.2) \times 10^6 \frac{V_{\text{loop}} T_e^{3/2}}{Z_{\text{eff}} N(Z_{\text{eff}})}$$  \hspace{1cm} (1)

Although neoclassical effects may be significant, the plasma geometry, and hence $r/R_0$, does not vary much in these experiments. Therefore these effects are included in the coefficient used in Eqn. 1. This numerical coefficient was determined by fitting Eqn. 1 to
Figure 1: The experimentally measured current drive efficiency, $\eta = n_l R (10^{20} \text{m}^{-2} \text{A/W})$ versus the theoretical value (a), and versus the energy confinement time (b).

data taken during Ohmic discharges in DIII-D. Eqn. 1 is also consistent with data taken in high current experiments in both H- and L-mode plasmas.

3.2. Current Drive Efficiency Scaling

The experimentally determined current drive efficiency, $\eta$, is compared with the 0-D theory of Mikkelsen and Singer [2] in Fig. 1(a). Although there is considerable scatter in these data, the experimental and theoretical efficiencies are within a factor of two for all but one datapoint. The scaling of the experimental current drive efficiency with energy confinement time is shown in Fig. 1(b). We see a nearly linear scaling. It is apparent that the datapoint with a large experimental current drive efficiency also has a large energy confinement time. This data was taken on shot 61546, and corresponds to the shot taken with highest plasma current ($I_p \approx 0.75 \text{ MA}$). We find from Eqn. 1 that the Ohmic current is only about 15% of the total for this shot.

4. Modeling Studies

In this section we compare experimental results with calculational results obtained using the transport code ONETWO [4]. Comparisons have been made in both an equilibrium and time-dependent mode. In the equilibrium mode, the experimentally determined temperature and density profiles are input, and the energy transport coefficients consistent with these profiles are calculated. We find the results of these calculations to be insensitive to the nature of the fill gas. This is consistent with the experimental observation that the current drive efficiency is the same for both helium and deuterium gas, and can be explained by the large density of hot, beam-injected ions which is calculated to be 30–40% of the electron density near the axis.

The time-dependent calculations are done by specifying the electron and ion energy transport coefficients. The transport coefficients are selected to fit the measured temper-
Table 1: Comparison of experimental plasma parameters for shot 60878 with those obtained in a time-dependent ONETWO simulation. The data is obtained from H beams injected into a He plasma. The line-averaged plasma density is $0.26 \times 10^{20} \text{m}^{-3}$, and the peak electron temperature is 1.7 keV.

<table>
<thead>
<tr>
<th>parameter</th>
<th>units</th>
<th>exp</th>
<th>calc</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{\text{eff}}$</td>
<td></td>
<td>3.61</td>
<td>3.5</td>
</tr>
<tr>
<td>Input Power</td>
<td>MW</td>
<td>9.7</td>
<td>9.7</td>
</tr>
<tr>
<td>Absorbed Power</td>
<td>MW</td>
<td>–</td>
<td>7.17</td>
</tr>
<tr>
<td>Stored Energy</td>
<td>kJ</td>
<td>251</td>
<td>267</td>
</tr>
<tr>
<td>$V_{\text{loop}}$</td>
<td>V</td>
<td>0.034</td>
<td>0.08</td>
</tr>
<tr>
<td>$\beta_p$</td>
<td>%</td>
<td>2.34</td>
<td>2.42</td>
</tr>
<tr>
<td>$\beta_T$</td>
<td>%</td>
<td>0.517</td>
<td>0.529</td>
</tr>
<tr>
<td>$I_p$</td>
<td>kA</td>
<td>414</td>
<td>410</td>
</tr>
<tr>
<td>$I_{BD}$</td>
<td>kA</td>
<td>–</td>
<td>251</td>
</tr>
<tr>
<td>$I_{BS}$</td>
<td>kA</td>
<td>–</td>
<td>61</td>
</tr>
<tr>
<td>$I_{\Omega}$</td>
<td>kA</td>
<td>93</td>
<td>97</td>
</tr>
</tbody>
</table>

ature profiles after the neutral beams are turned on, and are assumed to scale as $\chi \propto T_e$. The code is begun in the Ohmic phase, and run for 1.5 s following the beam turn-on. The total plasma current and flux shape are determined from the magnetic diagnostics on DIII-D, and are assumed to be independent of time.

The parameters achieved in the simulation are compared with the experimental parameters in Table 1. The calculated values of the stored energy and bootstrap current are sensitive to the electron temperature profile at large radii. Experimentally, this temperature is measured by ECE, and has poor resolution at these large radii ($\rho \geq 0.5$). The results of this simulation indicate that the beam-driven current displaces the Ohmic current on a time scale of $\sim 100$ ms. Inductive effects are not important because the radial profile of the initial Ohmic current is similar to that of the beam-driven current.
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ABSTRACT

Simulation studies have been made of the current density profile evolution in discharges where the bootstrap current is expected to be significant. The changes predicted in the total current profile have been confirmed by comparison with experimental results.

1. Introduction

The evolution of current profile has been followed using the TRANSP code [1] in three very different JET discharges with strong auxiliary heating, (1) H-mode, (2) extended sawteeth (monster) and (3) pellet fuelled ICRH discharges. The input parameters to the TRANSP code, which solves the poloidal field diffusion and equilibrium equations, include profiles of electron temperature, density and $Z_{\text{eff}}$ from visible Bremsstrahlung. To check the accuracy of the simulation the time development of the simulated and measured loop voltage, the second Shafranov current moment [2] and the six polarimeter channels are compared. The three cases are discussed in detail below.

2. H-modes

In previous papers [3][4] it has been shown that in H-modes the bootstrap current had to be included to explain the loop voltage behaviour in these discharges. A typical example is shown in Fig.1. In this 3 MA discharge the predicted bootstrap current reached 0.8 MA at the end of the H-mode phase. The bootstrap current profile is strongly peaked in the outer radial region (see Fig.3) due to the sharp density gradient. To confirm that the total current density profile was indeed being broadened the measured second Shafranov moment $Y_{25}$ (from the external pick-up coils) has been compared with that predicted by the code (Fig.2). Clearly a much better fit is obtained when the bootstrap current is included in the analysis.

The broadening of the current profile may eventually lead to the safety factor $q$ on axis exceeding unity and the stabilisation of the sawteeth. The timescale for the current to diffuse from the central region however, is very long ($\sim 10$ seconds) and exceeds the duration of the H-mode phase. This explains why sawteeth continue throughout the H-mode. The inversion radius, nevertheless, is seen to slowly contract indicating some broadening of the current profile.
3. Discharges with an extended sawtooth-free period (Monsters) The main characteristics of these extended sawtooth free discharges (monsters) have been extensively reported elsewhere [5] and a mechanism has been proposed for the stabilisation of the sawteeth [6]. Here we examine how the presence of the bootstrap current and a peaked $Z_{\text{eff}}$ profile affect the evolution of the current profile.

In Fig. 4 the time development of the central electron temperature is shown for a discharge with a long sawtooth free period at the end of the current ramp. The time behaviour of $q$ on axis from TRANSP is also shown for four different assumptions. Curve (a) is the development of $q$ on axis for a flat $Z_{\text{eff}}$ profile and no bootstrap current, showing $q$ falling throughout the monster phase. Curve (b) is a flat $Z_{\text{eff}}$ profile but includes the bootstrap current and in this case the reduction in $q$ during the monster phase is reduced. Recent multichord measurements [7] of the visible Bremsstrahlung have shown that the $Z_{\text{eff}}$ profile is peaked on axis, typically the peak to edge ratio is 2:1, in this type of discharge, and using the measured $Z_{\text{eff}}$ profile (curve c) we find that $q$ on axis is approximately constant in the first second of the sawtooth free period. To further ascertain the sensitivity of the $q$ behaviour to the $Z_{\text{eff}}$ profile in curve (d) the peaking factor (peak to edge ratio) was increased by 50% above the measured value. In this case the $q$ axis increases slightly during the initial phase of the extended sawtooth free period. Results of TRANSP, calculations of polarimeter and Y2S are consistent within the systematic experimental errors. It is therefore not yet possible to determine which is the appropriate model for TRANSP.

4. Pellets fuelled pulses with intense ICRH These are 3 MA shots in which a pellet is injected in the current rise and this is then followed by intense ICRH [8], throughout this whole period there are no sawteeth. The intense ICRH produces a very strong pressure gradient close to the magnetic axis and hence a very large bootstrap current (~ 0.8 MA) which is peaked off-axis (see Fig.3). The development of the current profile in these discharges has also been followed by TRANSP and the time development of the $q$ at various radii is shown in Fig.5. Prior to pellet injection $q$ is falling at all radii as the current is being increased, following pellet injection the centre of the plasma is cooled and the current profile broadens and $q$ on axis rises (point A). At point B the bootstrap current has become significant and the total current profile becomes hollow with $q$ double valued. Comparison with the polarimetry (Fig.6) suggests that this is indeed a reasonable interpretation of the profile behaviour, but the sensitivity of the data is not sufficient to confirm this result entirely.

**SUMMARY**

It is shown that the bootstrap current plays a key role in changing the current profile in H-modes, monster and pellet fuelled ICRH discharges. In discharges with monster sawteeth it is found that $q$ on axis initially increases due to the bootstrap current and the peaking of the $Z_{\text{eff}}$ profile and that this may influence the duration of the sawtooth free period. In the ICRH pellet fuelled discharges the current profile becomes hollow.
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Figure 1: Evolution of voltage vs. time
(a) Simulation including only changes in conductivity
(b) with addition of bootstrap current
(c) measured value

Figure 2: (i) H-α signal
(ii) Total bootstrap current vs. time
(iii) Evolution of Y25
(a) with bootstrap current
(b) measured value
(c) without bootstrap current
Figure 3: Current density profiles for (a) H-mode pulse at time shown by arrow in Figure 2. (b) Monster pulse at time shown by arrow in Figure 4. (c) Pellet pulse at time C in Figure 5.

Figure 4: (i) Evolution of $T_e$ (central) vs. time. (ii) Evolution of $q$ vs. time.

Figure 5: Evolution of $q$ vs. time at 3 different radii. A and B are described in text. C is time for the profile shown in Figure 3.

Figure 6: Comparison of predicted and measured values for 3 central polarimetry channels. (a) Measured values. (b) Simulated.
1. Introduction

Fast waves in the frequency range, \( \omega_{ci} < \omega < \omega_{ce} \), can penetrate into the plasma center without suffering strong resonances even in reactor-grade plasmas. They have a possibility to generate a plasma current in high density and high temperature plasmas through electron Landau damping in the same way as lower hybrid current drive (LHCD). The linear theory predicts that the absorption of the fast wave is weak compared with that of LHW. In the last experiment (1), fast waves at a frequency of 200 MHz were excited by a 2-phased loop antennas array. A noticeable loop voltage drop was observed at low density region where \( \omega / \omega_{H} \gg 1 \). A clear density limit was observed as well as LHCD and the current drive efficiency is as high as that of LHCD. It was noted that parasitic slow wave which was mode-converted from the excited fast wave with low \( N_{\sigma} \) and/or was directly excited was related with the current drive at the low density (2). Clear experiment which indicates the fast wave current drive (FWCD) requires the excitation of the fast wave with optimum \( N_{\sigma} \) and high rf power. In the present experiment the resonant absorption of the excited fast wave with electron in the high density region where slow waves cannot propagate is studied from the point of view of the electron heating.

2. Experimental setup

FWCD experiment has been carried out in the JFT-2M tokamak. Target plasmas have circular or D-shaped cross-section defined by inner or outer graphite limiters which are located in the mid-plane. An rf power of 800 kW is generated by four power amplifiers. A 4-phased loop antennas array is employed to excite fast waves. The relative phasing of the rf current on each antenna is controlled by a coaxial line stretcher. Each loop antenna has a radiation length of 18 cm in the poloidal direction and a spacing between two neighboring antennas is 8 cm. The parallel wavenumber spectrum of the loading resistance has a peak at \( N_{\sigma} = 4 \) with \( \Delta N_{\sigma} = 4 \) when \( \Delta \phi = \pi / 2 \). The loading resistance of each antenna is calculated from the voltage standing wave ratio on the matching circuit.
3. **Loading characteristics of the antenna**

It is necessary that the antenna excites purely electromagnetic fast wave in plasma to obtain clear indication of FWCD since even a small power of parasitically excited slow waves have a large effect on the current drive. The loading resistance of the antenna is measured in different experimental conditions. It increases with the density and strongly depends on the gap between the antenna and plasma edge as well as ICRF loop antennas. The antenna loading shown in Fig.1 has a peak at $\Delta \phi = 0$ and a minimum value at $\Delta \phi = \pi$ because the evanescent depth increases with $N_z$. The vacuum loading of each loop is about $0.3 \Omega$. An improvement of the antenna loading during EC-I is related with the broadening of the density profile.

4. **Electron heating by fast wave**

In order to investigate the current drive by fast wave, the coupling of excited fast wave with electron is studied. Time evolution of typical plasma parameters is shown in Fig.2. The antenna phasing is $\Delta \phi = \pi$. The cold LH resonance layer is located at the plasma edge ($r/a = 0.9$) in this case. When the fast wave is applied, a remarkable increase of $T_e$ and a slight decrease of the loop voltage, which are good indications of the coupling of the fast wave with electron, are observed. In addition, the electron density, stored energy and radiation loss power increase. The electron temperature from ECE agrees well with that from Thomson scattering and soft X-ray measurement. The spatial profile from ECE measurement shown in Fig.3 indicates that the fast wave is absorbed at the plasma center where $T_e$ and $n_e$ are high. An efficient electron heating is attained at $\Delta \phi = \pi$ as shown in Fig.4. An increment of $T_e$ is proportional to the rf power at $n_e \Delta T_e / P_{FW} = 1.5 \times 10^{19} \text{ eV m}^{-3}/\text{kW}$. The loop voltage drop is observed only at $\Delta \phi = \pi$ and other phasing makes the loop voltage go up slightly. In contrast to the electron heating, the phase dependence of the intensity of metal impurity line (Titanium and Iron) has a peak at $\Delta \phi = 0$ as well as the density increase. The time behavior of the loop voltage must be related with a trade-off between the electron heating by fast wave and the cooling by impurity influx and density increase. In Fig.5 the power absorption by electron and the absorption efficiency defined by $W_s / P_{FW}$ are shown as a function of $\Delta \phi$. Typical absorption efficiency at $\Delta \phi = \pi$ is 15-20% in ohmically heated plasma with $T_e = 1 \text{ keV}$, which is consistent with the theoretical estimation. It is noted that the power absorption of the applied fast wave is improved by retarding the phase velocity since the number of the resonant electrons increases. The same effect is expected when $T_e$ goes up with keeping the phase velocity constant. This experimental result is consistent with the electron heating efficiency.

The 2nd harmonic EC-I is applied to improve the absorption efficiency of the fast wave. When the electron is heated by 180 kW EC-I up to 1.5 keV, an additional loop voltage drop of about 0.1 V is observed as well as the increase of ECE signals. On the other hand applied fast wave does not increase ECE signals strongly in the ohmic plasma with $T_e$ of 1 keV below $n_e = 1 \times 10^{19} \text{ m}^{-3}$. By combining with EC-I the region where the loop voltage drop is observed is expanded up to $\Delta \phi = 2 \pi / 3$. This limit gives us $V_{ph} / V_{te} = 3-4$. This experimental result indicates that the fast wave with higher phase velocity becomes to be absorbed effectively with increasing $T_e$. From these
results it is estimated that the effective FWCD at $\Delta \phi = \pi/2$ requires $T_e$ more than 3 keV. This estimation agrees well with the theoretical calculation.

5. Summary

Present FWCD experiment in JFT-2M tokamak is summarized as following;

(1) Phase dependence of the loading resistance of the antenna and heating efficiency shows that the control of the wavenumber spectrum of the excited fast wave can be done effectively by a 4-phased loop antenna array.

(2) Excited fast wave with relatively large $N_s$ is absorbed by electron effectively. The absorption efficiency is improved with increasing the electron temperature. The region where the effective electron heating is observed is $V_{ph}/V_{te} < 3-4$. The electron heating efficiency is $1.5 \times 10^{19}$ eVm$^{-3}$/kW at $n_e=1.5 \times 10^{19}$ m$^{-3}$. The fast wave with higher phase velocity becomes to be absorbed with increasing $T_e$.

(3) Experimental results mentioned above are consistent with the theoretical calculation using ray tracing code. Absorption of the fast wave can be explained by linear theory. The problem of the energy gap in LHCD seems not to exist in FWCD.

(4) Clear FWCD experiment at $\Delta \phi = \pi/2$ using present loop antenna requires $T_e$ more than 3 kev in JFT-2M. High power ICRF heating will be applied to attain the target plasma with $T_e$ above 2 kev in the near future. And the modification of the fast wave antenna that $N_s$ spectrum has a peak at 6 when $\Delta \phi = \pi/2$ will be done soon.
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Figure captions

Fig.1 Total antenna loading as a function of the relative antenna phasing. Open circles show the loading resistance in ohmic plasma and closed circles are in ECH heated plasma.

Fig.2 Time behavior of the typical plasma parameters. Net rf power is 200 kW and the antenna phasing is $\Delta \phi = \pi$.

Fig.3 Electron temperature profiles of the ohmic plasma (OH) and with fast wave (FW) measured with 2nd harmonic ECE. Solid curves indicate the radial profiles at the top of sawteeth and dotted curves are at the bottom, respectively.

Fig.4 Phase dependence of the electron temperature increase at the center.

Fig.5 Phase dependence of the power absorption by electron deduced from ECE (top) and the absorption efficiency of the applied fast wave deduced from
the time derivative of the stored energy obtained from diamagnetic measurement. A dotted curve in the bottom shows the single pass absorption obtained from ray tracing calculation.
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OPTIMIZATION OF A STEADY STATE TOKAMAK DRIVEN BY LOWER HYBRID WAVES

G. Tonon

Association Euratom-CEA sur la Fusion Contrôlée
CEN Cadarache
13108 Saint Paul lez Durance - France

1 - INTRODUCTION

As suggested by experimental results obtained on many tokamaks steady state operation appears feasible with the plasma current Ip driven by lower hybrid waves (LHW). By this way it is expected to increase reactor reliability and availability. In the present paper, we consider a steady state device like NET/ITER/1 driven by LHW. The power multiplication factor Q will be an essential parameter; so we have determined optimum plasma characteristics for maximizing Q value under the restriction of the LHW penetration limitations. In all expressions, MKS units are used with temperature T in units of 10 Kev, current in megamperes (MA), power in megawatts (MW) and densities in units of 10^20 e.m.^-3.

2 - CHOICE OF THE RF PARAMETERS

2.1 According to the quasi-linear theory of current drive by LHW/2/ the current merit factor \( \mathcal{P} \) is given by /3/:

\[
\mathcal{P} = \frac{n_e R I_{HF}}{P_{HF}} = 2.5 \left( \frac{S(N_{II})}{N_{II/M}} \right) M_{ABS} W(N_{II}, T_e, Z_{eff}) \left[ \frac{4}{5 + Z_{eff}} \right]
\]

with:

\[
S(N_{II}) = \left( 1 - \left( \frac{N_{II/M}}{N_{II}} \right)^2 \right)^{\frac{2}{N_{II/M}^2}} \log \left( \frac{N_{II/M}}{N_{II}} \right)
\]

where \( R \) represents the major radius, \( I_{HF} \) the toroidal current driven by LHW and \( P_{HF} \) the HF power injected into the torus. In equation (1b), \( N_{II/M} \) and \( N_{II} \) are the upper and the lower refractive index which reach the central part of the plasma. The improvement in current drive efficiency \( W \) has been calculated by KARNEY and FISCH/2/. We use an approximate expression given by EHST and EVANS/4/:

\[
W(N_{II}, T_e, Z_{eff}) = 1 + \left\{ \frac{4.9 \times 10^{-3} (5 + Z_{eff}) + 3.2 \times 10^{-3} (5 + Z_{eff})^{\frac{2}{3 + Z_{eff}}} N_{II/M} T_e}{2.6 \times 10^{-3} (5 + Z_{eff}) N_{II/M} T_e / Z_{eff}} \right\}^2
\]

2.2 We see, from equations (1a) (1b) (1c), that the current drive merit factor \( \mathcal{P} \) can be maximized by:

i) working at the lowest \( N_{II/M} \) (limited by the accessibility condition \( N_{II/M} \geq N_{II/acc} \)) with a spectrum width \( N_{II} - N_{II/2} \) as small as possible. Here the \( N_{II} \)-spectrum excited by the coupling structure is determined by its lower \( N_{II/1} \) and upper \( N_{II/2} \) limits.

ii) increasing the fraction \( M_{ABS} \) of the injected power which is absorbed by the electrons \( P_{HF/e} \). We have /3/:

\[
M_{ABS} = \frac{P_{HF/e}}{P_{HF}} = \frac{1}{\mu_D} M_{ACC} \left[ 1 - \frac{\mathbf{F}}{\mu_D} \right]
\]

where \( \mu_D < 0.8 \) represents the directivity and \( M_{ACC} \) the accessible part of the \( N_{II} \)-spectrum injected into the torus/3/. In order to minimize the HF absorption by background ions and \( \alpha \)-particle \( \mathbf{F} \) it is necessary to choose an appropriate frequency \( f \). Wave damping on fuel ions is avoided when /3/:
The equation is:

\[ f \geq f_1 = (\alpha \langle n_e \rangle)^{1/2} \left[ 1 + 3Z_P/2 \right] \left[ 0.23 + 2.35 \frac{\langle n_e \rangle}{B_T} \right]^{1/2} \text{ (GHz)} \]

where \( Z_P = \frac{n_e}{\varepsilon n_H} \) and \( \alpha = \frac{n_e}{n_H} \). Wave damping on \( \alpha \)-particle can be avoided simply making the perpendicular wave phase velocity, \((c/N)\), with \( N \), perpendicular refractive index) faster than the \( \alpha \) birth velocity, i.e. \( N < 23.3 \). From the cold dispersion relation, without toroidal effects, we obtain:

\[ f \geq f_2 = 2.73 \langle n_e \rangle^{1/2} \left[ \frac{N_\perp^2 - (1 + 20.6 \langle n_e \rangle/B_T^2)}{1 + 10.3 \langle n_e \rangle/B_T^2} \right]^{1/2} \left[ 1 + \text{Re} \left\{ \frac{\langle n_e \rangle}{B_T^2} \right\} \right] \]

For a given value of \( N_\perp \), the maximum frequency is determined by the accessibility condition.

\[ f \leq f_3 = 2.1 (\alpha \langle n_e \rangle)^{1/2} \left[ 1 - \frac{N_{\text{eff}}}{N_{\text{acc}}} + 6.4 \langle n_e \rangle N_{\text{acc}}/B_T \right]^{-1/2} \]

In practice we always have \( f_2 \leq f_1 \). On the figure we have represented the evolution of the frequency limits \( f_2 \) and \( f_3 \) as a function of the density for a toroidal magnetic field \( B_T = 5 \) teslas, \( N_{\perp} = N_{\text{acc}} = 2 \) and \( N_\perp = 0.25 \). We see that in order to avoid wave damping on \( \alpha \)-particle until \( n_e = 10^{20} \) e.m.\(^{-3} \) a frequency higher than 4.5 GHz seems necessary.

iii) Optimizing the wave penetration to a hot plasma core. Complete power absorption by quasi-linear electron LANAU bonding occurs for a given ratio between the parallel phase of velocity \((c/N)\) and the thermal speed of the electrons \((kT_e/m_e)^{1/2}\). From (5) we obtain the maximum penetration temperature given by \((k = b/a = \text{plasma elongation})\):

\[ N_{\text{eff}}^2 T_e \leq 25.6 \frac{1}{\text{log}[710^{3} \langle n_e \rangle^{2} R_{\text{ar}}^{1/2} (1 + k - 1/2) \alpha N_{\text{eff}}/B_T / P]} \]

The evolution of \( N_{\text{eff}}^2 T_e \) as a function of density is shown in figure 2, for \( (\alpha N_{\text{acc}}/N_{\text{eff}}) = 10^{-3} \text{MW}^{-1} \), which is a typical value envisaged for LHCD on NET/ITER. We see that wave penetration can be largely improved by choosing small densities, narrow \( N_{\text{eff}}^2 \)-spectra, large input power. Finally for \( 1.5 < \alpha \text{eff} < 2 \) and considering the wave penetration limited by quasi-linear LANAU bonding, we can determine the value of the enhancement factor \( W \) given by equation (1c) and shown in figure 2. Typically \( W \approx 1.8 \langle n_e \rangle^{1/2} \).

2.3 We have calculated the current merit factor considering profiles in the form \( \rho = \rho'(1 - k' x^2) \) where \( \rho = n_e, T \). Thus average density \( \langle n_e \rangle \) and density-averaged temperature \( \langle T \rangle \) are given by \( \langle n_e \rangle = ne/(1 + an) \) and \( \langle T \rangle = T(1 + at)/(1 + an + at) \). The coupling structure of the grill type is composed of a network of \( N_w \) waveguides along the toroidal direction with a phase difference between the HF electric fields in adjacent waveguides optimized for each value of density in order to maximize \( \eta \). For \( 4 < B_T < 6 \) Teslas and \( 3 < f < 5 \) GHz, the results are plotted in figure 3. For \( 0.4 \langle n_e \rangle 1.5 \times 10^{20} \text{ m}^{-3} \), we can derive a simple analytic expression:

\[ \eta \approx 0.18 N_w^{1/3} B_T W \left[ (5 + \alpha \text{eff}) \left( 1 + 4n_w\langle n_e \rangle^{1/2} \right) \right]^{-1/2} \]

Lower Hybrid Driven Steady State Tokamak

3.1 In steady state operation \( Q = \text{PFUS}/P_{\text{HFT}} \), where PFUS represents the total fusion power delivered by the plasma, will be maximized. Since HF power for current drive heats the plasma, the HF current drive is strongly coupled with the power balance of the plasma. We use the following zero-dimensional global power balance equation:
\( \partial W_F/\partial t = P_{\text{input}} - W_p/\tau_e = 0 \)

where the input power \( P_{\text{input}} = P_{\text{RF}} + P_{\text{HFT}} \) and \( P_p \) is the total alpha power delivered by the plasma. Here \( W_p \) is the plasma energy and the global energy confinement time \( \tau_E \) given by \( \text{GOLDSTON} /6/ \):

\[ \tau_E = 0.033 \times H \times \frac{R_{\text{eff}}}{a} \times a \times k^{1/2} \times (R+1.5)^{3/2} / P_{\text{input}}^{1/2} \]

where \( H \) represents the enhancement factor of the L-mode confinement. The plasma current includes the bootstrap current contribution \( I_B \) and we have:

\[ I_HF = I_p (1 - X) \]

\[ X = I_{\text{BS}} / I_p \]

has been determined by M.Y. HSIAO et al /7/, and:

\[ I_p = 5 a B_T \left[ 1.17 - 0.65/A \right] \left[ 1 + k^2 \left( 1 + 2 S^2 - 1.2 S^3 \right) \right] \]

The numerical applications are made using \( \text{Zeff} = 1.5, Z_p = 1.2 \), \( a_n = 0.5 \) and \( \alpha t = 1 \). Considering the ITER parameters for the technological phase /1/ (\( A = R/a = 3.1, a = 1.8 \), \( k = 2, \beta = 0.3, \gamma = 3 \) we have for various values of \( B_T \) the evolution of \( Q \) and the neutron wall loading \( N_{\text{W}} \) as a function of \( \langle \text{ne} \rangle \) when \( H = 1 \) and 1.2. In order to ensure the penetration of the L.H.W the plasma core it is necessary to limit the density \( \langle \text{ne} \rangle \) (given by the relation (6) when \( N_{\text{W}} \text{m} / m^2 \text{Mw} / \text{m}^2 \)). The results are indicated on the following table.

<table>
<thead>
<tr>
<th>( B_T ) (T)</th>
<th>( Q )</th>
<th>( P_{\text{Fus}} \text{ Mw} )</th>
<th>( P_{\text{HFT}} \text{ Mw} )</th>
<th>( Q_N / \text{Mw} / \text{m}^2 )</th>
<th>( \langle \text{ne} \rangle \times 10^{20} \text{m}^{-3} )</th>
<th>( &lt; T_7 &gt; \text{ keV} )</th>
<th>( X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H = 1 )</td>
<td>5</td>
<td>2.65</td>
<td>398 Mw</td>
<td>0.48</td>
<td>0.78</td>
<td>10.7</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>3.6</td>
<td>480</td>
<td>0.35</td>
<td>0.73</td>
<td>12.6</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5</td>
<td>586</td>
<td>0.69</td>
<td>0.68</td>
<td>14.9</td>
<td>0.14</td>
</tr>
<tr>
<td>( H = 1.2 )</td>
<td>5</td>
<td>5.2</td>
<td>405 Mw</td>
<td>0.48</td>
<td>0.56</td>
<td>14.9</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>8</td>
<td>504</td>
<td>0.58</td>
<td>0.5</td>
<td>18.8</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>14.3</td>
<td>589</td>
<td>0.69</td>
<td>0.4</td>
<td>25.4</td>
<td>0.14</td>
</tr>
</tbody>
</table>

4 - CONCLUSIONS

We have determined the main characteristics of the RF system (frequency \( f \) > 4.5 GHZ, \( N_{\text{H}} / M \) 2, spectral width \( A_N / N_{\text{m}} \) \( 10^{-1} \)) in order to ensure the wave penetration until the plasma core and to maximize the current merit factor \( Q \). A simple analytic expression of \( Q \) has been obtained it seems possible in ITER using LHW alone to reach \( Q \approx 8, Q_N / N_{\text{W}} = 0.7 \text{ Mw} / \text{m}^2 \) with \( \langle \text{ne} \rangle = 0.5 \times 10^{20} \text{m}^{-3} \) and \( P_{\text{HFT}} = 60 \text{ Mw} \), if a moderate value of the enhancement factor \( H = 1.2 \) can be achieved.

/1/ ITER Concept. Definition ITER 1 October 1988
/5/ R.W HARVEY et al - Third Topical Conf. RF Plasma Heating-PASADENA (USA) January 1978 - A 71
/7/ MING YUAN HSIAO et al - ANL/FPP/TM 221 May 1988
Evolution of the frequency limits $f_2$ and $f_3$ for $B_T = 5$ Teslas and $\alpha = 0.4$ as a function of $\langle ne \rangle$.

Evolution of normalized $\mathcal{N}$ as a function of $\langle ne \rangle$: (0 calculated points)

Evolution of $Q$ as a function of density $\langle ne \rangle$ and $H = 1$ and $H = 1.2$.

Evolution of the neutron wall loading $\mathcal{P}_w$ as a function of density $\langle ne \rangle$ for:

- $H = 1$ and $H = 1.2$ and $B = 6$ T
- $H = 1$ and $H = 1.2$ and $B = 5.5$ T
- $H = 1$ and $H = 1.2$ and $B = 5$ T
- LHW penetration limits
TEMPORAL BEHAVIOR OF THE ELECTRON CYCLOTRON RADIATION SPECTRUM (ECE) IN THE CASTOR TOKAMAK DURING LOWER HYBRID CURRENT DRIVE

S.I Fedorenko* M.Valovich, F Jachek, Y Shtekel
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INTRODUCTION It is well known, that in some cases the lower hybrid current drive (LHCD) in tokamaks makes beams of fast electrons hit the vessel walls. This produces a negative influence on discharge parameters because of sputtering of the wall and thus the impurity problem arises. In addition, the radial diffusion of fast electrons could lead to broadening of the LH current profile, hence the efficiency of LHCD generation deteriorates. Recently the experiments concerning the dependences of fast particles beam parameters vs plasma properties and LH wave spectrum were carried out /1/. The information on generation of current by lower hybrid waves could be obtained from the analyses of the spectrum of electron cyclotron radiation (ECR) emitted by plasma. The series of experiments on the CASTOR tokamak using a Fast Scanning Fourier-spectrometer (FFS) were carried out.

EXPERIMENTAL SET-UP. ECR spectrum on CASTOR tokamak was detected by FFS, operating in 30-300 GHz range both orthogonal radiation component being detected. The frequency resolution of the FFS was 3 GHz and the time resolution was about 1 ms /2/. FFS was installed on CASTOR tokamak and receive the radiation from the outer side of the torus. The antenna spatial resolution at the centre of the vessel was 2.5 cm. In addition to ECE the electromagnetic wave transmitting experiments on the second ECR harmonic 55-80 GHz by the antenna placed inside the tokamak vessel take place. ECR spectrum measurements both in the ohmic heating regime and in the lower hybrid current drive regime using the generator with P=40kW, t=3ms, f=1,25GHz were performed. The power from the generator was launched into the tokamak vessel with the 3-waveguide grill from the outer torus side (waveguide sizes 10-160 mm) /3/. The discharge parameters were:

B=11kG, N= 4-10^{12} - 10^{13} cm^{-3}, I_{max}=12kA, Te(0)=300ev,

current pulse duration - 8 ms.

Several interferogramms and N(t), B(t), I, V were simultaneously recorded during a pulse (N(t)- mean electron density, B(t)-toroidal field, I-current, V-loop voltage).

EXPERIMENTAL RESULTS AND DISCUSSIONS. In the ohmic heating discharges the regimes with N=6*10^{12} cm^{-3} were studied, because of effective current drive in the LH heating arises...
at the same densities During of the discharge time (see fig1) the ECR spectrum deforms and its intensity increases from 3 to 5 times with respect to the thermal level at 3 ms. The spectrum substantially is broadened (both to lower and higher frequencies) till 5 ms. This type of spectra is characteristic of "run-away" regimes, and were observed in other machines also/4,5/. Using the relationship of the ECR frequency with the plasma radius at the 3-rd millisecond, the radiation plasma temperature from ECR intensity was reconstructed (see fig.2), which (within the experimental errors bars) is well described by a simple model function as $T_e(r) = T_e(0) \ast (1 - r^2 / a^2)$. To get the absolute values of $T_e$ the plasma optical thickness $\tau$ measurements using absorption at the second ECR harmonic /6/ were done. Using the well known relationship for $\tau$ we have simulated the $T_e(r)$ distribution (see fig. 2, $T_e$ values are normalised to 260 ev). Comparing the obtained value of $T_e(0)$ with that from energy balance for CASTOR /7/ a satisfactory agreement between the experiment and simulations for $Z_{eff}=4$ (this $Z_{eff}$ value is also in good coincidence with the results of impurity radiation studies) were found. From the nonthermal of the ECR (t=5-8 ms) the energy and density of the runaway electrons were evaluated ($E_f=80$ keV, $N_f = 1.2 \cdot 10^9$ cm$^{-3}$). An essential decreasing of CD efficiency with density increase were observed. Fig 3 shows the main parameters of the discharge with $N=4 \cdot 10^{12}$ cm$^{-3}$ in the LHCD experiments and on the fig. 4 gives ECE spectra just before (t=3 ms), during the RF and without RF at the 4.5 ms. When the RF power was applied the ECE spectrum changes essentially and this associated with the increase of the fast electron number, their energy being fixed. From the nonthermal spectra of the ECE for t=4.5 ms the energy, density and pitch-angle of the runaway electrons were evaluated and was equal to $E_f=60$ keV, $N_f=1.04 \cdot 10^9$ cm$^{-3}$, $\theta =60^\circ$. RF induced plasma current calculated from ECE spectra was equal to 2 kA, that is in good agreement with electromagnetic measurements.

The authors acknowledge their thanks to the CASTOR team for their cooperation in experiments.
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Fig. 1 Temporal evolution of the ECE spectra in ohmic discharge at $n_e = 6 \times 10^{12} \text{cm}^{-3}$.

Fig. 2 Electron temperature profile, measured from the absorption experiment. Solid line profile of radiation temperature at 3ms from fig. 1.
Fig. 3. Time evolution of the main discharge parameters with LHCD and without.

Fig. 4. ECE spectra during the RF and without at 4.5 ms.
DAMPING OF LOWER HYBRID WAVES ON ENERGETIC IONS
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Introduction

In plasmas with a significant hot ion population, ion damping may compete with the electron Landau damping (ELD) of lower hybrid (LH) waves desired for current drive. For example, initial theoretical studies[1] indicated that LH wave absorption on fusion-generated alpha particles may prevent efficient LHCD in reactor grade plasmas. However, more recently it has been shown [2] that the combined effects of wave accessibility and strong ELD which limit wave penetration to \( r/a \geq 0.5 \) for typical reactor parameters, together with the peaked nature of the alpha particle density profile, allows significant alpha particle damping of the slow wave to be avoided. Efficient current drive is still possible since \( T_e \) is high enough at \( r/a \geq 0.5 \) to allow strong absorption of low \( N_\parallel \) waves.

The LH waves may interact not only with alpha particles but also with energetic ions generated during high power ICRH or NBI as has been observed experimentally in JT-60 for example[3]. The extent to which LH waves interact with such ion tails is of particular interest with respect to forthcoming experiments in JET, the explicit purpose of which is profile control via LHCD in NBI and ICRH heated plasmas[4]. The degree of ion damping is very sensitive to the energy and spatial distribution of the hot ions. Therefore it is important to allow flexible specification of the tail parameters to enable a wide range of realistic scenarios to be addressed. Furthermore, since the ray trajectory and location of ELD strongly influence whether the waves can interact with the energetic ions it is important when studying experiments such as JET to carry out calculations for realistic D-shaped equilibria.

Theoretical Details

A ray tracing code has been developed which employs the warm plasma electromagnetic dispersion relation for calculation of the ray paths in circular or D-shaped equilibria. The latter are specified using a Fourier representation[5], which is routinely fitted to experimental magnetic measurements on JET. Allowance is made for multiple reflection of the slow wave where necessary but the programme is terminated if mode conversion to the fast wave is encountered.

Ultimately it is essential to compare the damping on energetic ions with that due to quasi-linear ELD but for the initial results presented here a Maxwellian electron distribution is assumed and the relative locations of linear ELD and ion damping are compared
for single rays. The energetic ions may be treated as ‘unmagnetised’ since $k_\perp \rho_i \gg 1$ and physically the wave absorption may be attributed to perpendicular ion Landau damping which becomes large when $\nu_\perp \sim \omega / k_\perp \equiv c / N_\perp$. The accuracy of the unmagnetised approximation has been examined in slab geometry for JET-like parameters and it was found that the predicted absorption was in excellent agreement with that calculated on the basis of harmonic ion cyclotron absorption (including harmonics up to $\ell = 300$). Furthermore the evolution of $N_\perp$ was found to depart significantly from values predicted on the basis of the electrostatic dispersion relation. Therefore the full electromagnetic dispersion relation is required for accurate computation of the ion damping.

The ion damping is evaluated numerically from the imaginary part of the susceptibility for arbitrary ion distribution functions. Two cases have so far been considered, namely damping on alpha particles and on energetic minority ion tails generated during ICRF. In the former case the central alpha particle density and the density profile are specified. The characteristic slowing down distribution (truncated at the birth energy $E_0 = 3.5\text{MeV}$) is assumed, [6]. In the second case one must specify the ICRF power deposition profile and the minority concentration. The ion distribution function is then calculated on each flux surface using the Stix model, [7]. Such a model gives an adequate representation of the tails experimentally measured during ICRF in JET, [8].

**Damping on ICRF-produced Ion Tails**

Ion damping in conditions similar to those employed in recent ($He^3$)D minority ICRF high fusion yield experiments in JET, [9], has been briefly studied. The plasma parameters assumed are given in Table I(a). The alpha particle density is set to zero so that only damping on the $He^3$ minority (concentration $\sim 1\%$) is considered. The minority ions are at the same temperature as the bulk prior to RF injection. The temperature and density profiles have the form

\[
T_{e,i} \sim (T_{e,i}(0) - T_{edge})(1 - \rho(\psi) / a) + T_{edge}
\]

and

\[
n_{e,i} \sim (n_{e,i}(0) - n_{edge})(1 - \rho(\psi) / a^2)^{0.5} + n_{edge}
\]

respectively where $2\rho(\psi)$ is the flux surface width in the equatorial plane. The ICRF power deposition profile is taken to be of the form

\[
P = P_0 \exp\{-(\rho(\psi) - \Delta)^2 / w^2\}.
\]

For the conditions in Table I(a) there is total ELD of the incident ray in the region $0.5 \leq \rho(\psi) / a \leq 0.6$ after one reflection from the plasma boundary. In the code linear ELD is included only for reference and therefore does not deplete the incident power. Therefore the ray continues until it is completely damped on the ions. For $P_0 \sim 3.3\text{MW/m}^3, w = 0.2$ and $\Delta = 0$ (central deposition) the ray is totally damped on the ions in the region $0.3 \leq \rho(\psi) / a \leq 0.4$ after one reflection. Therefore electron damping is clearly expected to dominate in this case even though the central minority tail temperature is predicted to be $\sim 7.5\text{MeV}$. In order for ion damping to precede linear ELD one must increase $\Delta$ to 0.3 (off-axis deposition). Alternatively one may maintain central ICRF deposition but increase $w$ to 0.5 (very broad deposition) with lower central power, viz., $P_0 = 2.2\text{MW/m}^3$. In this case (Fig. 1) there is even some ion absorption ($\sim 4\%$) in the first pass. The central tail temperature is $\sim 5\text{MeV}$. Damping is complete before $N_\perp$ exceeds 30 and involves ions whose Larmor radius in the poloidal
field is $\rho_{\parallel} \geq 0.3m$. The broad spatial distribution of the minority tail may therefore not be unreasonable.

**Damping on Fusion-generated Alpha Particles**

Preliminary studies of alpha particle damping were carried out for a so-called ‘JET-like high performance shot’ the main parameters of which are given in Table I (b). The profiles are close to the Rebut-Lailia forms given in [10], namely $n_{e,i} = (n_{e,i}(0) - n_{edge})(1 - \rho^2(\psi)/a^2)^4 + n_{edge}$ and $T_{e,i} = (T_{e,i}(0) - T_{edge})(1 - \rho^2(\psi)/a^2)^{2.5} + T_{edge}$. The alpha particle density profile is $n_{\alpha} = (n_{\alpha}(0) - n_{\alpha(edge)})(1 - \rho^2(\psi)/a^2)^4 + n_{\alpha(edge)}$ with $n_{\alpha}(0) = 0.01n_e(0)$. For reasonable LH wave accessibility a launched $N_{\parallel}$ of 3.0 was assumed. There is both ion and electron damping on the first pass although eventually mode conversion to the fast wave occurs (Fig. 2). Ion damping clearly dominates although after $\sim 75\%$ absorption the alpha particle damping ‘switches off’ when the ray reaches $\rho(\psi)/a \sim 0.7$. This occurs when $N_{\perp}$ decreases to $\sim 23$ which is the minimum value for interaction with the alpha distribution which is truncated at $E \sim 3.5MeV$.
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Table I - Plasma Parameters

<table>
<thead>
<tr>
<th></th>
<th>(a) Damping on ICRF Tails</th>
<th>(b) Damping on Alpha Particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{eo}$</td>
<td>$4 \times 10^{19} m^{-3}$</td>
<td>$1.7 \times 10^{20} m^{-3}$</td>
</tr>
<tr>
<td>$T_{eo}$</td>
<td>$8.5 keV$</td>
<td>$15 keV$</td>
</tr>
<tr>
<td>$T_{iso}$</td>
<td>$6 keV$</td>
<td>$12 keV$</td>
</tr>
<tr>
<td>$B_{eo}$</td>
<td>$3.3 T$</td>
<td>$3.24 T$</td>
</tr>
<tr>
<td>$I_{p}$</td>
<td>$3.305 MA$</td>
<td>$6.1 MA$</td>
</tr>
<tr>
<td>Initial $N_{</td>
<td></td>
<td>}$</td>
</tr>
<tr>
<td>$f_{LH}$</td>
<td>$3.7 GHz$</td>
<td>$3.7 GHz$</td>
</tr>
</tbody>
</table>

Fig. 1 Interaction with ICRF generated tails; (a) ray trajectory, (b) wave damping and minority tail temperature.

Fig. 2 Interaction with alpha particles; (a) ray trajectory, (b) wave damping and $N_{\perp}$ evolution.
Introduction

As is well known, the presence of electron trapping can strongly reduce the electrical conductivity and rf current drive efficiencies of tokamak plasmas [1-5]. For example, the conductivity (in the low collisionality limit) of a flux surface with inverse aspect ratio \( \epsilon = 0.1 \) is approximately one half of the Spitzer conductivity \( \sigma_{Sp} \) for uniform magnetic fields [3,6]. Previous estimates of these effects have assumed that the variation of magnetic field strength around a flux surface is given by the standard form for circular flux surfaces

\[
|B(s)| = B_o/(1 + \epsilon \cos(\pi s/s_{max}))
\]

(1)

Here \( B_o \) is the field strength at the magnetic axis, \( s \) the distance along the field line from the outside of the flux surface, and \( s_{max} \) the value of \( s \) for the inside of the flux surface. The bounce-averaged Fokker-Planck code BANDIT [7] has been adapted to treat non-circular flux surfaces provided by the TOPEOL equilibrium code. The code assumes banana-regime electrons, up-down symmetry, and that \( |B| \) increases monotonically between \( s = 0 \) and \( s = s_{max} \). In this paper we consider the effects of electron trapping on the electrical conductivity and Electron Cyclotron Current Drive (ECCD) efficiencies for flux surfaces of tight aspect ratio configurations in which paramagnetism is important. For simplicity, in all cases considered here the electrons are assumed to collide with infinitely massive ions of charge state one. The full electron-electron collision operator is used although relativistic effects and non-Coulomb energy loss processes[8] have been neglected for this study. We compare the results with those for circular flux surfaces of equivalent inverse aspect ratio which obey equation (1) and have the same mirror ratio \( |B(s_{max})|/|B(0)| \).

Electrical Conductivity

Here the toroidal electrical field is assumed small \( (\sim 10^{-3}) \) compared with the Dreicer field (i.e. no runaway electrons) and varies as the inverse of the major radius \( R \). The total
current in the plasma is

\[ I = 2 \int d\psi \frac{j_{\parallel}(\psi, s = 0)}{|B(\psi, s = 0)|} \int_{s_{\max}(\psi)} ds \frac{R(\psi, s)}{R(\psi, s)} \]  

(2)

since the elemental area is \( d\psi ds/(R|B|) \). In equation (2) \( j_{\parallel}(\psi, s = 0) \) is the parallel current density on the outside of the surface of poloidal flux \( \psi \), and the factor of two arises because the integral from \( s = 0 \) to \( s = s_{\max} \) only treats the upper (or lower) half of the plasma. We therefore define the conductivity of the plasma to be the flux-averaged current density \( j_{av}(\psi) \) divided by the electrical field at the magnetic axis with

\[ j_{av}(\psi) = \frac{j_{\parallel}(\psi, s = 0)}{|B(\psi, s = 0)|} \frac{\int ds}{\int ds} \]

(3)

To get, for example, the toroidal current \( I_\phi \) carried by the plasma, the integrand in equation (2) is multiplied by \( B_\phi/|B| \).

We illustrate the effect of having non-circular flux surfaces on the conductivity by considering Small Tight Aspect Ratio Torus (START) equilibria [9,10,11]. Such equilibria have a number of potential advantages over conventional tokamaks, notably high \( \beta \) and low coil currents for given plasma current. They typically are highly paramagnetic, have elongated D-shaped flux surfaces, and the edge poloidal field is comparable with the toroidal field. We consider two equilibria; the first (Fig. 1), although extreme compared with conventional tokamaks (\( B_\phi \) at the magnetic axis is 50\% higher than the vacuum \( B_\phi \)) is only modest by START standards. The other (Fig. 3) has a very high current and low toroidal field with the paramagnetic \( B_\phi \) swamping the vacuum \( B_\phi \), and approaches the spheromak equilibrium. Figure 2 shows the variation of \( |B(s)| \) for the outermost dashed surface in Fig 1 with the dashed curve \(|B(s)| \) for the equivalent circular flux surface. Perhaps surprisingly, the two curves do not differ too greatly. The conductivity of this flux surface is 0.144 \( \sigma_{sp} \) and that of the equivalent circular surface is 0.139 \( \sigma_{sp} \) agreeing with McCoy and Kerbel[3]. These conductivities are for the total current density: the poloidal and toroidal components are 49\% and 87\% of this respectively. Smaller flux surfaces have conductivities even closer to those of their circular equivalents. Figure 3 shows a much more extreme equilibrium to demonstrate what happens when \( |B| \) departs greatly from the circular form. The outer flux surfaces do not have \(|B|\) monotonically increasing with \( s \) and are not considered. Figure 4 is the equivalent of Fig 2 for the third dashed surface of Fig 3: the conductivity is 0.225 \( \sigma_{sp} \); that of the equivalent circular surface is 0.284 \( \sigma_{sp} \), and the poloidal (toroidal) current density is 54\% (84\%) of the total.

These results suggest that the conductivity of the equivalent circular flux surface is a reasonable approximation to the true conductivity for all but the most 'extreme' equilibria,
Figure 1. START flux surfaces for equilibrium with $I_p = 200 kA$, $B_0$ (vacuum) = 0.3T at $R = 0.2 m$, $R/a = 0.18 m/0.14 m$, $q_\phi$ (edge) = 7.7

Figure 2. $|\beta(s)|$ for the outermost (dashed) surface of Fig 1. The dashed line is from equation (1) with $\epsilon = 0.487$.

Figure 3. As Fig 1 but with $I_p = 1 MA$, $\beta_1 = 0.1$, $B_0$ (vacuum) = 0.1T at $R = 0.2 m$, $R/a = 0.20 m/0.16 m$, $q_\phi$ (edge) = 0.5

Figure 4. As Fig 2 but for the third dashed surface of Fig 3. For the dashed curve, $\epsilon = 0.355$
although this will give the total current, and not just the toroidal current, due to the field 'wind-up'. This indicates that it is the number of trapped particles that largely determines the conductivity, although the functional form of $|\mathbf{B}(s)|$ clearly can have an effect: when it is always less than its equivalent circular value (Fig. 4) the conductivity is noticeably reduced. The outer flux surfaces of some equilibria have local magnetic wells (outside the scope of this work): these are likely to carry only a small fraction of the current, due both to their large fraction of trapped electrons, and to the edge of the plasma being cooler than the centre.

**Electron Cyclotron Current Drive**

Some work has begun on studying ECCD efficiencies for these flux surfaces. Such a study is complicated by having a larger number of variables than the conductivity problem: the location in velocity space and the harmonic of the resonance as well as the location around the flux surface of the heating. For cases studied so far, the equivalent circular flux surface again gives a good approximation to the correct ECCD efficiency, even for surfaces such as that in Fig 4. For this surface, for current drive by electrons with $v_{\parallel} = 1.5v_e (v_e^2 = 2T_e/m_e)$ at the (non-relativistic) second harmonic resonance, the efficiency of the equivalent surface is only ten percent more than that of the true surface whether the heating is to the outside or the inside of the surface. This is a small effect: the large number of trapped electrons means that the current driven is about half the magnitude of and in the opposite direction (due to the Ohkawa effect) to that for uniform magnetic field. However in other circumstances yet to be studied (for example current drive by slower electrons) having non-circular surfaces might have a larger effect.
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ON UPPER LIMIT OF BOOTSTRAP CURRENT IN TOKAMAKS
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Abstract. The maximum value of bootstrap current is shown to be dependent essentially on the radial distribution and the value of the current driven by RF fields and/or by neutral injection. The simple expression for the bootstrap current and its limit in tokamaks with the elliptic cross-section are obtained.

1. The possibilities to create a tokamak with the current sustained due to the plasma internal processes such as neo-classical transport and fusion reactions [1,2] or a tokamak with bootstrap current and small seed current generated with external sources of energy [3,4] are very attractive. However, the experimental evidence of these possibilities are absent now. Besides the current generated by the internal processes is not sufficient for the ITER-like tokamaks. Therefore one should use the current drive with the waves and particle beams. These ways of the non-inductive current generation are most reliable and verified experimentally but they may turn out to be hardly acceptable for a reactor because of the large power consumption. Probably, the combined current drive methods based on the use of both the internal plasma processes and the external power sources have the best prospects. It is clear that to ensure the largest efficiency of the combined methods one should know conditions which should be satisfied for achieving the maximum value of bootstrap current. The aim of this work is to find these conditions and the upper limit of bootstrap current in tokamaks with the elliptic cross-section.

2. We proceed from finding the bootstrap current density
(\mathbf{J}_b)\) in a tokamak with the elliptic cross-section of the flux-surfaces. Let us introduce the coordinates \(\rho, \theta, \varphi\) (\(\rho\) is the flux surface function, \(\theta\) and \(\varphi\) - the angular coordinates) according to Ref.5. Then calculations result in the following expression for \(\mathbf{J}_b\):

\[
\mathbf{J}_b = - \frac{c_1 \sqrt{\varepsilon}}{k} \frac{c}{\rho B^2} \left\{(1 + \frac{1}{2} \frac{\partial}{\partial \rho}) T \frac{d n}{d \rho} - \left(\frac{3}{2} + \frac{0}{2\rho^2} - c_2\right) n \frac{d T}{d \rho}\right\}. \tag{1}
\]

Here \(k\) is the plasma cross-section elongation, \(B^2\) the contravariant component of the magnetic field vector, \(\varepsilon = \rho/R\), \(R\) - the major radius of the torus, \(2_{\text{eff}}\) - the effective charge number, \(c\) - the light speed, \(c_1\) and \(c_2\) factors depending on \(2_{\text{eff}}\) (e.g. \(c_1 = 2, 3; c_2 = 1, 2; \) for \(2_{\text{eff}} = 1; c_1 = 1, 87; c_2 = 2\) for \(2_{\text{eff}} = 2\)). When \(2_{\text{eff}} = 1\) the expression (1) is identical to that one found in Ref.6.

One can express \(\mathbf{j}_b\) and \(B^2\) in terms of the bootstrap current \(I_b(\rho)\) and the total current \(I(\rho)\) \((I(\rho) = I_b(\rho) + I_\star(\rho)\), where \(I_\star(\rho)\) is the current which is not connected with the neoclassical processes) inside of the flux surface with the radial coordinate \(\rho\), as following:

\[
\mathbf{j}_b(\rho) = \frac{1}{2\pi k} \frac{d I_b(\rho)}{d \rho}, \quad B^2 = \frac{4 I(\rho)}{c \rho^2} \frac{1}{1 + k^2}. \tag{2}
\]

Substituting Eq.(2) into Eq.(1) we obtain:

\[
\frac{d I_b(\rho)}{d \rho} = - c_1 \frac{2}{2} \frac{4}{2} \frac{\sqrt{\varepsilon} \rho^2}{I_\star(\rho) + I_b(\rho)} \left\{(1 + \frac{1}{2} \frac{\partial}{\partial \rho}) T \frac{d n}{d \rho} - \left(\frac{3}{2} + \frac{0}{2\rho^2} - c_2\right) n \frac{d T}{d \rho}\right\}. \tag{3}
\]

This is the nonlinear equation for \(I_b = I_b(a)\) which one can solve numerically for any distribution \(n(\rho), T(\rho), I_\star(\rho)\). One should notice that since diffusion coefficient and heat conductivity are not neoclassical and do not depend on \(\mathbf{j}_b(\rho)\) (See for example INTOR scaling), we can solve this problem taking appropriate \(n(\rho)\) and \(T(\rho)\).

We first assume \(I_\star\) to be small and located near the magnetic axis (bootstrap-tokamak [3,4]). In this case the formal solution of Eq.(3) yields:

\[
I_b = \frac{a_m B_r}{2 A^{1/4}} \left[c_1 \frac{1}{2} \frac{1 + k^2}{J_1^2} \frac{J_1}{J_2^2}\right]^{1/2}. \tag{4}
\]
where $I_b = I_b(a)$, subscript "0" means that $I_b$ is negligibly small, $A$ is the torus aspect ratio, $a_m$ is $a$ in meters, $B_T$ is B in Teslas, $\beta = \frac{\hat{a}n\langle p \rangle}{(B)^2}$ is in percents, $\langle p \rangle$ is the cross-section averaged plasma pressure,

$$J_1 = -\frac{1}{2} \int_0^1 d\chi \cdot \chi^{3/2} \left\{ (4 + \frac{1}{2 \tau_{\text{eff}}} \frac{d\hat{n}}{dx}) \frac{d\hat{T}}{dx} - \left( \frac{3}{2} + \frac{a_f}{2 \tau_{\text{eff}}} \right) \hat{n} \frac{d\hat{T}}{dx} \right\},$$

$$J_2 = 2 \int_0^1 d\chi \cdot \chi \hat{n} \hat{T}, \quad \hat{n} = \frac{n(x)}{n(0)}, \quad \hat{T} = \frac{T(x)}{T(0)}, \quad x = p/a.$$

Using the Troyon's expression for $\beta - \text{limit}$ ($\beta_T = \frac{c_T I_{MA}}{(a_m B_T)}$, $c_T \sim 3$) we transform Eq.(4) to the following inequality:

$$I_{bo} < \frac{c_T c_m a_m B_T}{4 \sqrt{A}} \frac{1 + k^2}{2} \frac{J_1}{J_2}.$$  

(6)

The ratio $J_1/J_2$ in Eq.(6) depends on $\hat{n}, \hat{T}, \tau_{\text{eff}}$. For example, $J_1/J_2 = 0.44$ for $\hat{n} = \hat{T} = 1 - x^2, \tau_{\text{eff}} = 1$. The maximum of $J_1/J_2$ given by Eq.(7) is reached when $\hat{n}(x) = \eta(x, -x)$ where $\eta(y) = \int_0^\infty \delta(t) dt$, $x$, depends on the temperature profile and for $-\tau_{\text{eff}} = 1$:

$$\frac{J_1}{J_2} = \begin{cases} 1 & \text{for } \hat{\tau} = \text{const}, \quad x_1 = 1 - \Delta, \quad \Delta \rightarrow 0; \\ 0.6 & \text{for } \hat{\tau} = 1 - x^2, \quad x_1 = 0.55; \\ 0.5 & \text{for } \hat{\tau} = (1 - x^2)^2, \quad x_1 = 0.37. \end{cases}$$

(7)

It is clear that the density profile $\eta(x, -x)$ can never be obtained exactly. The possibility to obtain some approach to this profile depends on the plasma transport processes across the magnetic field, the character of particle injection, etc.

The presence of large $I_b$ can strongly affect the upper limit of the bootstrap current. As it follows from Eq.(6) the current $I_b$ leads to the increase of $\beta_{\text{max}}$ but at the same time it decreases $dI_b/d\rho$. Therefore one can increase $I_b(\rho)$ generating $j_b(\rho)$ at the plasma periphery beyond the region where the current $j_b(\rho)$ is localized. In this case

$$I_b \leq \sqrt{I I_{bo}},$$

(8)

where $I$ is the total plasma current. On the contrary case of current $j_b(\rho)$ localized near the axis the maximum current is smaller than $I_{bo}$.


\[ I_b \leq I - \sqrt{I(I-I_b)}, \tag{9} \]

3. Conclusions. The bootstrap-current is largest when:
i) the plasma cross-section is elongated along the major axis of the torus, ii) plasma density radial distribution approaches to \( \eta(x) = \eta(x_1 - x) \) with \( x_1 \) determined by Eq.(7), iii) \( \beta \) is near the Troyon limit; \( j_x(\rho) \) has two maxima, one of them is on the magnetic axis (seed current), the another one is on the plasma periphery, the main fraction of \( I_x(\rho) \) being in the region where \( |d I_x(\rho)/d\rho| < \max |d I_x(\rho)/d\rho| \)

Provided these conditions are satisfied we consider as an example the tokamak with the following parameters: \( a_m = 2 \), \( B_T = 5 \), \( k = 2 \), \( A = 3 \), \( \beta = \beta_T \), \( \xi_l = 3 \), \( \eta = T = 4 - x^2 \), \( I = 15\text{MA} \). Then calculation yields \( I_{bo} = 40\text{MA} \), \( I_b \leq 12\text{MA} \). It means that the required current \( I_x \) is about 3\( \text{MA} \) only. As \( I_x(\rho) \) is located mainly at the periphery region it can be easily generated with LH-waves. Of course, the another method of current drive should be applied then to generate the small seed current.
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DEPENDENCE OF CURRENT DRIVE EFFICIENCY ON RADIAL PROFILES SHAPES
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The key question in the RF current drive problem is whether the ratio \( \frac{I}{P} \) (where \( I = \int_0^R 2\pi r P(r) \) is the total driven current, \( P(r) \) is the radial coordinate, \( I \) is the radial coordinate, \( P = \int_0^R 4\pi r^2 P(r) \) and \( P(r) \) are the total RF power and the power density introduced into the plasma, \( R \) is the large radius of the torus) is sufficiently large for the reactor application. The ratio \( \frac{I}{P} \) representing the global efficiency of current drive depends on the wave characteristics (the wave phase velocities \( \nu_\phi \) and the plasma parameters (the electron temperature, \( T_e \), and density \( \nu_e \), the effective ion charge numbers \( \nu_i \)) as well as on the radial profiles of these values. The quasi-linear theory enables to calculate \( j, P \) and \( \frac{I}{P} \). To find \( I \) and \( \frac{I}{P} \) the radial distribution of plasma parameters and wave characteristics should be specified. For instance, in Ref. 1 the consideration was carried and for the plasma pressure profile \( P(r) = P_0 [1 - r^2/\alpha^2]^{1/2} \). The aim of this work is to understand general laws in dependence of global CD efficiency on plasma-wave radial profiles for the case of current driven by LH-waves.

We proceed from the following expressions for the \( j \) and \( P \) :
where \( T_{ee} = \frac{\mu_e e^2}{\sqrt{2\pi} e^4 n_e \lambda} \), \( T_p = T_1 / T_e \), \( \nu_e^2 = T_e / m_e \)

\( e \) and \( m_e \) are the electron charge and mass, \( T_1 \) is the resonant particle temperature (\( T_1 > T_e \)), \( \nu_{1,2} = \omega / k_i \), \( \lambda = \max k_i \),

\( k_i = \min \kappa_i \), \( x_{1,2} = \nu_{1,2}/\nu_e \), \( \mathcal{L}(x_{1,2}) \) and \( \beta(x_{1,2}) \) are defined in Ref. 2.

Let us assume that \( n_e(r') \) and \( T_e(r') \) may be approximated as follows:

\[
    n_e(r') = \frac{n_0}{(1-r'^2/a^2)^{\alpha}} \quad \text{and} \quad T_e(r') = \frac{T_0 (1-r'^2/a^2)^{\beta}}{2} \tag{2}
\]

where \( \alpha \) and \( \beta \) are the parameters. In addition we assume that \( dz_i/dr = 0 \) and \( dT_p/dr = 0 \). Then calculations yield:

\[
    I = \frac{\pi \alpha^2}{y_1} \int \frac{dy}{y_1} e^{\left[1 - \frac{y_1}{1 + d_T}ight] x_i^2} \frac{dy}{y_1} e^{\left[1 - \frac{y_1}{1 + d_T}ight] x_i^2} \tag{3}
\]

Here \( \bar{y}_1 = y_1 (\overline{n_e} / \overline{T_e}) \) and \( \bar{P} = P(\overline{n_e}, \overline{T_e}) \), \( \overline{n_e} \) and \( \overline{T_e} \) are the cross-section averaged electron density and temperature, \( x_1 = \nu_1 / \nu_e \),

\( \nu_1 = \nu / \nu_e \), \( \mu = 1/2 + (f_n + 1)/\alpha_T \), \( y_1 = (1-r'^2/a^2)^{\beta} r_1 \) the smallest radius accessible for LH-waves. When calculating \( P \) we took into account the profile shape in the first term of expansion over \( x_1 \) only, in the other terms \( T_e(r') \) was changed for \( \overline{T_e} \). Moreover we supposed that the depth of the LH-wave penetration into the plasma is \( a - r'_1 \), \( r'_1 \) being considered as a parameter.

Eqs. (3) enable to obtain the following expression for the global efficiency of current drive:

\[
    \frac{I[A]}{P[W]} = \frac{0.12 \overline{T_e} [\text{keV}]}{\overline{n}_{20} [\text{m}^{-3}] R[m] \Lambda} \overline{n}(x_1, x_2, Z_i) \mathcal{G}(\lambda, \alpha_T, x_1, r_1) \tag{4}
\]

where \( n_{20} = n_e / 10^{20} \); \( \Lambda \) is the Coulomb logarithm,

\[
    \overline{n} = \left( \frac{x_0^2 - x_i^2}{4(Z_i + 1 + T_p) \ln n(x_2 / x_1) \beta(x_1, x_2)} \right)^{-1/2} \tag{5}
\]

\[
    \mathcal{G} = \left\{ \left( 1 + \lambda_n \right) \int \frac{dy}{y_1} e^{\left[1 - \frac{y_1}{1 + d_T}ight] y_1} \left( 1 + \lambda_n \right) \int \frac{dy}{y_1} e^{\left[1 - \frac{y_1}{1 + d_T}ight] y_1} \right\}^{-1/2} \tag{6}
\]
The difference between Eq. (4) and corresponding expression for homogeneous plasma consists in the presence of a \( G \) - factor which depends on the profile shape characteristics. In the case of practical interest when \( 2 \leq \bar{X}_1 \leq 5 \), the expression for \( G \) may be approximated as follows

\[
G = \frac{1}{\left(1 + d_n(1 - r_1^2/a^2)^2 \right)} \left[ 1 + d_n \left[ 1 + d_n \left( 1 + \frac{\bar{X}_1^2}{(1 + d_n)(1 - r_1^2/a^2)^2} \right) \right] \right]^{-1}.
\]

The dependence of \( G \) on \( L_n \) for various values of \( L_T \) and \( \bar{X}_1 \) is presented in Fig. 1.

It follows from Fig. 1 that the highest CD-efficiency takes place when the LH-waves generate a current in the plasma periphery region only. The most strong dependence of CD-efficiency on the LH-waves location takes place when the density profile is characterized by the large \( L_n \). The dependence of CD-efficiency on the temperature profile shape is relatively weak.

To understand why these conclusions take place let us take into account that for LH-waves \( j(r') \sim n_e(r') \exp \left[-X_1^2(r')/2 \right] \sqrt{\tau_0(r')} \) and \( \bar{P}(r') \sim n^2(r') \exp \left[-X_1^2(r')/2 \right] \sqrt{\tau_0(r')} \). Then we can conclude that the power profile is more peaked then the current one. The increase of \( r_1 \) leads to the exclusion of the region with large plasma density and, as a result, to the increase of CD-efficiency.

The weak dependence of \( I/\bar{P} \) on \( L_T \) is connected with the fact that \( j \) and \( \bar{P} \) have similar dependence on \( T_e \).

The another conclusion following from Fig. 1 is the weak dependence of \( I/\bar{P} \) on the shapes when \( r_1/a = 0.5 \). Note that when \( r_1 > 0 \) the current should by sustained in the region \( r < r_1 \) without using LH-waves. It is clear that to find the total CD-efficiency for this case one should specify the other methods.
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Fig. 1. $G$ versus $L_n$ for $\overline{X}_1 = 3$ and various $\mathcal{L}_T$ and $r_4/\alpha$:
- 1 - $r_4/\alpha = 0$
- 2 - $r_4/\alpha = 0.5$
- 3 - $r_4/\alpha = 0.7$
- a - $\mathcal{L}_T = 0.5$
- b - $\mathcal{L}_T = 1$
- c - $\mathcal{L}_T = 1.5$
LOWER HYBRID EXPERIMENTS AT 2.45 GHz IN ASDEX
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ABSTRACT

The new lower hybrid system of ASDEX has started operation. A power level of 1 MW/0.5 sec was meanwhile achieved. Current drive and heating have been studied until now up to a density of \( n_e = 3 \cdot 10^{13} \text{cm}^{-3} \). Central heating of electrons and ions is seen.

A new lower hybrid system with \( f = 2.45 \text{ GHz} \), \( P = 3 \text{ MW} \) and \( T = 1 \text{ s} \) has been constructed for use on ASDEX. The main aims are to study profile control with simultaneous application of other heating methods. The higher frequency of 2.45 GHz, as compared to the previously used 1.3 GHz, allows operation in the typical density regime for neutral injection and ion cyclotron heating in ASDEX. For this purpose a high flexibility with respect to the launched wave spectrum was required. The system has started operation at the end of 1988.

The transmitter consists of two groups of 3 klystrons which are fed by a common dc-power supply and which are protected by a common ignitron crowbar system. They can be operated independently. All 6 klystrons are fed by a common masteroscillator. Their outputs are amplitude- and phase-controlled (20 dB; 360°) by means of feedback systems acting on the respective RF-inputs. The amplitude control is also used for modulation.

Standard WR 430 transmission lines connect the 6 klystrons to a power splitter unit based upon 3 dB E-plane hybrids and providing 6 x 8 outputs to feed a 2 x 24 waveguide grill. The phase of each output can be arbitrarily set through 360° by step motors allowing the generation of current drive spectra, opposite current drive spectra and symmetric wave spectra at variable \( N_n \) (1 < \( N_n < 4.4 \), \( A N_n = 0.4 \)). Due to an excellent isolation of the 3 dB-hybrids the forward waves are insensitive to arbitrary reflections.

The grill consists of 2 arrays of 24 waveguides each. Their inner dimensions are 10 x 109 mm, the wall thickness is 4 mm. Two front window blocks of PLT-design are located ca. 25 cm from the plasma surface. The front ends of the grill are made of stainless steel and their waveguide
inner surfaces are coated with a rough gold layer to prevent multipactors. The upper and lower waveguide arrays are connected to the two groups of klystrons and can be operated independently with different powers and different spectra. In all 48 waveguides the incident and reflected powers are measured. The phases of the incident waves are monitored twice during a 1 sec pulse with a time multiplexing device.

The system was constructed in cooperation between ENEA-Frascati (grill, narrow waveguide structures, 3 klystrons), PPPL-Princeton (waveguide windows, 3 klystrons) and IPP-Garching. It was put into operation in December 1988 and after a total of 80 shots at different phase settings and plasma conditions we achieved a power level of 1 MW/0.5 s into a $3 \times 10^{13}$ cm$^{-3}$ plasma.

The coupling is usually good with a global RF reflection coefficient $<R>$ between 10 and 25 $\%$, depending on grill-position and plasma position. In the individual waveguides the reflection coefficients are, however, quite different. An example is shown in Fig. 1, where we compare the distribution of the reflection coefficients in one grill for the case of normal and opposite current drive. In a few shots we varied the relative phase between the upper and the lower grill and found very little influence on their reflection distributions.

The results of the first current drive experiments are summarized in Fig. 2. Here we plot the rate of change of the primary current in the OH-transformer during the lower hybrid pulse, normalized to its value in the preceding OH-phase. We recognize the nonlinear decrease of this quantity with the RF-power and its variation in the limited range of densities studied up to now. For comparison we also show the points which have been obtained with the old 1.3 GHz system in the same density range /1,2/. The improvement with frequency is obvious.

In the parameter range studied until now, the RF power is directly absorbed by suprathermal electrons. Contrary to the previous experiments at 1.3 GHz /1,3/ no fast ion tails were observed up to the maximum working density $n_e = 4 \times 10^{13}$ cm$^{-3}$. Similar observations were made in the FT-tokamak /4,5/. The generation of suprathermal electrons leads to a strong increase of hard X-ray radiation and nonthermal ECE spectra as measured with a Michelson interferometer. Thermalization of the fast electrons leads to an increase of the electron temperature over the whole plasma cross-section as from the YAG-Thomson scattering measurements. The radial profile of $T_e(r)$ is slightly peaking during Lower Hybrid current drive. The peakedness $T_{eo}/<T_e>$ increases with increasing LH power. At $n_e = 2.1 \times 10^{13}$ cm$^{-3}$ the central electron temperature nearly doubles from $T_{eo} = 1.7$ keV to $T_{eo} = 3.2$ keV with $P_{LH,t} = 750$ kW applied. The radial profiles of $T_e(r)$ during the OH and LH phases are shown in Fig. 3. The central temperature $T_{eo}$ increases linearly with LH power as seen from Fig. 4. The increase in ion temperature, measured by perpendicular CX-diagnostics, is smaller at low density where the coupling between electrons and ions is weak. At $n_e = 2.1 \times 10^{13}$ cm$^{-3}$ with $\Delta T_{eo} = 1.4$ keV an increment of only $\Delta T_{io} = 0.2$ keV is obtained with $P_{LH,t} = 750$ kW. The increase in thermal energy content, as determined from the diamagnetic signal, is only slightly larger than the increase in the electron energy content as measured with Thomson scattering. The increase in total energy content as derived from the equilibrium beta is typically a factor of 1.3 larger than the increase in
thermal energy content. The difference has to be attributed to the higher parallel component of the suprathermal electrons. At higher density, the anisotropy is reduced and also the coupling between electrons and ions is improved. At $n_e = 2.75 \times 10^{13} \text{ cm}^{-3}$, $\Delta T_{eo} = 1 \text{ keV}$ and $\Delta T_{io} = 0.3 \text{ keV}$ are obtained with $P_{LH,t} = 590 \text{ kW}$. The absorption coefficient $\alpha = P_{LH,abs}/P_{LH,t}$ can be derived from the rate of change of the energy content immediately after switch-off of the LH power. For the actual experiments ($N_i = 2.25$, $\Delta \varphi = \pi/2$) we obtain $\alpha = 0.5$.

The sawteeth period rises with increasing LH power as was already found at 1.3 GHz /6/. With dominant LH-current drive, sawteeth are suppressed completely. For the series at $n_e = 2.1 \times 10^{13} \text{ cm}^{-3}$ shown in Fig. 4, sawteeth are stabilized for $P_{LH} \geq 750 \text{ kW}$. The RF-current drive in this case results in a drop of OH power input by about 2/3. After stabilization of sawteeth, central electron temperature and beta values start to increase continuously with a moderate slope.
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Fig. 1:
Distribution of reflecton coefficients in the upper grill for normal and opposite current drive.

Fig. 2:
Rate of change of the primary current as a function of LH-power.

Fig. 3:
The radial electron temperature profiles during OH and LH-phase.
$n_e = 2.1 \times 10^{13} \text{ cm}^{-3}$, $P_{LH} = 750 \text{ kW}$, $N_i = 2.25$, $\Delta \varphi = \pi/2$.

Fig. 4:
Scaling of the central electron temperature $T_{eo}$ and of the sawtooth period with LH-power.
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SPECTRAL PUMPING AND CURRENT DRIVE

D.W. Faulconer

Laboratoire de Physique des Plasmas - Laboratorium voor Plasmafysica
Association "Euratom-Etat belge" - Asscociatie "Euratom-Belgische Staat"
Ecole Royale Militaire - B 1040 Brussel - Koninklijke Militaire School

INTRODUCTION

High frequency heating and current drive are routinely formulated as processes of diffusive spreading in velocity space. It will now be shown that the velocity space distribution function can evolve in opposite manner, the imposed field driving it into a sequence of peaks in $v$. These peaks give rise to instability; as they are maintained by the driving field against diffusive spreading over the unstable spectrum, this field effectively "pumps" the spectrum to high values. Subsequent spectral gap transfer provides a solution to the "spectral gap" problem.

MODEL

As prototypical case we study lower-hybrid current drive by electron Landau damping where a well-defined resonance cone structure is assumed to exist in a homogeneous plasma. Following Ref.1, $E_z$ of the lower-hybrid wave is idealized as $E \cos(k_0 z - \omega t + \phi)$, ($E=\text{const.}, \phi$ independent of $z$, $z||B_0$) within the cone and zero elsewhere, the cone being of fixed toroidal extent $\Delta z = d$. The change in parallel velocity $v$ induced by $E_z$ in one passage of the cone, $\Delta v$, is taken to be small enough to allow a description by means of the Fokker-Planck equation. We substitute $E_z$ in the test particle formulation of this equation ([2] and for more detail [3]) to evaluate diffusion $(1/\tau_f) \langle \Delta v^2 \rangle$, and friction $(1/\tau_f) \langle \Delta v \rangle$ coefficients ($\tau_f=\text{mean time between resonance cone encounters}=L/v$). It is important to use the unapproximated forms for these coefficients; $< >$ represents an average over the phase $\phi$ seen by an electron, this phase being assumed to be randomized between successive resonance cone encounters (by collisions, finite $\Delta v$ [1], varying distance between encounters etc.). We also assume there to be a turbulent Langmuir wave spectrum $|E_L(k)|^2$ resulting from the abovementioned instability. There results

$$
\frac{\partial f}{\partial t} = \frac{\partial}{\partial w} \left[ D_{\text{LH}} w \left( \frac{\sin^2 k_0 d \frac{w-w_0}{2w}}{w-w_0} + D_{\text{I}} w \right) \right] \frac{\partial f}{\partial w} + D_{\text{LH}} \left[ \frac{\sin^2 k_0 d \frac{w-w_0}{2w}}{w-w_0} - \frac{k_0 d \sin \left( k_0 d \frac{w-w_0}{w} \right)}{2w} \right] f + (2 + Z_i) \left[ \frac{1}{w^3} \frac{\partial}{\partial w} + \frac{1}{w^2} \right] f
$$

where

$$
D_{\text{LH}} = \frac{(eE/m_ek_0)^2/Lv_e^3v_o}{}, \quad D_{\text{I}}(w) = \left( \frac{\pi e^2/2m_e^2v_v^2v_o^3v_o |w|}{|E_L(k)|^2} \right) k = \omega k/\nu_{te}, v_e^2 = T_e/m_e, v_o = \omega_p e^4

\frac{\lambda}{4\pi n_0v_t^3}, \quad w = v/v_e, \quad w_0 = \omega/kv_t, \quad \tau = v_o t
$$
and we have taken the high velocity limit in writing the collision term, integrated over \(v_\perp\) assuming a Maxwellian in \(v_\perp\), and included \(D_L\) which models quasilinear diffusion on the Langmuir waves.

**ANALYSIS**

1. **PARTICLE DISTRIBUTION**

   The first of the two contributions to Eqn.(1) in \(D_{LH}\) is diffusive, going to zero as expected when a particle with velocity \(w\) sees a (cancelling) integral number of Doppler-shifted oscillations in crossing the resonance cone. It has been linked to the standard quasilinear diffusion coefficient in Ref.1. The second contribution in \(D_{LH}\) is new, having the nature of a drag or acceleration term depending on its sign. It will tend to alternately peak or void the distribution about its successive zeros in \(w\). This contribution can be traced to \(<v_w>\) and thence to the perturbation in the zero order particle trajectory caused by the lower-hybrid wave; it also depends for its existence on the \(w\)-dependence of the time between successive cone encounters \(\tau_r\) (1st subcontribution), and the transit time of the cone itself (2nd subcontribution). Thus the coherence and spatial localization of the cone gives rise to counterdiffusive aggregation of particles in velocity space, in spite of the assumption of phase randomization between cone encounters. Finally note that the terms multiplied by \(D_{LH}\) are peaked about the resonant phase velocity \(w_0\) as expected, and that they stop oscillating as \(w \to \infty\). This last property is due to the particles traversing a stationary waveform when their cone transit time becomes much less than the wave period; the number of oscillations they see becomes independent of particle velocity.

   Equation (1) is in conservation form: \(\partial f/\partial t = -\partial S/\partial w\), so that \(S\) represents velocity space flux to within an additive constant. Assuming steady state, we integrate to find \(S=0\) after imposing zero flux at \(w=\infty\). Rewriting \(S=0\):

\[
\frac{1}{f} \frac{\partial f}{\partial w} = - \frac{D_L}{\sin^2 \left( k_0 d \frac{w-w_0}{2w} \right)} \cdot \frac{1}{w-w_0} \cdot \frac{\sin \left( k_0 d \frac{w-w_0}{w-w_0} \right)}{w-w_0} - \frac{2+Z_i}{w^2} - \frac{\sin^2 \left( k_0 d \frac{w-w_0}{2w} \right)}{w-w_0^2} + D_L f(w) + \frac{2+Z_i}{w^3}
\]

For typical values of parameter \(k_0 d\), on the order of several times \(2\pi\), and \(D_{LH} \geq 1\), the appearance of maxima and minima of \(f (\partial f/\partial w=0)\) near the zeros of the sine multiplied by it is evident. The degree of relative peaking increases with \(k_0 d\). For \(2N\pi < k_0 d < (2N+1)\pi\) the term in \(k_0 d\) is positive for \(w \to \infty\) and one finds divergence of \(f\) at infinity, the positive flux associated with this term at large \(w\) being inconsistent with the steady state \(S=0\) condition imposed; generation of a runaway population is indicated. When negative, this term should counteract tail formation.

2. **SPECTRAL PUMPING**

   The intervals in \(w\) for which \(f\) has positive derivative in Eqn.(2) are intervals of instability over which we take to be generated a spectrum of Langmuir waves whose
reaction on $f$ is manifest in the quasilinear coefficient $D_L$ appearing in Eqns. (1) and (2). As $D_L$ does not affect the sign of $\partial f/\partial w$ in Eqn. (2), its growth does not saturate the instability within the present description; at the same time it generates enhanced diffusion over the given $w$ intervals. By maintaining the positive slope of $f$, the lower-hybrid wave is effectively pumping the Langmuir spectrum in the unstable $w$ intervals. Any mechanism which would then transfer wave energy to the stable intervals in $w$ would effectively spread the pumped Langmuir spectrum over an extended continuous region in $w$ (e.g. the "spectral gap" region), allowing increased diffusion thereon with concomitant enhanced current drive. Apart from nonlinear mode transformation, such transfer of the Langmuir spectrum is inherent to the nonlinear saturation of its growth phase.

**AN EXAMPLE**

Consider the transient phase of operation immediately after application of lower-hybrid power. Coefficient $D_{LH}$ has a typical value somewhat greater than unity, $D_L$ is initially zero and $w$~3-5, so we neglect all contributions to the right members of Eqns. (1) and (2) except those in $D_{LH}$. Integrating Eqn. (1) over a velocity interval extending between successive simultaneous zeros of the sine functions ($w$=no excluded) shows total particle number in each such interval to be conserved in time. Steady state $f(v)$ found from Eqn. (2) exhibits singularities at the interval endpoints which can be resolved by reinstatement of neglected terms as infinitesimals and norming $f$ to the conserved number of particles over the interval. With neglect of the infinitesimals the steady state distribution is seen to have been compacted into a sequence of delta functions at interval endpoints which form a discretized Maxwellian. Such a multi-beam distribution is unstable. In the case of a single beam superposed on a Maxwellian background, a linearly unstable phase is succeeded by one of direct or indirect (via Langmuir condensation) generation by parametric instability of a low phase velocity spectrum of strong Langmuir turbulence. This spectrum then spreads the background population into tails extending beyond the beam velocity [4]. Insofar as an analogy holds with the multi-beam case at hand, one can claim to have transport of background particles to the velocity $w_0$ where the lower-hybrid wave resonantly drives current, thereby solving the "spectral gap" problem for the initial transient phase of operation considered here. In proceeding beyond this admittedly highly idealized initial-phase model to consider steady state operation, we foresee a similar course of events, the maxima discussed earlier now playing the role of broadened beams. This is a tentative solution, the analogy with a single beam on which it is based eventually requiring particle simulation for confirmation.

**INHOMOGENEITY AND FINITE $\Delta w$**

In tokamaks $k_0$, $d$ and $\omega_{pe}$ are functions of minor radius ($k_0d$ taken const.). As a crude first approximation one can simply insert $r$ as an argument of these quantities in Eqns. (1) and (2). This defines contours $w/w_0(r)$=const. in $r,w$ space along which peaking in $f$ occurs, each contour corresponding to a fixed value of sine argument found from Eqn. (2); contours become infinitely dense as $w \to 0$. For moderate levels of transport, an electron's radial diffusion will be channeled along a given contour under the $w$-wise peaking action of the hybrid wave; particles born centrally in the discharge are accelerated by this mechanism in that $k_0$ peaks [$w_0(r)$ falls] near the center. Growth of a Langmuir wave spectrum occurs as before though radial loss effects can influence the saturation mechanism. At transport levels for which radial diffusive motion is sufficient to displace the particle to a neighboring contour, peak formation at the particle's $w$ becomes attenuated. Particles then exhibit cross-contour diffusion in both $r$ and $w$, the term in Eqn. (1) previously responsible for peaking now driving diffusion. Choosing $4a$ as a radial
variation length for $k_0$ (a=plasma radius), we estimate the variation in $r$ for crossing between two peaks to be $\Delta r/a = (8\pi/\rho_0^2)w/w_0$, and thus discount transfer between peaking contours as important for particle velocities an appreciable fraction of $w_0$.

Radial propagation will tend to suppress localization of the Langmuir spectrum (and hence $D_L$) about contours. In eliminating the intervals in $w$ of unenhanced diffusion ($D_L = 0$), this effect provides a mechanism for filling the "spectral gap" without resort to the nonlinear mechanisms evoked earlier.

Single-transit increments $\Delta w$ can become a significant fraction of unity, this tending to broaden peaks and eliminate fine peaking structure at lower velocities. Note that the supposition made in this work of a well-defined cone structure does not seem to be borne out for high density tokamaks. A 1-D description has been used; the influence of equilibrium $B_0$ on instability evolution bears further examination.

**DISCUSSION AND CONCLUSION**

As remarked earlier, the new phenomena presented here arise from the perturbation of the particle trajectory by the lower-hybrid wave, due account being taken of cone width. In order to place this mechanism in a broader context, we refer to a study of collisionless energy absorption by particles in a plane wave (not restricted to a cone region)[5]; an asymptotic value of spatially-averaged rate of growth of total particle energy $E$ in accord with the Landau damping rate was found. Paralleling this calculation to find the asymptotic value of spatially-averaged rate of growth of total particle momentum for the plane wave case, we find $dp/dt = (k_0/\omega)\omega E/dt$, consistent with the relation between wave energy and momentum $p_{\text{wave}} = (k_0/\omega)\omega E_{\text{wave}}$. Asymptotic growth rates of both $E$ and $p$ show influence from the trajectory modification effect which thus is basic to collisionless absorption of driven waves.

In conclusion, the case of lower-hybrid current drive in the presence of a well-defined resonance cone has been studied to illustrate the multiple peaking of the velocity distribution function which can take place in the presence of a localized coherent HF field. This occurs even though field phase seen by a given particle is randomized between successive interactions with the cone. Resultant instability and spectral transfer offer a tentative solution to the "spectral gap" problem.
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INTRODUCTION

A possible scenario for steady state current drive in large, high-temperature tokamaks includes current driven by lower hybrid (LH) waves in the outer region with high-energy neutral beams (NB) used for current drive in the core. In addition, provided the poloidal beta is sufficiently high, there can be substantial bootstrap (BS) current, as observed in the TFTR and JET experiments. In work reported previously [1]-[2], a computer code, ACCOME, was written to obtain a solution to the MHD equations which is consistent with current driven by neutral beams, electric fields, and neoclassical (bootstrap) effects. For the computation of the solution to the Grad-Shafranov equation, the SELENE code [3] is used. Iteration is necessary between SELENE and the current-drive computations to obtain a consistent solution. In this paper we describe modifications to ACCOME to enable the computation of LH current in addition to the NB, BS, and OH currents. The next section describes the models used and then the final section presents an application to ITER.

DESCRIPTION OF THE MODEL

The LH module, which has been modified to model elongated plasmas, is based on a code developed for circular geometries [4]. The density and temperatures are taken as algebraic functions of the poloidal flux. The numerically computed flux is fit with bicubic splines. The magnetic field and derivatives are obtained from differentiation of the splines. The ray trajectories are computed with a variable-order predictor-corrector algorithm. The accuracy of this method is examined by computing the deviation from zero of the dispersion relation along a ray path. Errors are typically less than $10^{-5}$.

The 1-D $(v_{||})$ Fokker-Planck equation for the fast electrons with quasi-linear diffusion from the lower hybrid waves is solved to obtain the

---
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power absorption and the driven current on each flux surface. The $v_\parallel$ portion of the distribution is assumed to be Maxwellian with temperature typically that of the thermal electrons.

The lower hybrid current is included in these calculations in the same manner as the other components. First, SELENE is used to obtain a reference MHD equilibrium from a model current distribution. Next, the values of the neutral beam, ohmic, bootstrap and lower-hybrid currents on the flux surfaces are computed. These currents are summed to yield the total flux-surface-averaged parallel current $<j_{\parallel}>/B_{to}$, where $B_{to}$ is the vacuum toroidal magnetic field at the geometric major radius, $R_o$. This quantity, together with the pressure function, $p(\psi)$, and the previous values of the toroidal function, $f = R B_t$, and $<B^2>$ from SELENE, allows the computation of new values of the function, $ff' = -\mu_0 (f^2 p' + f <j_{\parallel}>/B^2)$ on the flux surfaces. This quantity, along with $p(\psi)$, is used in the next solution of the Grad-Shafranov equation with SELENE. This method is continued for 5-10 iterations until the current profile no longer changes between iterations.

APPLICATION TO ITER

We have carried out calculations for ITER in steady state operation with $R_o = 5.5$ m, $a = 1.8$ m, $\kappa_9 = 2.0$, and $B_0 = 5.3$ T. Density and temperature profiles are taken to vary as $(1 - \psi)^\alpha$, with $\alpha = 0.5$ and 1.0 for density and temperature, respectively. Lower hybrid waves are launched from the outer periphery with frequencies of 4.6 or 8.0 GHz. The $n_{\parallel}$ spectrum is typically centered at 1.7 to 1.9. Various half widths of the spectrum, $\Delta n_{\parallel}$, have been tried. Several different neutral beam energies from 1 to 1.5 MeV have been used. The beams are usually aimed at the magnetic axis, which is near $R = 5.7$ m, but aiming inside of this radius has also been investigated.

The results from one set of calculations are included in Figures 1-4. In this case, the LH frequency is 4.6 GHz with the central $n_{\parallel} = 1.9$ and a Gaussian half-width of 0.05. This width is quite narrow; it was chosen to maximize the penetration of the LH waves into the plasma. The neutral beam energy is 1.0 MeV with tangency radius, $R_{tan} = 5.6$ m. The beam footprint is elliptic with a half height of 0.92 m and a half width of 0.56 m. Three beams are used, one aimed in the horizontal midplane, and one above and one below it by 1.3 m. Figure 1 shows the trajectory of the central LH ray in the poloidal plane. The outer surface of the plasma is also plotted. The numbers on the ray represent 10% decrements of the power in the ray. As the ray travels through a poloidal angle of $180^\circ$, 80% of the power is absorbed. It reflects near the plasma surface, where the frequency equals the local electron plasma frequency, but less than 1% of the initial power in the ray remains at this point. The variations of $n_{\parallel}$ along the central ray and two other rays are shown in Fig. 2. We see a slight upshift as the rays pass into a higher toroidal field and then a downshift which continues until the central ray passes into the upper half of the plasma where $n_{\parallel}$ again increases. The plasma current distribution is shown in Fig. 3. The neutral beams drive current in the core, as intended, while the lower
hybrid is restricted to the outer half (in \( y \)) of the plasma. In computing these currents, the LH power was fixed at 25 MW and we varied the NB power to obtain the desired total plasma current of 18 MA. The components of the current are: NB: 11.1 MA, LH: 2.9 MA, and BS: 4.0 MA. A respectable 23% of the current comes from bootstrap effects, but this is less than the 30% heretofore assumed in ITER steady state scenarios. The figures of merit, \( \gamma \)

\[ \gamma = \langle n_e > I_R_0 / P \]

\[ = 0.53 \times 10^{20} \text{ A/W-m}^2 \]

and \( \text{LH} = 0.36 \times 10^{20} \text{ A/W-m}^2 \), respectively. Including the bootstrap current raises the overall figure of merit to \( 0.85 \times 10^{20} \text{ A/W-m}^2 \). The absorbed power is used in the figure of merit, but the absorption of both LH and NB power is close to 100% for this case. Figure 4 shows a last quantity of interest, the safety factor. The near flattening of the curve in the vicinity of the LH-driven current is readily apparent. The edge (95% flux) safety factor is only 2.8, somewhat less than the design goal of at least 3.0, but some adjustment of the beam deposition would raise the value to this goal.
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Figure 1. Trajectory of the central LH ray in the poloidal plane. The outer curve is the plasma boundary.

Figure 2. Dependence of \( n_\parallel \) on the major radius for the central and some adjacent rays. The (barely visible) numbers refer to the percentage absorption of the power in the ray to that point.
Figure 3. Distribution of current density vs. poloidal flux in the plasma. fi: fast ion current; bd: fast ion current less the partially cancelling electron current; bs: bootstrap current; lh: lower hybrid current; tot: total current.

Figure 4. Safety factor vs. poloidal flux (solid line).
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1. Introduction. A potentially attractive scenario for steady-state operations in the Next European Torus relies on the use of lower-hybrid (LH) waves for non-inductive current drive in the plasma periphery and of electron cyclotron (EC) waves in the central region [1]. This scenario is investigated theoretically with the aim of determining the best options for the EC current drive system and of evaluating the expected current drive efficiency. The latter is defined as $\eta = I R_0 \bar{n}_e / W \left( AW^{-1} \right)$, where $I$ is the total driven current, $W$ the total dissipated wave power, $R_0$ the major radius and $\bar{n}_e$ the average density. The basic NET parameters for the RF current drive regime are taken to be: $R_0 = 5.25$ m, minor radius in the equatorial plane $a = 1.4$ m, elongation $\kappa = 2.2$, $B_T = 5.5$ T, $T_p = 11$ MA, $\bar{n}_e = 0.75 \times 10^{20}$ m$^{-3}$, and $T_e = 15$ keV. The profiles chosen for this study are: $n_e = n_e(0)(1-p^6)$, $T_e = T_e(0)(1-p^2)$, where $p^2 = (\psi - \psi_0)/(\psi_b - \psi_0)$. $\psi$ is the poloidal flux function, and $\psi_0$, $\psi_b$ its values at the plasma axis and boundary, respectively. The EC waves trajectories in the NET magnetic configuration, obtained from an equilibrium code, are evaluated by means of the toroidal ray-tracing code TORAY [2]. Furthermore, the ray-tracing is coupled to a 3-D bounce-averaged quasilinear Fokker-Planck code [3] which determines the modifications of the electron distribution function due to the absorption of EC wave beams of finite angular spread, the driven current and evaluates the wave damping selfconsistently. The presence of an electron tail sustained by LH waves in the outer part of the plasma ($0.5 \leq \rho \leq 0.9$) and carrying a current in the range of 3 to 8 MA, is taken into account. The appropriate bounce-averaged parallel diffusion term is added to the Fokker-Planck equation [4].

2. Ray trajectories and linear absorption. Current drive by EC waves requires oblique propagation (i.e., parallel refractive index $N_\parallel \neq 0$) and wave absorption at frequency $\omega$ significantly different from the EC frequency $\omega_c$, because of the relativistic and Doppler detuning mechanisms. Two scenarios are possible: wave absorption at downshifted frequency ($\omega < \omega_c$) or at upshifted frequency ($\omega > \omega_c$). Although in principle very attractive, the use of downshifted frequencies is of limited interest, since in this case the current drive efficiency deteriorates away from the plasma center because of electron trapping effects [5,3]. For example, for the injection of 45 MW X-mode waves at 80 GHz, such that absorption occurs around $p = 0.4$, a current drive efficiency of only $\eta = 0.045$ is found. At 90 MW the efficiency is found to be reduced by a further 25%. Therefore, we limit the further investigation to the upshifted frequency scheme. A wave frequency significantly lower than $2\omega_c$ must be chosen, in order to avoid overlap with downshifted 2nd harmonic absorption, which drives current in the opposite direction [6]. In this frequency range, the X-mode is generally cut off, and the O-mode has to be used. Wave injection from a top port is considered first. This launching configuration is attractive since the magnetic field is nearly constant along the ray trajectory. A suitable choice of wave frequency and direction of injection then allows the interaction with high velocity electrons along most of the ray trajectory in order to optimize the current drive efficiency. However, as shown by the following example, the wave damping is so sensitive to the injection angle that control of the power absorption profile and of the generated current is hardly feasible. Projections of the ray paths in the poloidal cross-section for the O-mode at 180 GHz (i.e., $\omega_c/\omega = 0.86$), injected at two slightly different angles $\xi = 23^\circ$ (a) and $\xi = 21^\circ$ (b), where $\xi = \arcsin N_\parallel$, are shown in Fig. 1. The corresponding fractions of transmitted wave power are presented in Fig. 2, where open circles indicate the regions in which absorption is due to the 2nd harmonic resonance. Note that in case (a) the absorption is quite strong, peripheral and practically due to the fundamental resonance only, whereas in case (b)
3. Current drive by EC and LH waves. We now investigate the current drive efficiency and the current density profiles driven in the case of equatorial launching, for different wave frequencies, powers and launching directions, in order to elucidate the scaling of the efficiency with those parameters and the impact of the electron trapping effects. The main results of this study are summarized in Table I. It appears that: i) the power dependence of the efficiency is very weak, as expected for \( \omega > \omega_c \) [7]; ii) the efficiency can be significantly improved by increasing the wave frequency, since this generally enhances the resonant energy; iii) the efficiency deterioration due to trapping effects is less than a factor of 2 when the location of wave power deposition is shifted from \( \rho = 0.1 \) to \( \rho = 0.5 \). It has been checked that in the case of outermost power deposition (last column of Table I) the efficiency increases about 10% only in the presence of a LH tail carrying a current of 3 MA (obtained for an injected power of 35 MW and a LH spectrum interacting in the range 0.65 mc \( \leq \vec{p}_\| \leq 0.87 \) mc). The current density profiles corresponding to the cases of the last three columns in Table I are shown in Fig. 5 (curves a, b, and c, respectively). The three profiles are quite broad and partially overlap. Figure 6 shows the current density profile obtained by the 35 MW LH spectrum considered above and by the three beams injected at \( \xi = 25^\circ, 30^\circ, \) and \( 35^\circ \), with powers \( W = 15, 120, \) and 90 MW, respectively. The profile generated by the LH waves alone is also shown (dashed line). The total driven current is \( I = 10.6 \) MA, \( \omega > \omega_c \) [7]. The efficiency \( \eta \) is defined as the ratio of power input in the LH waves, which have better efficiency; ii) using EC waves of higher frequency (e.g., 220 GHz); iii) optimizing the wave launching parameters (e.g., launching slightly outside the equatorial plane). A global improvement in the efficiency due to these effects of the order of 30 - 50% can be expected.
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Table I

<table>
<thead>
<tr>
<th>$\omega/2\pi$ (GHz)</th>
<th>220</th>
<th>220</th>
<th>180</th>
<th>180</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi$</td>
<td>35$^\circ$</td>
<td>35$^\circ$</td>
<td>25$^\circ$</td>
<td>30$^\circ$</td>
<td>35$^\circ$</td>
</tr>
<tr>
<td>W (MW)</td>
<td>13</td>
<td>6.5</td>
<td>10</td>
<td>75</td>
<td>75</td>
</tr>
<tr>
<td>I (MA)</td>
<td>1.12</td>
<td>0.54</td>
<td>0.53</td>
<td>2.45</td>
<td>2.25</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.34</td>
<td>0.33</td>
<td>0.21</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Fig. 1: Projections of the ray trajectories in the poloidal cross-section for top launching of the O-mode at 180 GHz and: (a) $\xi = 23^\circ$; (b) $\xi = 21^\circ$. Large dots indicate the region where the wave power is absorbed.

Fig. 2: Fraction of transmitted wave power versus $\rho$, for the cases of Fig. 1. Open circles indicate the region where absorption is due to the 2nd harmonic (downshifted) resonance.
Fig. 3: As in Fig. 1 for equatorial launching and: (a) $\xi = 45^\circ$; (b) $35^\circ$; (c) $25^\circ$; (d) $15^\circ$.

Fig. 4: As in Fig. 2, for the conditions of Fig. 3.

Fig. 5: Profiles of the driven current density for O-wave beams of frequency 180 GHz, half-width $\Delta \xi = 5^\circ$, injected in the equatorial plane, and:
(a) $\xi = 25^\circ$, $W = 10$ MW; (b) $\xi = 30^\circ$, $W = 75$ MW; (c) $\xi = 35^\circ$, $W = 75$ MW.

Fig. 6: Profile of the current driven by simultaneous use of 35 MW of LH wave power and of the three EC wave beams of Fig. 5, but with powers $W = 15, 120, \text{and } 90$ MW, respectively. The dashed line is the current driven by the LH waves alone.
INTRODUCTION

Various non-inductive current drive methods for tokamaks have attracted a great deal of interest during recent years. They render possible a steady-state current which is needed for a continuously operating tokamak reactor. Bickerton et al. [1] found that for a sufficiently large poloidal beta $\beta_p$, a substantial toroidal current is produced by the neoclassical diffusion from a smaller seed current. This is known as the "bootstrap" effect. Recently, very large bootstrap currents together with neutral beam driven currents have been reported from TFTR [2] and JET [3] tokamaks which has increased the interest of the bootstrap effect. In the pulsed operation the bootstrap effect may save considerably volt–seconds thus increasing the length of the tokamak pulse.

In this paper we study the bootstrap amplification and resulting current and plasma density profiles in various conditions of plasma and seed current parameters. The temperature and density profiles are calculated self-consistently according to neoclassical diffusion coefficients. The effects of different source profiles for particle seeding (e.g., pellets) and plasma heating are also discussed.

BOOTSTRAP CURRENT GENERATION

Assuming equal ion and electron temperatures, the bootstrap effect in a pure hydrogen plasma can be described by the normalized neoclassical steady-state equations [4,5]

$$\frac{dJ}{d\xi} = 2\xi J_e(\xi) - \frac{\xi^{5/2}}{\delta J} (4.88T \frac{dN}{d\xi} + 0.27T \frac{dT}{d\xi}),$$

(1)

$$\frac{dN}{d\xi} = \frac{5}{4} \frac{T^{3/2}J^2}{N^{5/2} \xi^{7/2}} (0.22\alpha + 0.20\gamma),$$

(2)

$$\frac{dT}{d\xi} = \frac{5}{4} \frac{T^{1/2}J^2}{N^{3/2} \xi^{7/2}} 0.73\gamma,$$

(3)

which determine the current, density and temperature profiles for different particle and heat sources $\alpha$ and $\gamma$. The density and temperature are normalized to their central values.
The dimensionless radial co-ordinate is \( \xi = r/r_0 \), where \( r_0 \) is the seed radius. \( J \) is defined as the total current within the radius \( \xi \) normalized to the seed current \( J_0 \). In the following we assume for the dimensionless seed current density in Eq.(1) a form: 

\[ J_0(\xi) = 1 \text{ when } 0 \leq \xi \leq 1 \text{ and } J_0 = 0 \text{ elsewhere.} \]

The source terms \( \alpha \) and \( \gamma \) are given as: 

\[ \alpha(\xi) = 2\mu_0 S_P(\xi)/5\pi n_0 n_0 \text{ and } \gamma(\xi) = 2\mu_0 S_B(\xi)e^2\pi\tau / 5\pi m_i T_0 \]

where \( \mu_0 \) is the vacuum permeability, \( e \) is the elementary charge, \( m_i \) the ion mass, \( \tau \) the ion collision time and \( n_0 \) the plasma resistivity. \( S_P(\xi) \) is the particle source (i.e., particle flux per unit length) and \( S_B(\xi) \) is the heat source (i.e., power per unit length). For the source profiles we assume constant source densities which in the particle case corresponds to centralized fueling obtainable by pellet injection. The plasma and seed current parameters determine the constant \( \delta \) in Eq.(1) 

\[ \delta = \left( \frac{R}{r_0} \right)^{1/2} \frac{\mu_0 J_0^2}{4\pi^2 r_0^3 n_0 k_B T_0}, \tag{4} \]

where \( R \) is the major radius and \( k_B \) is the Boltzmann constant. It is easily seen that the condition for the central seed current density \( j_0 < 2B_T/\mu_0 R \) guarantees that the central safety factor \( q_0 \) stays larger than unity.

NUMERICAL RESULTS

For fixed tokamak and plasma parameters the steady-state Eqs.(1)-(3) become an eigenvalue system in which one of the source terms \( \alpha \) (or \( \gamma \)) must be solved iteratively in order to satisfy the boundary condition for the density \( n(a) = 0 \) (or temperature). Next we study the coupling in the neoclassical steady-state between the plasma temperature and density profiles, and the current resulting from the bootstrap amplification of the externally driven seed current.

Fig.1 shows the total plasma current as a function of the external seed current. For the tokamak and plasma parameters we have taken: \( R = 5 \text{ m} \), \( a = 2 \text{ m} \), \( B_T = 5 \text{ T} \), \( T_0 = 20 \text{ keV} \), \( n_0 = 10^{20} \text{ m}^{-3} \). The total bootstrap amplified current first decreases from the 7 MA level at small seed currents but starts to increase with larger seed values. However, the proportion of the external current starts to dominate. At the same time, the amount of particle fueling (i.e., \( \alpha \)) must be decreased to match the boundary condition for the plasma density. Otherwise, the plasma minor radius \( a \) reduces due to the pinching by the plasma current.

The reason for the behaviour of the total current is illustrated in Figs.2 and 3. We have taken three examples from Fig.1 corresponding to seed currents 100 kA, 1 MA and 4 MA. For the two first the seed radii \( (r_0 = 0.14 \text{ m and } 0.45 \text{ m}) \) are taken such that the central \( q \)-value is close to unity. In the 4 MA case the seed current is distributed evenly over the whole plasma cross-section. When the seed current becomes large enough, the skin currents diminish as the bootstrap current moves away from the plasma periphery. This is predicted by Eq.(1), i.e., the bootstrap current depends mainly on the product of temperature and the radial derivative of density. Larger seed currents lead to more peaked density and temperature profiles and consequently smoother bootstrap amplifica-
An ideal current drive for bootstrap seeding can be obtained with fast phase velocity plasmons by beating of high frequency waves (e.g., Free Electron Laser) [6,7]. FEL-beams can freely propagate in the plasma allowing the localization of the current generation region and the tailoring of the current profile to achieve acceptable equilibria while still reaching a considerable current amplification.
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Fig. 1. Total current vs. seed current. Seed radius = 2m (upper curve) or such that \( q_0 = 1 \) (lower curve). See text for other parameters.

Fig. 2. Density profiles for different seed currents. a) 100kA, b) 1MA and c) 4MA (see text).

Discussion

Some aspects of the temperature and density dependencies of the bootstrap current generation can readily be seen from the \( \delta \)-parameter in (4). A change in the peak density \( n_0 \) or temperature \( T_0 \) can be compensated by changing the seed current \( J_0 \) to keep \( \delta \) constant. This gives the same normalized current \( J \) but the true current is different because \( J \) is normalized to \( J_0 \). Furthermore, a change in the cross-section area has similar consequences, but even more drastic. The same argument gives for the total current a 5/4-power dependence on the minor radius.

The results obtained indicate that a centralized well controlled non-inductive current drive for bootstrap seeding is called for, although some effects of the current localization can be compensated by a more peaked heat or particle deposition profile. However, in reactor size plasmas a central particle feeding by pellet injection is extremely difficult. The bootstrap seeding with present current drive methods is not a trivial question. LH-current drive suffers from density limitations and neutral beam injection requires very high particle energies for central current seeding.
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1. INTRODUCTION

MHD stability analysis is indispensable in high beta steady state tokamak study, because the plasma current and its profile play an essential role for determining the stability. The authors reported, in a previous paper[1], the development of the beam current drive code which consistently includes 2-D MHD equilibrium code(EQUALUS) and kink and ballooning mode stability analysis by ERATO[2]. This code has been upgraded and includes a self-consistent transport analysis and a bootstrap current calculation[3]. The fast ion Fokker-Planck code has also been replaced by the bounce-averaged type. Therefore, the new code fully includes the toroidal effect on the fast ion current as well as on the beam induced electron current. The beam stopping cross-section model includes the multi-step ionization (MS1) enhancement[4], which is calculated by numerical data base supplied by C. Boley, D. Post et al. who are the authors of Ref.[4].

Many parameter scans were made for a DEMO size tokamak under critical beta conditions. The parameters, used here, are: \(R_a=4.55\,\text{m}, a=1.66\,\text{m},\) elongation \(\kappa=1.8\) (Dee), \(I_p=19.6\,\text{MA}, B_t=4.7\,\text{T}, \beta_t=6.05\%\). The critical beta MHD equilibrium for this configuration is shown in Fig.1 and its details are described in Ref.[1].

2. SELF-CONSISTENT ANALYSIS WITH MHD AND POWER BALANCE CODES

In Ref.[1], it was suggested that temperature ratio \(T_i/T_e\) could be larger than unity in the beam driven tokamaks and that this high \(T_i\) feature would enhance the Q value=\text{fusion power/beam power}. A dual component (elec. & ion) 0-D power balance code was used to investigate the above problem. This code includes the coronal equilibrium calculation for radiation cooling rates and mean charge states of various impurities. The power balance equations are given by

\[
\frac{Q_i}{\tau_i} = P_{\text{fi}} + P_{\text{bi}} - P_{\text{ie}}
\]

\[
\frac{Q_e}{\tau_e} = P_{\text{fe}} + P_{\text{be}} + P_{\text{ie}} + P_{\text{rad}}
\]

where \(Q_i(Q_e)\) are the ion(electron) total energies, \(P_{\text{fi}}(P_{\text{fe}})\) and \(P_{\text{bi}}(P_{\text{be}})\) are the alpha and beam heating terms, \(P_{\text{ie}}\) is the ion-electron energy relaxation term, and \(P_{\text{rad}}\) is the total radiation power. The ohmic power \(P_{\text{oh}}\) is set to zero. The ion energy confinement time \(\tau_i\) has been assumed as (neo-classical value)/3.0. This choice is not so important, because the \(T_i\) value is rather dominated by the ion-electron energy relaxation. The electron energy confinement time \(\tau_e\) is very ambiguous in the present data base. Therefore, \(\tau_e\) was given as an input value in this study, and \(\tau_e\) and the global energy confinement time \(\tau_g\) were calculated, and compared with the Kaye-Goldston scaling value. Although toroidal momentum balance and rotation effects on driven currents can be also evaluated consistently, the cases with no rotation are mainly discussed in this paper.
The authors' self-consistent code is constructed according to "the reverse solution algorithm" [1]. First, a critical beta equilibrium is determined by the MHD equilibrium/stability calculation, using EQLAUS/ERATO codes. Next, the driven current profile, including the bootstrap current, and the total pressure profile, composed of thermal, beam ion and fast alpha pressures, converge to those critical beta profiles \(<j-B>/B^2\> and \(P_{\text{total}}\) in Fig. 1] by optimizing the thermal pressure profile and the beam power distribution \(P_{\text{beam}}(z)\) in the beam line, denoted in Fig. 2. The thermal pressure profile is controlled by changing density profiles, while temperature profiles are maintained during the iteration. The final converged solution is consistent with the critical beta equilibrium given by EQLAUS/ERATO, and gives the optimized \(P_{\text{beam}}(z)\) and density profiles with consistent \(T_i\) and \(\tau_S\). An example is shown in Fig. 1, where the same parameters as in Fig. 4-f were used. The minimum major radius of beam center line is expressed by \(R_{\text{beam}}\). In this study, \(R_{\text{beam}} = 4.8\) m has been assumed, except for \(R_{\text{beam}}\) scan cases. The beam line has a rectangular cross-section with 0.5 m width and \(\pm 2.5\) m height. Beam energy \(E_b\) and \(T_e\) were set to 1 MeV and 18 keV, except for these scan cases.

**Fig. 1:** Example equilibrium.

3. PARAMETRIC SCANS

ELECTRON TEMPERATURE The \(T_e\) value is scanned from 16 keV to 26 keV with the temperature profile \(T(\psi) \propto 1-(r/a)^4\), where \(r\) is half width of flux surface labeled by \(\psi\). The results are summarized in Fig. 3. The solid lines and broken lines are \(Z_{\text{eff}}=1.5\) case and \(Z_{\text{eff}}=2.0\) case, respectively, where He 5% + Iron impurity is assumed. As shown in [a], \(T_i\) is much larger than \(T_e\), the beam power \(P_b\) decreases with \(T_e\) [b], but the fusion output \(P_f\) also decreases [c], because the density is changed to maintain the total pressure. Thus, the Q value has maxima at \(T_e=18\) keV \((Z_{\text{eff}}=1.5)\) and \(T_e=22\) keV \((Z_{\text{eff}}=2.0)\) [d]. Both maxima, however, are corresponding to \(T_i=30\) keV. The Q-values for \(T_i=\infty\) case, where power balance was switched off, are also plotted in Fig. 3-d (dotted line). It is clarified that the high \(T_i\), feature of beam driven tokamaks enhances the Q-value. The \(\tau_m\) value, normalized by the Kaye-Golds ton L-mode value \(\tau_{KGL}\), is plotted in Fig. 3-e. The L-mode confinement seems to be sufficient to sustain these equilibria.

With \(0.8 < \tau_m/\tau_{KGL} < 1.2\), the Q-value, \(7<Q<9\), can be expected. The bootstrap (BS) current ratio \(I_{\text{BS}}/I_{\text{total}}\) is about 35%–40% [f]. The bootstrap current contributes
to the Q enhancement in two ways. The first one is, of course, the direct reduction of beam power. The second is indirect. The beam power reduction results in a lower beam pressure. Thus, the fuel ion pressure (and fusion power) increases and the Q value is enhanced under constant beta conditions.

TEMPERATURE PROFILE. In the present algorithm, a different T-profile choice leads to another solution with a different density profile. The authors found, in Ref.[1], the Q value was larger for a broader T-profile, due to fusion power increment. The present results show that \( l_{105}/l_1 \) is also larger for a broader T-profile (Fig.4 -a, and d,e,f for \( j_{s} \) profiles). The Q value increases from 6 (at \( \alpha = 2 \)) to 10 (at \( \alpha = 6 \)), and \( P_b \) decreases from 104 MW to 79 MW. However, the changes, in \( \bar{T}_i \), in the current drive efficiency \( \gamma = (n_e/10^{20}) \cdot R_b \cdot P_{\text{beam}}/I_b \) and in the shinethrough fraction \( f_s \), are very small, where \( P_{\text{beam}} = (1-f_s)P_b \).

The required \( P_{\text{beam}}(z) \) profiles depend strongly on T-profiles (Figs.4 -d,e,f).

BEAM ORIENTATION \( R_{\text{ess}} \). In the previous study without MSI cross-section enhancement, the shinethrough fraction \( f_s \) monotonically increased with \( R_{\text{ess}} \) increment, because the beam path in plasma decreases with \( R_{\text{ess}} \). However, in the new calculation including the MSI enhancement, the \( f_s \) minimum point appears near \( R_{\text{ess}} = R_b \) (Fig.5). This is because a small \( R_{\text{ess}} \) and a reduced beam penetration by MSI cause a current drive efficiency deterioration due to trapped ion orbits, especially near the plasma periphery. Therefore, power injected near the periphery should be increased to maintain the current profile. This, in turn, promotes the beam shinethrough through the low density edge. On the other hand, the Q value is maximized at larger \( R_{\text{ess}} = R_b \), where \( R_b \) is magnetic axis major radius. Therefore, \( R_{\text{ess}} = 4.8 \text{m} \) has been chosen as the standard value in this study.

BEAM ENERGY. Increasing \( E_b \) (\( \leq 2 \text{ MeV} \)) improves the \( \gamma \) value. But it enhances the shinethrough, and reduces \( P_{\text{rect}} \) (=the fusion power due to the beam ion direct reaction), as shown in Fig.6. Moreover, \( \bar{T}_i \) decreases with \( E_b \), because a larger beam power goes to electrons with a higher \( E_b \). As a result, the Q value is maximized at \( E_b = 1.0-1.2 \text{ MeV} \) with Q-9. This Q value is twice as large as the no BS current case without power balance analysis[1] and the optimum \( E_b \) has been doubled due to the MSI cross-section enhancement. However, the Q deterioration, by decreasing \( E_b \) down to 600 keV from 1 MeV, is only 17%, and \( \bar{T}_i \) attains 37 keV.

In summary, the ion temperature \( \bar{T}_i \) is much larger than \( \bar{T}_e \) in beam driven tokamaks. This high \( \bar{T}_i \) feature improves the Q value. The bootstrap current attains 20-40% in the total driven currents. The MSI cross-section enhancement also contributes to the Q enhancement, because the beam orientation can be optimized with an acceptable shinethrough. The Q value is doubled by these three effects and is maximized at \( E_b = 1 \text{ MeV} \) with Q-9. However, if the toroidal rotation is fairly suppressible, the Q value for \( E_b = 600 \text{ keV} \) is still high enough (\( \sim 4 \)) with a very high \( \bar{T}_i \) mode (\( \bar{T}_i = 37 \text{ keV} \) for \( \bar{T}_e = 18 \text{ keV} \)).

The authors acknowledge Dr. D. Post for providing MSI data base. And Dr. A. Hatayama is also thanked for his efforts in power balance code development.

Fig. 3: Electron temperature scan.
\( E_b = 1 \text{ MeV}, Z_{eff} = 1.5 \) and 2.0.
\( Z_{eff} = 2.0 \) for \( T_e = T_i \) case.

Fig. 4: Temperature profile scan.
\( T_e = 18 \text{ keV}, E_b = 1 \text{ MeV}, Z_{eff} = 1.5 \).

Fig. 5: \( R_{tan} \) scan.
\( T_e = 18 \text{ keV}, E_b = 1 \text{ MeV}, Z_{eff} = 1.5, \alpha_1 = 4 \).

Fig. 6: Beam energy scan.
\( T_e = 18 \text{ keV}, Z_{eff} = 1.5, \alpha_1 = 4 \).
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D. W. Swain, D. B. Batchelor, M. D. Carter, E. F. Jaeger, P. M. Ryan, and D. J. Hoffman

Oak Ridge National Laboratory, Post Office Box 2009, Oak Ridge, TN 37831-8071, U.S.A.

INTRODUCTION

Low-frequency fast-wave current drive (FWCD) with frequencies in the range from 30 to 100 MHz looks promising for current drive in ITER. Its theoretical efficiencies are comparable to other current-drive techniques, and it could be significantly cheaper than other proposed current drive methods because of the ready availability of inexpensive (<$1/W), efficient, multi-megawatt rf power sources.

The most critical issues for FWCD are concerns about the acceptability and survivability of an appropriate antenna launching system and the lack of an experimental demonstration of FWCD in a large tokamak. We describe an antenna array that is flush with the first wall of ITER and should be able to survive in the plasma environment, present theoretical calculations of FWCD in ITER, and show results from a brief survey of some present-day tokamaks in which it might be possible to carry out FWCD proof-of-principle experiments.

ITER ANTENNA DESIGN AND MODELING

A conceptual design for a FWCD antenna array for ITER is shown in Fig. 1. The system consists of 40 current straps in an array of 10 straps toroidally by 4 straps poloidally. Each strap is approximately 70 cm high by 20 cm wide, with a 20-cm spacing between the straps. The straps are mounted in four modules that can be installed through two adjacent large radial ports on the midplane. One section of blanket structure has been thinned down approximately 60 cm to allow some of the straps to be located between the ports and form a continuous array. Feed lines for rf power, cooling, etc., all come through the radial ports. The modular construction allows for easy installation that can be carried out remotely with proper design, and the array of contiguous current straps launches a $k_r$ spectrum that efficiently drives current in ITER, as is shown below.

A simple 1-D model with step-function density and temperature profiles that assumes all launched waves will be absorbed by plasma electrons (a valid assumption in ITER) is used for fast optimization of launcher properties. The antenna array is modeled as a number of current straps a fixed distance from the plasma, with a perfectly conducting wall behind the straps. Calculations have been carried out for a number of antenna configurations and phasing between straps. Figure 2 shows an optimized wave power spectrum vs toroidal wave number.

Current-drive efficiency, calculated using a formula of Ehst [1], indicates that with a toroidal phase difference between straps of about $\pi/4$, a current-drive efficiency $I_{rf}/P_{rf} = 0.106$ A/W is obtained at $n_e = 1 \times 10^{20}$ m$^{-3}$ and $T_e(0) = 30$ keV for a frequency of 60 MHz, which corresponds to $\gamma = n_e R_o I_{rf}/P_{rf} = 0.5$ ($n_e$ in $10^{20}$ m$^{-3}$, $R_o$ in m, $I_{rf}$ in A, $P_{rf}$ in W).

The full wave ICRF code ORION [2] has been modified to calculate flux-surface-averaged driven current using the same simple analytic current drive model as the 1-D model. The wave damping processes included are ion cyclotron damping by fuel components, electron Landau damping, electron TTMP, and absorption by fusion decay products such as alpha particles. Figure 3(a), calculated using ITER reference density and temperature profiles, shows the two-dimensional deposition in ITER of total power launched; Fig. 3(b) shows the flux-surface average of power absorbed. The small difference between total power absorbed (solid line) and power absorbed by electrons (dashed line) indicates that the great majority of the power is absorbed by the electrons. Ion cyclotron resonance locations are also shown on the figure. The D resonance is outside the plasma, while almost all the launched power is absorbed by the electrons before the waves reach the second harmonic tritium resonance. Current-drive calculations from the ORION code are in approximate agreement with the 1-D results.

**PROOF-OF-PRINCIPLE EXPERIMENTS**

While these theoretical results indicate the potential for an efficient, inexpensive fast-wave current drive system for ITER, no experimental demonstration of the technique has been carried out. We have surveyed several existing tokamaks to evaluate their capability for performing a proof-of-principle current-drive experiment in the near future; the results are summarized in Table 1. We have used machine and plasma parameters similar to values that have been obtained from experiments on each machine, and have used values of rf power and frequencies that are now available (or will be shortly) at the different machines. A similar calculation for ITER is shown for comparison. The existing machines are discussed in the following paragraphs.

<table>
<thead>
<tr>
<th>Machine</th>
<th>$T_e$ (keV)</th>
<th>$P_{rf}$ (MW)</th>
<th>$R_o$ (m)</th>
<th>$n_e$ (10$^{20}$ m$^{-3}$)</th>
<th>$\gamma$</th>
<th>$I/P$ (A/W)</th>
<th>$I_{rf}$ (MA)</th>
<th>$I_{rf}/I_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>JET</td>
<td>&gt;10</td>
<td>32</td>
<td>3.0</td>
<td>0.3</td>
<td>0.19</td>
<td>0.216</td>
<td>~5</td>
<td>~1</td>
</tr>
<tr>
<td>TFTR</td>
<td>10</td>
<td>10</td>
<td>2.6</td>
<td>0.3</td>
<td>0.18</td>
<td>0.23</td>
<td>~1.6</td>
<td>~0.5</td>
</tr>
<tr>
<td>DIII-D</td>
<td>&gt;6</td>
<td>2</td>
<td>1.7</td>
<td>0.2</td>
<td>0.15</td>
<td>0.48</td>
<td>~0.7</td>
<td>~1</td>
</tr>
<tr>
<td>ITER</td>
<td>10-20</td>
<td>120</td>
<td>5.5</td>
<td>1.0</td>
<td>~0.5</td>
<td>~0.1</td>
<td>~8</td>
<td>~0.5</td>
</tr>
</tbody>
</table>

* Assumes 70% efficiency from generator to plasma, no bootstrap current.
* - 80 MW into plasma for central current drive; LHH or ECH for profile control.

**TFTR.** The fast-wave ICH experiment on TFTR has four current straps mounted in two adjacent ports [3]; up to 10 MW of rf power at 47 MHz should be available in the near future. The theoretical results shown in Table 1, computed for a phase shift of approximately $\pi/2$ between current straps in each port, indicate that significant plasma current could be driven using FWCD in TFTR, especially for plasma parameters corresponding to the "super-shot" mode of operation.

**JET.** The JET tokamak has high-temperature plasmas, an abundance of rf power, and 16 current straps mounted in 8 pairs spaced approximately uniformly toroidally around the machine. However, the calculations indicate that the present current strap arrangement is not optimal for FWCD. The $n_x$ spectrum,
shown in Fig. 4, is basically the wide spectral envelope of a two-strap array (dashed line), modulated into a series of spikes by the effect of having eight two-strap arrays in the machine. Consequently, a large fraction of the rf power is deposited in the bulk of the electron distribution (i.e., $\omega/k_z < v_{Te}$), and the current-drive efficiency is quite sensitive to the relative phasing of the antennas. In addition, the effect of changes in plasma parameters due to the large rf heating could mask the interpretation of the experiment. The construction of a new multi-element launcher array would provide a much more controlled experiment.

**DIII-D.** The DIII-D experiment can generate high-temperature plasmas with auxiliary ECH power. However, only 2 MW of rf power at 30 to 60 MHz is available. No fast-wave antenna array exists, although one has been proposed [4] that would use a four-strap antenna array mounted in a special port. The results of modeling this array, shown in Fig. 5, indicate that a smooth $n_z$ spectrum with high directivity could be launched, with the bulk of its power in the range of $n_z$ (corresponding to $v_{Te} < \omega/k_z < c$) that gives good current-drive efficiency. Operation at low density and relatively high electron temperature (using ECH) could result in current drive efficiencies of almost 0.5 A/W. The full-wave 3-D calculation gives a value of $\sim 0.7$ A/W and indicates that the single-pass absorption by the electrons in DIII-D is not high for some launched $n_z$ values, which could result in an eigenmode in the plasma-vacuum vessel system. However, the majority of the launched power is at $n_z$ values that are highly absorbed.

**CONCLUSIONS**

Fast-wave current drive appears promising for ITER, with calculated values of current-drive efficiency comparable to or better than other proposed current-drive techniques. A conceptual design for a remotely maintainable launcher array has been carried out.

A proof-of-principle experiment to demonstrate the feasibility of FWCD is needed. Several existing devices have been examined and could carry out such an experiment in the future if it were high in the experimental priorities. In addition, other devices not discussed here (e.g., ASDEX, JT-60, Tore Supra) also have the plasma parameters and rf power to do FWCD experiments, with new antennas.

Virtually none of the machines discussed now has adequate means of controlling the relative phase of closely coupled antennas, a necessary condition for good current-drive experiments. This problem is being addressed in the U.S. rf program at ORNL and in programs at other laboratories throughout the world.
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Fig. 1. Antenna layout for ITER (equatorial cross section).

Fig. 2. P versus $n_z$ for ITER.

Fig. 3. ICRF power deposition in ITER for $n_z = 2.0$.

Fig. 4. P versus $n_z$ for JET.

Fig. 5. P versus $n_z$ for DIII-D.
HIGH EFFICIENCY KINETIC-ALFVEN-WAVE CURRENT DRIVE
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Non-inductive current drive for attaining steady-state operation is a significant feature of the future Tokamak devices such as NET and ITER. However, the poor current-drive efficiency $\eta = R n_{20} I/P \lesssim 0.4$ of the schemes presently under consideration limits the fusion power gain to $P_{\text{fusion}}/P_{\text{auxiliary}} \sim 5$, which is an order of magnitude lower than the requirements of an economic fusion reactor [1].

In this paper we show that the combination of bootstrap current [2] and optimized antenna parameters can lead to high efficiency kinetic-Alfven-wave current drive in reactor-grade plasmas with elongated cross sections. The optimal parameters include (i) finite, non-zero azimuthal wave number $m = 1$, (ii) large toroidal wave number $n = 5 - 8$, (iii) an antenna array consisting of at least $n$ elements with adjacent elements phased $\pi/2$ apart, (iv) Faraday shielding, and (v) plasma cross-section elongation $\varepsilon > 1.5$, which together with the finite $\beta$, helps in moderating the trapped-particle effects by locating the resonance close to the plasma axis.

Figure 1 shows the qualitative Alfven-wave dispersion characteristics in a slab geometry for $k_y = 0$. The plasma density and temperature are assumed to increase along $x$ and the magnetic field is in the $z$ direction. $\epsilon_x$, $\epsilon_y$ and $\epsilon_z$ are the components of the dielectric tensor $\epsilon$, $n = k/k_0$, and $\epsilon_{L,R} = \epsilon_z \pm i \epsilon_y$. The propagating cold-plasma torsional Alfven wave (TOR) becomes the evanescent hot-plasma KIN at $\gamma = \nu_p/\nu_t \approx 1$ which typically occurs close to the plasma edge for $T_e \sim 100 \text{eV}$. Near the Alfven layer at $\epsilon_z = n_z^2$, KIN assumes a propagating character and is subject to strong Landau damping. The Alfven resonance $\epsilon_z = n_z^2$ is approached via coupling to the weakly
evanescent compressional Alfvén wave (COM). Near the Alfvén layer, the evanescent COM launched by the antenna partly couples to the propagating COM in the plasma interior and partly converts to the propagating KIN via the process of wave conversion [3]. The energy coupled to KIN is readily assimilated through electron Landau damping giving rise to plasma heating and current drive [3, 4].

The success of this scheme is critically dependent upon two factors, namely, (i) the launching of COM with a minimum of evanescence between the antenna and the Alfvén layer, and (ii) efficient wave conversion from COM to KIN near the Alfvén layer. These happen to be contradictory requirements: The first is best satisfied at low values of \( m \) and \( n \), while the second demands the choice of finite \( m = 1 \), and large \( n = 5 - 8 \) values [5, 6].

The requirement of a finite azimuthal wave number \( m = 1 \) and a large toroidal wave number \( n = 5 - 8 \) imposes the serious penalty of limited radial access of the antenna energy into the plasma due to the increased evanescence experienced by COM. Acceptable antenna coupling (\( Q \sim 15 \)) is feasible only for the resonance layer location \( r_0 > 0.67a \), corresponding to a penetration depth \( p = 0.33a + d \), where \( a \) is the plasma radius and \( d \) is the antenna-plasma separation [5, 6]. Current drive confined to the outer one-third plasma radius would be undesirable. The present trend towards elongated plasma cross-sections together with the shift in the plasma axis due to finite \( \beta \) effects in reactor-grade plasmas radically improves this dismal outlook.

For the elliptical plasma cross-section of elongation \( \varepsilon \) (Fig.2), the antenna radius is given by

\[
r_A \approx (a + d)\varepsilon^2.
\]  

The increase in the antenna radius leads to a reduction in the wave evanescence. Since the penetration depth \( p \) is considerably less than the antenna radius, a reasonable estimate of \( p \) is possible using the slab approximation corrected for the cylindrical geometry. Let \( k_y = \tilde{r}^{-1} \) and \( k_z = n(R + r)^{-1} \), where \( \tilde{r} = r_A - (a + d) + r \) and \( R \) is the plasma major radius. The wave evanescence causes a steady decrease of the wave amplitude as we move away from the antenna. The energy density at the resonance position \( r_0 \), relative to its value at the antenna surface is \( G = \exp(-\Gamma) \), where

\[
\Gamma = 2ia \int_{\rho_0}^{1+p_d} k_z(\rho) d\rho ,
\]

\( \rho = r/a, \rho_0 = r_0/a, \rho_d = d/a, \) \( k_z \) is given by the approximate COM dispersion relation

\[
k_z^2 = k_0^2 \varepsilon_z - k_y^2 - k_s^2,
\]

and \( \varepsilon_z = 1 + (n_z^2 - 1)(1 - \rho^2)/(1 - \rho_0^2) \) for a parabolic density profile. \( G \) is plotted as a function of \( \rho_0 \) and \( \varepsilon \) for \( n = 6 \) in Fig.3, assuming \( A = R/a = 4, \rho_d = 0.1, \) and \( n_z^2 \gg 1 \).
As $\varepsilon$ increases from 1 to 2, $\rho_0$ can be lowered from 0.67 to 0.37 keeping the antenna coupling unchanged.

Further enhancement in the penetration of antenna energy into the plasma interior is contributed by the finite $\beta$ in reactor-grade plasmas. Finite $\beta$ is accompanied by an outward shift of the plasma axis which for the reactor parameters may amount to as much as a quarter of the plasma radius. Thus, it would be possible to locate the resonant layer at $\rho_0 \gtrsim 0.12$, i.e., practically the entire plasma volume is accessible for the KIN current drive.

![Fig. 3](image1)

The current density induced in the plasma is related to the power density by

$$j(\rho) \approx \frac{e}{m} \frac{\sigma(Z) \Omega(\rho, A) P(\rho)}{\nu_{ei}(\rho) v_A(\rho)},$$

where $v_A(\rho)$ is the local Alfvén speed, $\nu_{ei}(\rho)$ is the Spitzer collision frequency, $\sigma = (1 + \nu_{ei}/\nu_{ee})^{-1} = (1 + 0.5Z)^{-1}$ is the fraction of the subthermal wave momentum transferred to the bulk-plasma electrons, while $\Omega = [1 - (\rho/A)^{1/2}]^2$ is the efficacy of ohmic current drive [7] available from the momentum contained in the bulk-plasma electrons. Physically the two-step process consists of storing canonical angular momentum in the trapped particles by Ware [8] pinch and subsequent release via inverse Ware pinch, with the fraction $\sigma \Omega$ of the canonical angular momentum delivered by the wave supplying the current drive. In so far as the bootstrap current too originates from the release of stored canonical angular momentum, only the fraction $\left(\sigma \Omega/B_0\right)(\rho/A)^{1/2} T d\rho$ may be available as the net plasma current. The current-drive efficiency becomes

$$\gamma = \frac{<n_{20} > RI}{P_P} = \frac{<n_{20} > e}{2\pi m \int_0^{1} j(\rho) \rho d\rho} \frac{\sigma(Z) \int_0^{1} j(\rho) \rho d\rho}{\int_0^{1} \Omega^{-1}(\rho, A) \nu_{ei}(\rho) v_A(\rho) j(\rho) \rho d\rho},$$

Fig. 4
where \( < n_{20} > \times 10^{20} m^{-3} \) is the volume-averaged plasma density. Equation (5) does not include the contribution of the bootstrap current \( I_b \) to the total plasma current \( I_p \). In the presence of the bootstrap current, the demands on the current drive in the unfavorable outer region are significantly diminished. Maximum current-drive efficiency would be obtained if the wave driven seed current \( I_s = I_p - I_b \) is spread with a constant density \( j_s \) in the region \( 0 \leq \rho \leq \rho_s \approx \sqrt{I_s/q_a I_p} \), where \( q_a \) is the safety factor at the plasma boundary and \( j_s = (2/\mu_0 r_T) B_t \) is the highest current density consistent with the MHD stability requirement \( q \geq 1 \). Assuming \( n_s(\rho) = n_{e0}(1 - \rho^2)^{\chi_n} \) and \( T_s(\rho) = T_{e0}(1 - \rho^2)^{\chi_T} \), yields the seed-current-drive efficiency

\[
\gamma_s = \frac{13.5 \mu^{1/2} \sigma(Z) < \beta >^{1/2} < T_{keV} > \chi_T + 1}{Z < \ln \Lambda >} \left( \chi_n + 1 \right)^{1/2} \left( \chi_n + \chi_T + 1 \right)^{1/2} \mathfrak{S},
\]

(6)

where \( \mu \) is the atomic mass number, \( < \beta > \) is the volume-averaged toroidal \( \beta \), \( < T_{keV} > \) is the volume-averaged electron temperature in \( keV \), and \( < \ln \Lambda > \) is the weighted Coulomb logarithm. The profile and trapped-particle effects are contained in

\[
\mathfrak{S}(\rho_s, \alpha, A) = \frac{\int_0^{\rho_s} \rho d\rho}{\int_0^{(1 - \rho^2)^{-1}} \left[ 1 - (\rho/A)^{1/2} \right]^{1/2} \rho d\rho},
\]

(7)

where, \( \alpha = 1.5 \chi_T - 0.5 \chi_n \). The pertinent figure of merit is contained in the effective current-drive efficiency

\[
\gamma_{eff} = \frac{I_p}{I_s} \gamma_s.
\]

(8)

Figure 4 is a plot of \( \gamma_s \) and \( \gamma_{eff} \) as a function of \( \rho_s \) and \( \alpha \) for \( A = 4 \), \( \chi_n = 1 \), \( \chi_T = 1.5 \), \( \mu = 2.5 \), \( < \beta > = 0.05 \), \( < T_{keV} > = 15 \), \( Z = 1.5 \), \( q_a = 3.5 \) and \( < \ln \Lambda > = 17 \).

For \( 0.10 \leq I_b/I_p \leq 0.90 \) (indicated along the \( \gamma \) curves in Fig.4), \( 0.50 \geq \rho_s \geq 0.17 \), and \( 1.75 \leq \gamma_{eff} \leq 27.0 \). Although the uncertainty in \( I_b/I_p \) precludes a more precise estimate of \( \gamma_{eff} \), kinetic-Alfven-wave current drive promises to be a highly credible proposition and merits careful consideration.

STABLE OPERATING REGIMES IN NET WITH RESPECT TO ALFVÉN WAVE INSTABILITIES DURING NEUTRAL BEAM CURRENT DRIVE
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Supra-thermal ions can contribute to the steady-state current in future large tokamak machines like NET or ITER. The fast-ion population is generated by collisional slowing-down of high-energy ions which were injected as neutral atoms in quasi-tangential direction and ionized by plasma interactions. Depending on the initial beam shape these fast ions can excite microinstabilities of the Alfvén-wave type which are driven by the gradients in velocity-space. The ensuing plasma turbulence is expected to slow down the fast ions very quickly. This effect reduces the current drive efficiency which otherwise is comparable to that of other current drive schemes like lower hybrid waves where the toroidal current is carried by high-energy resonant electrons.

According to linear theory one type of this class of instabilities is excited when the following two criteria are violated at the same time: (1) the fast ion velocity component parallel to the magnetic confining field is lower than the local Alfvén-speed $v_A$:

$$v_{b,n} < v_A = \sqrt{B^2/\rho \cdot \mu} \quad (1)$$

where $\rho$ is the mass density of the plasma $\sum n_i m_i$. (2) The energy density stored in the fast ion population, normalized to the energy density of the thermal plasma, remains below a certain threshold:

$$\frac{n_b \cdot E_b}{3/2 \cdot (n_e T_e + n_i T_i)} < C \cdot v_b/v_e \quad (2)$$

where $v_b$ and $v_e$ are the velocities of the beam ions and thermal electrons, resp., and $C$ is a number which depends on details of the shape of the injected beam, and is likely to exceed 4 [1]. The energy density in the fast ions grows linearly with the power $P_b = (E_b \cdot I_b)$ of the injected neutral beam. The two stability conditions can be re-formulated when referring to typical plasma scenarios which are anticipated for neutral beam current drive in NET and for which the deposition of neutral beam power and particles was calculated numerically [2]. In particular, for the injection of a beam of neutral deuterium atoms of energy $E_b$ in a DT-plasma with $Z_{\text{eff}} = 2$ (fully ionized carbon) one has for the condition of eq. (1):

$$E_b < 207.3 \ B^2/n_i \ , \quad (3)$$
where $E_b$ is in keV, $B$ in Tesla, $n_e$ in units of $10^{19}$ m$^{-3}$. The second condition eq. (2) can be expressed by using a relation from [3] for the average energy density of the fast ions (assuming $n_e T_e = n_i T_i$):

$$\frac{P_b}{e \cdot V_p} \cdot H(n_e, E_b) \cdot \frac{\tau_{se}(T_e, n_e)}{6 \cdot n_e \cdot T_e} \cdot G_e(E_b/T_e, \tau_{se}/\tau_{cx}) < 4 \cdot \frac{v_b}{v_e}$$

Here $V_p$ is the plasma volume, $H$ is the radial deposition profile, or "shape-factor" of Ref. [2], describing the local production rate of fast ions in this particular plasma-beam configuration, $\tau_{se}$ is the Spitzer ion-electron momentum exchange time, $G_e$ is the electron energy-transfer factor, it is a function of $E_b/T_e$ and $\tau_{se}/\tau_{cx}$, where $\tau_{cx}$ is the lifetime of a fast ion before it leaves the fast-ion population via a charge exchange collision with either a neutral fuel atom or a partially ionized impurity ion, or via radiative recombination with a plasma electron. If we assume these processes to be sufficiently frequent, $G_e$ varies rather slowly with $(E_b/T_e)$ in the parameter range of our interest [3], hence we can set it constant: $G_e = 0.15$. We now re-write eq. (4) to show the dependences on the main beam and plasma parameters:

$$\frac{P_b \cdot T_e}{E_b^{1/2}} \cdot H(E_b/n_e) < C^* \cdot n_e^3$$

where $C^*$ is another numerical constant. When comparing the two stability criteria, eqs. (3) and (5), with respect to their explicit density dependences, two opposite trends become apparent: eq. (3) favours low-density operation by allowing to raise the beam energy prop. $n_e^{-1}$, eq. (5) favours high-density scenarios since the right-hand side grows as $n_e^3$. Hence, by combining the two criteria into one we might expect to find a region in parameter space where the risk of exciting Alfvén-wave instabilities becomes independent of plasma density.

Using the NET model plasma of Ref. [2] and the deposition calculations based thereupon for quasi-tangential injection ($40^\circ$ with respect to the major radius direction), we have evaluated the two local criteria point by point along the minor radius for a number of scenarios. It turned out that the ratio of energy densities (cf. eq. (4)) decreases monotonically outwards from the plasma centre owing to the fact that the deposition profiles peak on axis (except for very high plasma densities and very low beam energies). This implies that the condition on energy densities is fulfilled everywhere in the plasma when it is satisfied at its centre. In addition, the data of Ref. [2] show that the central deposition rates $H(0)$ have a smooth dependence on the ratio $(E_b/n_e)$ tending towards saturation (or even descent) beyond the maximum value considered in [2], namely $E_b(0)/n_e|_{19} = 10/7.5$, where the deuteron beam energy is in units of $0.1$ MeV, and the electron density in $10^{19}$ m$^{-3}$. In the following calculations we assume a constant value of $H(0)$ for higher $(E_b/n_e)$-values (which is an even more pessimistic approach). The above relation between $H$ and $E_b/n_e$ is now used to establish the stability criterion eq. (4) in the $(E_b, n_e)$-plane, see Fig. 1. Here we show, as an example, the curves labelled
(1) and (2) for two different values of the product \((P_b \cdot T_e)\): stability is ensured on the right-hand, high-density side of either curve. Another borderline between areas of stability and instability in the \((E_b, n_e)\)-plane is defined by the condition that the particle velocity is smaller than the Alfvén-velocity, cf. eq. (3). It is plotted in Fig. 1 as the curve \(E_b(v_A)\) for \(B = 5\) Tesla: the parameters for stable operation are in the hatched part below the curve. By combining both sets of curves we find a "stability-diagram" of the beam-plasma configuration in NET, for which the deposition calculations of Ref. [2] were made. It can be interpreted as follows: both conditions, eqs. (3) and (5), must be violated at the same time:

\[ B = 5T \]

\[ \begin{align*}
\text{(1)} & \quad P_b &= 50 \text{ MW} \\
& \quad T_e &= 10 \text{ keV} \\
\text{(2)} & \quad P_b &= 100 \text{ MW} \\
& \quad T_e &= 10 \text{ keV} \\
& \quad \text{or:} & \quad P_b &= 50 \text{ MW} \\
& \quad T_e &= 20 \text{ keV}
\end{align*} \]

Fig. 1
time for an unstable situation to arise. Hence, in the low-temperature case there is stability at all densities for deuteron beam energies below 1.13 MeV, or for all beam energies as soon as the density is higher than $5.5 \times 10^{19} \text{ m}^{-3}$. In the high-temperature case we find stability at all densities if the beam energy is below 0.75 MeV, or alternatively, with all beam energies for densities higher than $7.2 \times 10^{19} \text{ m}^{-3}$. If one wanted to work with a higher deuteron energy in the high-temperature case, say 1 MeV, one has to accept the risk of instabilities in the density range between $5.2 \ldots 6.6 \times 10^{19} \text{ m}^{-3}$. If theory would predict a lower number for the numerical constant C in eq. (2), higher plasma densities are needed for stability, hence the two curves (1) and (2) in Fig. 1 are shifted to the right.

In summary: for a given beam plasma configuration with fixed values of the magnetic confining field $B$ and of the product $(P_d T_e)$, we can identify numbers of the beam energy $E_b$ and of the plasma density $n_e$, for which no Alfvén-wave instability occurs. The exact location in parameter space of these stable operating regimes depends on the number value of the constant $C$ in eq. (2) and, to a lesser extent, on the lifetime $\tau_{\text{ox}}$ of the fast ion during slowing down.
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I Introduction

It is reasonable to believe that plasmas in thermonuclear reactors will have to be steady state. In the case of tokamaks this requires a large amount of recirculated power to maintain the plasma current (a few hundred of megawatts in the present state of the art). However a part of this current, the bootstrap current, is expected to be generated by the plasma itself. We investigate here the concept of a reactor with 100% bootstrap current obtained by monitoring the \( n_e \) and \( T_e \) profiles.

II A tokamak discharge with 100% bootstrap current

We consider the case of a discharge with equal ion and electron temperature (\( T_e \)) and density (\( n_e \)). In the collisionless case the expression of the bootstrap current in a tokamak is:

\[
J_b(r) = \frac{2}{B_0} \frac{n_e(r) T_e(r)}{B_0(r)} \left[ \frac{r}{R} \left( \frac{2.3}{L_n} + \frac{.17}{L_t} \right) \right] \quad (1)
\]

where \( B_0 \) is the poloidal field, \( R \) the major radius and \( L_t, L_n \) the gradient lengths. Our starting point is that \( J_b \) mainly depends on the density gradient and may be increased by decreasing \( L_n \) while maintaining the pressure gradient below the MHD instability threshold. We consider here the case of a discharge of minor radius \( a \), major radius \( R \), toroidal field \( B_t \), with the following characteristics:

a) Inside a given radius \( r=r^* \) the safety factor profile is flat with \( q=1 \). The pressure profile \( p(r) \) is also flat to avoid pressure driven modes i.e. \( L_n = -L_t \). Equation (1) defines the \( n_e \) profile which is peaked at the plasma centre, while the \( T_e \) profile is hollow (see Fig. 1):

\[
n_e(r) = n_{e0} e^{-\beta_t^2} \left( \frac{r}{R} \right)^3 \quad (2)
\]

with \( \beta_t = p(0)/\left( \frac{B_t^2}{2 \mu_0} \right) \)
b) Outside the \( r = r^* \) (i.e. \( q = 1 \)) surface the pressure \( p(r) \) decreases from \( p(r^*) = p(0) \) to \( p(a) = 0 \) at the plasma edge. The ratio \( L_p / L_T = \eta \) is assumed to be constant. The pressure gradient is limited by a simplified ballooning stability criterion [1]:

\[
2 \mu \left( \frac{\partial p}{\partial r} \right) = -\frac{.6 s}{R q(r)^2} \quad \text{where} \quad s = \frac{r \partial q}{q \partial r} \quad (3)
\]

Combining equations (1) and (3) one obtains a differential equation for the profile of the safety factor

\[
\frac{1}{q(r)} \frac{\partial q}{\partial r} = \frac{2 r^{-3} \eta}{r^{-3} + (0.69 + 0.048) \eta} R^{-5} \quad (4)
\]

Giving the value of the safety factor at the edge \( q(a) \) determines the solution of the preceding equation. It finally appears that \( R/a, q(a) \) and \( \eta \) determine \( p(r), q(r), \) the volume averaged beta and the ratio \( r^*/a \). This is also the case for \( n_e(r)/n_{e0}, T_e(r)/T_{e0} \) and the "hollowness parameter"

\[ \lambda = \frac{T(r^*)}{T(0)} \]. The equi beta and equi-hollowness profiles are drawn in the \( q(a)-R/a \) plane for \( \eta = 0.3 \) in figure 2. The beta value given by the Troyon limit which can also be represented this plane is drawn in figure 2b. When \( \eta \) is small the beta values and the hollowness parameter for a given \( q(a) \) are smaller since the density gradient which creates the bootstrap current is larger.

II Discussion of the results: relaxation of the current profile

The above simple model shows that driving a discharge with 100% bootstrap current requires unusual \( n_e \) and \( T_e \) profiles. We tentatively examine how these profiles could be obtained in a thermonuclear reactor:

- \( n_e(r) \): The peaked \( n_e \) profile can be obtained by repeated pellet injections. The particle confinement time is expected to be large enough so that the pellet injection rate will be reasonable. However an usual pellet will deposit its particles at the plasma edge. A specific technology has to be developed. It could consist in shielded pellets, ablated on magnetic axis by a laser beam. Such a development looks quite reasonable compared to what is needed for other current drive methods and could in fact solve the center fuelling problem.

- \( T_e(r) \): The \( T_e \) profile will naturally become hollow if the pellet is ablated at the plasma center. The duration of the dip at the center will depend on transport phenomena and will be increased by the hollow thermonuclear power profile and the peaked bremsstrahlung (and possibly of a small amount of heavy impurity) radiation profile.
The obtained $j(r)$ profile will not be flat inside the $q=1$ surface because the $n_e$ and $T_e$ profiles obtained by pellet injection will not correspond exactly to expression (2). Moreover the expression (1) of bootstrap current is not valid in a small zone around the magnetic axis. One can escape to these difficulties by using the fact that for large enough bootstrap effect inside the $r=r^*$ surface, the current profile will tend to become hollow. The $q$ values will be slightly above and below 1 at $r=0$ and $r=r^*$ respectively. Such profiles are unstaibles [2,3]. One may accordingly hope repeated sawtooth-like redistribution of the current profile towards a lower energy state flat $q=1$ profile. Such a mechanism has already been suggested in [4]. One may then show that the bootstrap current $J_B$ has no longer to be locally equal to the actual current $J_p$. Rather the bootstrap electromotive force $J_B/\rho$ ($\rho$ is the plasma resistivity) must now simply balance the resistive friction $J_p/\rho$ in average in the $r=r^*$ surface. The question of course arises whether the particle and energy losses unavoidably associated to the considered disruptive relaxations are acceptable or not.

It should be noted that in recent JET discharges with pellet injection, hollow $q$ profiles have been obtained with values around 1.5. They were terminated by a sawtooth like event associated to a $m/n=3/2$ mode [5].

IV Compatibility with a thermonuclear reactor

Coming back to the model of section II, for given $R,a,q(a),\eta,B_t$, it is possible to define a reactor discharge. It is chosen to have average beta and density values below the Troyon and Murakami limits. The energy confinement time is twice the Kaye-Golston scaling. We find for example that the following circular cross section discharge is ignited and delivers a fusion power of 3.3 GW (wall load 2.45 MW.m$^{-2}$):

- $R=9$ m
- $a=3$ m
- $r^*=1.1$ m
- $q(a)=2.55$
- $I = 15$ MA
- $B = 7.1$ T (13 T at the conductor)
- $Z_{eff}=1$
- $n = 10^{20}$ m$^{-3}$
- $T = 12.5$ keV
- \( \beta = 1.9 \% \)

The hollowness parameter $\lambda$ is 3.1. The corresponding $T_e$ and $n_e$ profiles are shown in figure 1.

V Conclusion

A concept of reactor with 100% bootstrap current using pellet injection and dynamo effect has been presented. Its viability depends on a low particle and heat transport in the plasma center and of the possibility that plasma current will relax repeatedly around a state of flat $q=1$ profile in the central region. It is difficult to make predictions concerning these two points since they are not fully understood in existing plasmas. However current experimentation in tokamaks should improve our understanding of these two points.
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FIG. 1: Temperature and density profiles in the reactor proposed in section IV.

FIG. 2: Contours of constant hollowness parameter $\lambda$ in the $q(a)$-$R/a$ plane for $\eta=0.3$. The cross represents the position of the reactor of section IV.

FIG. 2b: Contours of constant average beta (solid line) for $\eta=0.3$. The dotted line represents the Troyon $\beta$ limit for $\eta=0.3$ with $g=2.8.$
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1. Introduction.

Two identical antennae delivering 3.5 MW each for quasi-CW operation at 3.7 GHz are being installed on Tore Supra /1/. Each antennae is composed of 16 evacuated modules using one H-plane hybrid junction (HJ) and 6 E-plane bijunctions as power dividers. Two modules of the same column are fed by a 500-kW klystron via an hybrid junction terminating the pressurized transmission line. The balance port of the HJ is connected to a load /2/.

The large number of waveguides-32 columns of 4 waveguides- with an internal periodic phasing of 90° allows to excite a narrow, strongly asymmetric, $N_\mu$-spectrum for current drive studies. The $N_\mu$ peak value of the spectrum can be tailored by adjusting the power amplitude and phase of each klystron: when the phase between each module of the same line is varied from -90° to 90°, the $N_\mu$ peak value is shifted from 1.46 to 2.40.

Two main issues are investigated: the power reflected towards the 8 klystrons feeding one antenna and the power launched into the plasma. The reflected power has to be low enough for operation with no circulators and the launched power has to be very direct (i.e. large ratio of the power in the main $N_\mu$ peak) for large current drive efficiency. For this purpose, the exact power division in amplitude and phase, which depends on the reflection due to the plasma, has to be known.

2. Main features of the antenna.

In order to fit the plasma shape, the mouth of the RF modules (2X4 wg) were machined with a poloidal curvature radius of 820 mm and consequently the length of the second E-plane bijunction is different by 43° for the external and internal waveguides of the same column (fig.1). Such a difference was compensated with a phase shifter of 90°±43 located in the hybrid junction to obtain RF fields with the same phasing at the mouth. The position of the short-circuit of the balance port was individually determined from low RF power measurements to obtain a balanced power injection from the HJ. A passive waveguide was added on each side of the grill. Lengths of the 2 bijunctions and the passive waveguides were optimized with the numerical code SWAN /3/ which computes the intercoupling with the plasma of 32 waveguides of infinite height in the same row. Electrical length of the 2 transmission lines from the HJ to the RF window were experimentally adjusted to obtain at the mouth a phasing of -90° of the upper modules with respect to the lower ones.

The $10 \times 10$ scattering matrix has been measured on a prototype module with the same procedure than in [4]. It was also computed from the two $180^\circ$ and $90^\circ$ MJ scattering matrices obtained from the SWAN code. The same symmetries are observed indicating that only 6 S parameters are linearly independent and are needed to define the whole module. For the modules of the antenna, the symmetry is lost due to the poloidal shape. For example, on Fig. 2 the variation of the phase of the S13 parameter describing the coupling through the $L_{1}=180^\circ$ multijunction is given as a function of the short-circuit position: a good agreement between the theoretical and experimental values is obtained.

For the 2 types of multijunctions of 4 waveguides, the SWAN code was run in the case of 8 semi-modules at different densities with different phasings of the modules ($\Delta \Phi_{\text{ref}}=0, -90^\circ, 90^\circ$): in case of good matching ($N_{\text{ref}}=10^{18}\text{m}^{-3}$) the coefficient of reflection $R$ of the lateral modules does not exceed 3.5% and the value of $R$ averaged on the 8 semimodules is lower than 2% (Fig. 3). The calculated values of reflected fields in phase and amplitude allow to compute the power division of the hybrid junctions and the reflected power $P$ for the entire module (Fig. 4). The procedure was iterated with the new values of power division. Finally, taking into account the electrical lengths of the 2 transmission lines, the RF power reflected towards each of the 8 klystrons was calculated.
Fig. 3. Block diagram of the computing procedure

Fig. 4. Coefficient of reflection for the two 4-wg multijunctions

4. Results.

Due to the low coefficient of reflection of the multijunctions, only one iteration was needed to obtain the exact power division. In case of good matching ($N=0.6 \times 10^{18} \text{m}^{-3}$), the unbalance of the power injected from the HJ into the 2 semi-modules is at most 45/55. At lower density ($N=0.3 \times 10^{18} \text{m}^{-3}$), the strongest unbalance is 39/61. However, the excited spectrum is just slightly modified, less than 1% for the directivity $D=\langle N_{\parallel}\rangle \langle P(N_{\parallel})-P(-N_{\parallel}) \rangle dN_{\parallel}/N_{\parallel}$ and the coefficient of reflection is not significantly changed. It was found that the inner rows of waveguides with $L_1=180^\circ$ had a lower directivity for negative phasing of the modules (at $0.6 \times 10^{18} \text{m}^{-3}$, 62% against 67.5% for $\Delta \Phi=-90^\circ$).
where as for positive phasing of the modules, the directivity of the inner waveguides was higher (53% against 42% for $\Delta \phi_{med}=90^\circ$). The coefficient of reflection of the entire module is very similar for the 2 modules of the same column: lower than 1% for $\Delta \phi_{med}=0$ and than 2.5% for $\Delta \phi_{med}=-90^\circ$ (fig.5) at $0.6 \times 10^{18}m^{-3}$. Moreover the difference of phase of the reflected fields recombining at the pressurized HJ is very low: less than 6° at $0.6 \times 10^{18}m^{-3}$ and 15° at $0.3 \times 10^{18}m^{-3}$. Therefore most of the reflected power is injected into the load: less than 0.1% at the medium density and than 0.2% at lower density is reflected towards the klystron. Actually, these very low figures do not take into account: 1) the directivity of the HJ (-30dB) and the return loss of the line (-25dB) 2) the accuracy of measurements of the electrical length of the transmission lines (-5°). It can be reasonably expected that the coefficient of reflection seen by the klystrons will be lower than 0.5%.

![Graph showing coefficient of reflection for the 2 rows of 8 modules](image)

**Fig. 5. Coefficient of reflection for the 2 rows of 8 modules**

**Conclusion**

The full power division of the lower hybrid antenna, featuring 120 power dividers and 128 waveguides facing the plasma, has been calculated. It was found that 2 rows of 32 waveguides, using the same type of multijunctions, excite a very similar N spectrum, but 2 rows with different types of multijunctions have different directivity. Due to the symmetry of the system, reflected fields recombining in the HJ are very close in phase and in amplitude and the coefficients of reflection toward the klystrons are very low (<0.1%). Even with departures from the ideal system, the reflection is low enough to consider a CW operation of the klystrons, able to sustain a VWSR of 1.3 ($R=1.7\%$), with no circulators.
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Introduction. Radial control of the tokamak current is of primary importance for sawtooth stabilization and access to the second stability regime. Specifically, off-axis RF current drive for constant plasma current has the effect of raising the value of q on axis, which provides a path to the second stability regime. In principle, this can be achieved by driving current by high-phase-velocity lower-hybrid (LH) waves. However, it is known that a major drawback of this method of current drive is the difficulty of efficient and flexible spatial control of the LH phase velocity spectrum. This limitation results mainly from the complicated mechanisms responsible for the formation of the wave spectrum within the plasma. Combination of electron-cyclotron (EC) and LH waves seems a more appropriate RF system for remote control of the radial current profile. By the appropriate choice of the injection angles, the EC wave power deposition can be shifted both in the real and the velocity space, which allows a flexible tailoring of the plasma current profile. The long pulse operation and good confinement properties of Tore Supra offer the opportunity of extensive studies of current control by LH and EC waves. Specifically, a current I > 0.5 MA will be driven at central density and temperature near $5 \times 10^{13}$ cm$^{-3}$ and 3 keV, respectively, by a LH wave power $P_{LH} = 3 - 6$ MW distributed in a spectrum $1.8 < n_u < 3.5$, where $n_u$ is the parallel retardation index. This power will generate and sustain a long superthermal tail which provides the target for EC wave absorption. In this work, an extensive theoretical study of the current drive process by simultaneous injection of EC and LH waves in Tore Supra is presented. Top launching of EC waves of frequency $f = 110$ GHz is considered, both for $f < f_e$ and for $f > f_e$, $f$ being the EC frequency. The EC wave damping along the ray trajectories is computed by means of a toroidal ray-tracing code, incorporating the evaluation of the relativistic dielectric tensor for an arbitrary electron distribution, e.g., the LH-driven electron tail. The latter is determined by means of a 3-D bounce-averaged Fokker-Planck code, which evaluates also the evolution of the electron distribution function during the absorption of high-power EC waves ($P_{EC} \geq 2$ MW).

Current drive by LH and EC waves. The kinetic equation describing the process of current generation by LH and EC waves contains a Fokker-Planck collision term, a quasilinear parallel diffusion term related to the absorption of the LH waves and a perpendicular diffusion term rel-
ated to EC waves. For the LH wave term we adopt a very simple model, i.e.,
we assume a constant diffusion coefficient in the interval \( p_e < p_a < p_p \),
where \( p_a = p \cdot B/B_e \), \( p \) is the electron momentum, \( B \) is the tokamak magnetic
field and \( p_e, p_p \) are related to the boundaries of the wave \( n \)-spectrum.
For parameters typical of the Tore Supra LH experiment \( (a=0.7 \text{ m}, B=2.25 \text{ m}, P_e=3 \text{ MW}, p_e \approx 0.3 \text{ mc}, p_p \approx 0.6 \text{ mc}) \) we obtain a current \( I_e = 0.465 \text{ MA} \),
with the profile shown in Fig. 1 (dashed line). The distribution function
carrying this current is characterized by a long parallel tail in the range \( p_e < p_a < p_p \), which is the target for the absorption of the EC waves.
We first consider the case of top launching of an extraordinary wave beam
propagating perpendicularly to the toroidal magnetic field, for \( B = 4.5 \text{ T} \)
on axis. The wave beam is absorbed close to the plasma center by electrons at \( p_e > p_p \). The effect of the wave absorption is to decrease the
collision rate of those electrons, which causes a significant enhancement of
the parallel tail for \( p_e > p_p \), thus in the relativistic range. This shows how the LH-sustained electron system can be used to simulate, in a
low temperature plasma, the Maxwellian tail of a hot plasma in order to
investigate EC current drive in conditions similar to those existing in
the reactor regime. For a wave beam of angular half-width \( \alpha = 5^\circ \) and
power \( P_e = 2 \text{ MW} \), the change in the current density profile is shown in
Fig. 1 EC (solid line). The total absorbed power is 1.4 MW and the addi-
tional driven current is \( I_e = 0.130 \text{ MA} \). This launching configuration
is thus suited for obtaining EC peaked current density profiles. By an
appropriate choice of the launching angles, the EC wave power can be dep-
osited and the current density profile can be modified at different radial
locations. For instance, if the EC wave beam is launched at an angle
\( \phi = 15^\circ \) with respect to the vertical (towards the low magnetic field side)
and with an angle \( \psi = 100^\circ \) with respect to the magnetic field, the wave
power is mainly absorbed at \( r \approx 0.3 \text{ m} \) and the current density profile is
modified as shown in Fig. 2. In this case the wave power is absorbed by
electrons at \( p_a \approx p_e \). Moreover, \( I_e = 0.145 \text{ MA} \) and \( P_e = 2 \text{ MW} \). The
same current drive scenario can be investigated at constant plasma current.
This can be obtained, e.g., by decreasing the power input in the LH waves
as the current driven by the EC waves increases. The results of the num-
erical simulation of this process are shown in Fig. 3, for \( P_e = 2 \text{ MW} \) (a),
and \( P_e = 4 \text{ MW} \) (b). Note the significant drop in the central current
density; the value of \( q \) on axis is 0.95, 1.21 and 1.42 for \( P_e = 0, 2 \text{ MW} \)
and \( 4 \text{ MW} \), respectively. This shows that off-axis current drive can be
used in Tore Supra to investigate the approach to high-q regimes, which
may provide a stable path to the second stability regime.

We finally discuss EC current drive at upshifted frequency, i.e.,
\( f > f_e \). This scenario is very attractive for a steady-state reactor, since it
minimizes the deleterious effects of electron trapping \(^7\), but it re-
quires high electron temperatures. Again, the ECLH system offers the op-
portunity of testing this method in a low temperature experiment. The
current density generated by a 2 MW wave beam injected at \( \psi = 75^\circ, \phi = -5^\circ \)
for \( B = 3.8 \text{ T} \) on axis, is shown in Fig. 4. Note the broad profile of the
additional EC-driven current, due to the beam angular spread and to the
fact that for \( f > f_e \) the wave power deposition is strongly sensitive to
the value of the \( \psi \) angle \(^7\). In this case we obtain \( I_e = 0.165 \text{ MA} \) and
\( P_e = 2 \text{ MW} \).

Fig. 1: radial profile of the current driven by the LH waves alone (dashed line) and by the ECLH system (solid line).
B=4.5 T; extraordinary mode,
$P_{EC} = 2$ MW, $\psi = 90^\circ$, $\phi = -5^\circ$.

Fig. 2: as in Fig. 1, for $\psi = 100^\circ$, $\phi = 15^\circ$. 
**Fig. 3:** as in Fig. 2, but for constant plasma current.
(a) $P_{EC} = 2 \text{ MW}$.
(b) $P_{EC} = 4 \text{ MW}$.

---

**Fig. 4:** as in Fig. 1, but for the ordinary mode, $\psi = 75^\circ$, $\phi = -5^\circ$; $B = 3.8 \text{ T}$.
MHD wave reflection from a smooth plasma-plasma boundary has been recently investigated by a number of authors (Roberts, Lee, Hollweg etc). Their interest was focused to the process of the resonant wave transformation inside the boundary layer, where the relevant phase matching conditions are met.

Here, we are dealing with the MHD wave reflection properties in the case of a double-step plasma profile composed by three homogeneous regions separated by a discontinuity plane at $x=0$ and by a narrow transitional boundary layer between $x=D$ and $x=D+a$. A MHD wave propagates through the region 1 (where $-\infty < x \leq 0$) and is being totally reflected from the boundary at $x=0$. On the other hand the boundary layer at $x=D$ can sustain a dissipative surface wave mode which, if coupled with the reflected wave, can reduce its energy. Our aim now is to show the possibility of achieving a total absorption of the incident MHD wave via its coupling to the surface wave with the dissipative mechanism being the resonant wave transformation inside the boundary layer.

Starting from standard MHD equations for a compressive and ideally conductive plasma, the following equation for small velocity component, $u$, perpendicular to the boundaries, is obtained:

$$\frac{d}{dx} \left\{ \varepsilon(x) \frac{du}{dx} \right\} - \beta(x) u = 0 \quad (1)$$

where:

$$\varepsilon(x) = \frac{\rho_0(x) [k^2 \Lambda^2(x) - \omega^2]}{m^2_0(x) + k^2_y}, \quad \beta(x) = \rho_0(x) [k^2 \Lambda^2(x) - \omega^2]$$

$$m^2_0(x) = \frac{[k^2 \Lambda^2(x) - \omega^2] [k^2 \Lambda^2(z) - \omega^2]}{[c^2(x) + \Lambda^2(x)][k^2 \Lambda^2(z) - \omega^2]}, \quad c^2_l(x) = \frac{c^2_l(x) \Lambda^2(x)}{c^2(x) + \Lambda^2(x)}$$

Here $c = (\gamma RT_0)^{1/2}$ is the speed of sound and $A_l = B_0/(\mu_0 \rho_0)^{1/2}$ is the Alfven speed.
The solution for the reflected wave amplitude $|R|^2$ is then:

$$|R|^2 = \frac{a_r^2 + a_i^2}{b_r^2 + b_i^2}$$

Here:

$$a_r = \Delta + (\Delta-2)e^{-2\chi D} - D_{12}(\delta_+ + \delta_- e^{-2\chi D})$$

$$a_i = D_{12}[\Delta - (\Delta-2)e^{-2\chi D}] + \delta_+ - \delta_- e^{-2\chi D}$$

$$b_r = \Delta + (\Delta-2)e^{-2\chi D} + D_{12}(\delta_+ - \delta_- e^{-2\chi D})$$

$$b_i = D_{12}[\Delta - (\Delta-2)e^{-2\chi D}] - \delta_+ + \delta_- e^{-2\chi D}$$

and also:

$$D_{ij} = \frac{\rho_{oi}(k_{z i}^2 - \omega^2)(m_{o j}^2 + k_{j y}^2)^{1/2}}{\rho_{o j}(k_{z j}^2 - \omega^2)(m_{o i}^2 + k_{i y}^2)^{1/2}} = \frac{\epsilon_i |\chi_{i i}|}{\epsilon_j |\chi_{j j}|}$$

$$\delta_{\pm} = D_{42} \epsilon_{\chi z} \text{Im} J_{\pm}(\epsilon_{\chi z}^{-1}) \text{Im} J$$

and $\Delta = 1 + D_{42}$

The reflection coefficient (2) shows that a total reflection ($|R| = 1$) occurs in two cases only: if the dissipations due to resonant wave conversion are absent ($\delta_{\pm} = 0$) and/or if the separation distance $D$ between the boundaries is large enough ($\chi_D \gg 1$). However $|R| < 1$ in all other cases, including the possibility of total wave absorption, when $|R| = 0$.

To achieve the total absorption the following two conditions, according to (2), have to be satisfied simultaneously:

$$\Delta + (\Delta-2)e^{-2\chi D} - D_{12}(\delta_+ + \delta_- e^{-2\chi D}) = 0$$

$$D_{12}[\Delta - (\Delta-2)e^{-2\chi D}] + \delta_+ - \delta_- e^{-2\chi D} = 0$$

After some rearrangement the above equations reduce to:
Takin~ the perturbed quantities in the form:
\[ f(x) = \exp(-i\omega t + ik_y y + ik_z z) \]
we obtain the solutions to (1) in 4 considered regions:

\[
\begin{align*}
  u(x) &= \begin{cases} 
    e^{-ik_x x} + R e^{i\kappa x} & x \leq 0, \quad \text{region 1} \\
    C_2 e^{ik_x x} + C_2 e^{-ik_x x} & 0 \leq x \leq D, \quad \text{region 2} \\
    C_3 \left[ 1 + \int_0^x \frac{dx'}{\varepsilon(x',\omega)} \right]^{x'} dx'' + C_4 \int_0^x \frac{dx'}{\varepsilon(x',\omega)} & D \leq x \leq D+a, \quad \text{region 3} \\
    e^{-ik_x (x-a-D)} & D+a \leq x, \quad \text{region 4}
  \end{cases}
\end{align*}
\]

where \( \kappa_j = \left[ \frac{\beta_j}{\varepsilon_j} \right]^{1/2} = \left[ m_{ij}^2(x) + k_y^2 \right]^{1/2} \), \( \chi \equiv i\kappa_1 \) (index \( j \) refers to a particular region: \( j=1,2,3,4 \)).

The normalized wave amplitudes: \( R, C_2^+, C_3^+, C_4^+ \) and \( C_4^- \) are mutually related through the boundary conditions specifying the continuity of both the normal velocity component, \( u \), and the total pressure perturbation, \( \varepsilon(x) \frac{du}{dx} \) at locations \( x=0, D, D+a \). This yields a set of six algebraic equations:

\[
\begin{align*}
  R - C_2^+ - C_2^- &= 1, \\
  2\kappa_1^2 e^{i\kappa_1 x} R + \varepsilon_{22} \varepsilon_{22} (C_2^+ - C_2^-) &= i\kappa_1^2 e^{i\kappa_1 x}, \\
  C_2^+ + C_2^- e^{-2\kappa_2 D} - C_3^+ e^{-\kappa_2 D} &= 0, \\
  2\kappa_2^2 e^{i\kappa_2 x} (C_2^+ - C_2^- e^{-2\kappa_2 D}) - C_3^+ e^{-\kappa_2 D} &= 0, \\
  C_3^+ \frac{J_1}{D} - C_4^- &= 0, \\
  C_4^+ \frac{J_2}{D} + \varepsilon_{44} C_4^- &= 0
\end{align*}
\]

where \( J_1 = \int_0^D \frac{dx}{\varepsilon(x,\omega)} \) and \( J_2 = \int_0^D \varepsilon(x) \frac{du}{dx} dx \).
The total wave absorption thus results from two phenomena described by (5) and (6):

The equation (5) indicates the excitation of surface waves along the boundary layer at $x = D$, with the frequency spectrum given by the dispersion relation $\Delta = 0$.

On the other hand, the condition (6) relates the resonant surface wave dissipations in the layer to the energy tunneling through the region between the reflection and the resonant point.

At the end we can also draw a conclusion regarding the type of the wave mode that can be totally absorbed via the described mechanism. Namely, it follows from (6) that the coefficient $c_1$ must be negative since both $\text{Im} J_1$ and $-\text{Im} J_2$ are negative for physical reasons. Therefore the inequality:

$$\mathcal{E}_1 \equiv \frac{\rho_0 (k_x^2 A^2 - \omega^2)}{m_0^2 + k_y^2} < 0$$

and the fact that $m_0^2 + k_x^2 < 0$ for a propagating wave imply $k_x^2 A^2 - \omega^2 > 0$. Consequently, it is the slow MHD mode that can be completely absorbed instead of being totally reflected.

REFERENCES:

INTERACTION OF PLASMA VORTICES WITH RESONANT PARTICLES
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In this paper we present a kinetic theory of fully nonlinear torsional Alfvén-type perturbations in low $\beta$ plasmas, $\beta = \frac{2n_0 T_e}{c^2 \epsilon_0 B^2} \ll \frac{m_e}{m_i}$. Electrons are properly described by the drift-kinetic equation:

$$\frac{\partial f(v_\parallel)}{\partial t} + v_\parallel \left[ \left( \frac{\vec{B}}{|\vec{B}|} \right) \cdot \nabla f(v_\parallel) + \frac{e}{m_e \, B^2} \frac{\partial f(v_\parallel)}{\partial v_\parallel} \right] = 0$$

(1)

Here $f(v_\parallel)$ is the electron distribution function integrated for velocity components perpendicular to the local magnetic field, and we have neglected the electron polarization drift. With the accuracy to the leading order in the small parameters:

$$\frac{1}{\Omega_i} \frac{d}{dt}, \frac{1}{\Omega_i} \frac{\partial}{\partial z}, \frac{1}{B_0} \nabla \times \vec{v}, \frac{1}{f_0} (f-f_0), \frac{m_e}{m_i}$$

(2)

where $f_0$ is the unperturbed distribution function $f_0(v_\parallel) = n_0 f_M(v_\parallel)$, and the notation $\vec{E} = -\nabla \phi + \frac{\partial \vec{v}}{\partial t}$, $\vec{B} = \frac{e}{m_e} B_0 \nabla \phi$ is used, the drift-kinetic equation can be written in the simple form:

$$\left( \frac{\partial}{\partial t} + v_\parallel \frac{\partial}{\partial z} + \frac{1}{B_0} \left[ \frac{e}{m_e} \nabla \left( \phi + v_\parallel \psi_z \right) \right] \nabla \right) f(v_\parallel) +$$

$$n_o \frac{\partial f_M(v_\parallel)}{\partial v_\parallel} \left[ \left( \frac{\partial}{\partial t} + \frac{1}{B_0} \left[ \frac{e}{m_e} \nabla \phi \right] \nabla \right) \psi_z - \frac{\partial \phi}{\partial z} \right] = 0$$

(3)

We assume ions to be cold, neglecting finite ion Larmor radius effects. Then, to the leading order in small parameters (2), ions are two-dimensional, and we can describe them by hydrodynamic equations. The first moment of eq. (3), with the use of the parallel Ampere's law, $j_\parallel = J_0 \nabla^2 \psi_z$, gives:
while the zeroth moment, together with the ion continuity and the Poisson's equation gives:

\[
\left[ \frac{\partial}{\partial t} + \frac{1}{B_0} \left( e_z x \cdot \nabla \phi \right) \psi \right] (1 - \frac{c^2}{\omega^2}) \frac{\nabla^2 \phi}{\omega^2} - \frac{\partial \phi}{\partial z} = \left[ \frac{\partial}{\partial z} + \frac{1}{B_0} e_z x \cdot \nabla \psi \right] \frac{p_\parallel}{n_0 e} \tag{4}
\]

Here \( \omega = c \left( 1 + \frac{p_i}{m_i} \right)^{1/2} \) is the Alfvén speed, and \( p_\parallel \) is the \( B \)-parallel component of the electron pressure tensor:

\[
p_\parallel = m_e \int dv_\parallel v_\parallel^2 f(v_\parallel) \tag{6}
\]

Ion continuity, and eqs. (4), (5) produce the following conservation laws:

\[
\frac{\partial S}{\partial t} = 0 \quad ; \quad \frac{\partial W}{\partial t} + \frac{\partial P}{\partial z} = R_W \quad ; \quad \frac{\partial T}{\partial t} + \frac{\partial W}{\partial z} = R_T \tag{7}
\]

\( S, W, P, \) and \( T \) are the enstrophy, energy, and \( z \)-components of the Pointing vector and of the total flux, respectively:

\[
S = \frac{1}{2} \int dx dy \left[ \frac{e}{c^2} n_e e - \frac{1}{2} \frac{\omega^2}{c^2} \frac{\nabla^2 \phi}{\omega^2} \right]^2
\]

\[
W = \frac{1}{2} \int dx dy \left[ \frac{1}{c_A^2} \left( \nabla_\perp \psi \right)^2 + \left( \nabla_\perp \psi_z \right)^2 + \frac{c^2}{\omega^2} \left( \nabla_\perp \psi_z \right)^2 \right]
\]

\[
P = - \int dx dy \nabla_\perp \psi \nabla_\perp \psi_z
\]

\[
T = \frac{1}{c_A^2} \left[ \frac{1}{c_A^2} \left( P - \frac{c^2}{\omega^2} \right) \int dx dy \nabla_\perp \psi^2 \right] \frac{\nabla_\perp \psi_z}{\omega^2} \tag{8}
\]

and \( R_W, R_T \) describe the energy and flux exchange between the field and the particles:

\[
R_W = - \int dx dy \nabla_\perp \psi_z \left[ \frac{\partial}{\partial z} + \frac{1}{B_0} e_z x \cdot \nabla \psi \right] \frac{p_\parallel}{n_0 e}
\]

\[
R_T = \frac{1}{c_A^2} \int dx dy \nabla_\perp \psi \left[ \frac{\partial}{\partial z} + \frac{1}{B_0} e_z x \cdot \nabla \psi \right] \frac{p_\parallel}{n_0 e} \tag{9}
\]

Integration in (8), (9) is performed over the whole \( x, y \) plane.

In cold plasmas, \( v_T \frac{\partial}{\partial z} \ll \frac{\partial}{\partial t} \), the parallel
pressure $p_\parallel$ contains only the contribution of resonant particles. Normally, number of resonant particles is small, we can treat the right-hand-side of eq. (4) as a small perturbation, and solve the system (4), (5) iteratively. In the $p_\parallel \to 0$ limit the system (4), (5) reduces to Strauss' equations of reduced MHD$^1$, which describe tokamaks with a small aspect ratio. These equations were studied in detail in$^2$, and it was shown that they possess a spatially localized solution, travelling with the phase velocity $\vec{v}_{ph} = \vec{e}_x v_x + \vec{e}_z v_z$, in the form of a double vortex$^3$. Within the vortex core, $r < r_0$, potentials $\phi$, $\psi_z$ are given by:

$$
\phi = B_0 v_x r_0 \sin \theta \left[ \frac{r}{r_0} + \frac{\alpha_m J_1 (\gamma_m r/r_0)}{\gamma_m J_0 (\gamma_m)} \right] \frac{\alpha_n J_1 (\gamma_n r/r_0)}{\gamma_n J_0 (\gamma_n)}
$$

$$
v_z \psi_z = -B_0 v_x r_0 \sin \theta \left[ \frac{r}{r_0} + \frac{\alpha_m J_1 (\gamma_m r/r_0)}{\gamma_m J_0 (\gamma_m)} \right] \frac{\alpha_n J_1 (\gamma_n r/r_0)}{\gamma_n J_0 (\gamma_n)}
$$

and in the external region, $r > r_0$, we have:

$$
\phi = -v_z \psi_z = -B_0 v_x \sin \theta \frac{r_0^2}{r}
$$

$J_0$, $J_1$ are Bessel functions of the second order, $\gamma_m$, $\gamma_n$ are zeros of the function $J_1$, $J_1 (\gamma_m) = J_1 (\gamma_n) = 0$, and $r$, $\theta$, $\alpha_m$, $\alpha_n$ are defined by:

$$
r = (k^2 + \xi^2)^{1/2}, \quad \theta = \arctg \frac{\xi}{\xi}, \quad \xi = x + \frac{v_x}{v_z} z - v_x t
$$

$$
\alpha_k = 2 \left[ 1 + \frac{c^2 \gamma_k}{r_0^2 \omega^2_{pe}} \right]^{1/2} \left[ 1 + \frac{c^2 \gamma_m}{r_0^2 \omega^2_{pe}} \right]^{1/2} + \left[ 1 + \frac{c^2 \gamma_n}{r_0^2 \omega^2_{pe}} \right]^{1/2} - 1,
$$

In the presence of a small perturbation $p_\parallel \neq 0$, we can write the solution in the form (10), (11), with the vortex parameters $v_x$, $v_z$, $r_0$ being slowly adiabatically varying with $t$, $z$. In this regime, using (7), (8), we can rewrite the drift-kinetic equation in the form of a vector product, which is readily integrated to give:

$$
f(v_\parallel) = \frac{n_0 e}{m_e} \frac{\partial f}{\partial v_\parallel} \left[ \frac{H(r)}{v_\parallel - v_z} (\phi + v_z \psi_z) + \left( H(r) - 1 \right) \left( v_z - \frac{v_x}{v_z} B_0 v_x \right) \right]
$$
Performing the integration in (6) along the Landau contour, with the use of: \( \frac{1}{v_{||} - v_z} = \frac{1}{v_{||} - v_z} + i\delta(v_{||} - v_z) \), we get the following expression for the parallel pressure \( p_{||} \), which contains only the contribution of resonant particles:

\[
p_{||} = n_0 e v_z^2 \left( \frac{\partial}{\partial v_z} \right)^\infty \delta \left( \sqrt{\xi^2 + \eta^2} \right) H(\sqrt{\xi^2 + \eta^2} - \xi')H(\sqrt{\xi^2 + \eta^2} + \eta') \phi + v_z \psi_z \right) (\xi', \eta)
\]

Evolution equations for the vortex parameters are readily obtained from the conservation laws (7) after the substitution:

\[
\frac{\partial}{\partial t} \frac{\partial}{\partial v_x} \frac{\partial}{\partial v_z} \frac{\partial}{\partial r_0} \frac{\partial}{\partial z} = \frac{\partial}{\partial z} \frac{\partial}{\partial v_x} + \frac{\partial}{\partial z} \frac{\partial}{\partial v_z} + \frac{\partial}{\partial z} \frac{\partial}{\partial r_0}
\]

Evolution equations are particularly simple in the strongly electromagnetic case, \( \omega^2 r_0^2 > c^2 \), when we have \( r_w = v_z R_T \), and:

\[
S = v_x^2 \sigma \ ; \ T = P = \frac{v_z^2 - v_x^2}{v_z^2} \tau \ ; \ W = \frac{1}{2} \left( 1 + \frac{C_A}{v_z^2} \right) r_0^2 v_z^2 \tau + \frac{C_A}{v_z^2} \right) v_z^2 \omega^2
\]

where \( \sigma, \tau, \) and \( \omega (\tau \approx \omega) \) are complicated expressions which contain integrals of multiple products of Bessel functions, but they are independent on \( v_x, v_z, \) and \( r_0 \).

Finally, linearizing evolution equations (7), (15), and solving them with the initial conditions \( v_x(t=0, z) = v_{x0}, v_z(t=0, z) = v_{z0}, r_0(t=0, z) = a \), we find that \( v_x \) and consequently the amplitude of the vortex, remains constant, and

\[
r_0(t, z) = a + \frac{R_w a}{T v_{z0}} \left| t = 0 \right.; v_z(t, z) = v_{z0} + \frac{R_w}{T} \left| t = 0 \right. \text{for } v_{z0} \neq c_A.
\]

\[
r_0(t, z) = a + \frac{t}{2} \frac{R_w a}{T v_{z0}} \left| t = 0 \right.; v_z(t, z) = c_A \text{ const. for } v_{z0} = c_A.
\]
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1 Introduction

In laser-plasma interactions the reflection of the pump wave from the overdense plasma has a profound effect on the dynamics of stimulated Brillouin scattering. It can cause oscillations in the backscattered intensity [1] or the scattering may even turn chaotic. In Double Stimulated Brillouin Scattering (DSBS), originally suggested by Zozin et al. [3], the incoming and specularly reflected pump waves scatter from a common acoustic wave propagating sideways. Due to the boundary conditions DSBS has a set of eigensolutions and eigenfrequencies of the ion wave [4,5]. The fundamental mode, the eigensolution with the lowest threshold intensity, is known to be unstable for low pump intensities in certain parameter ranges [6]. As the pump intensity is increased, solutions turn from stationary ones to regular pulsations [5,7]; recently also transition involving hysteresis between stationary eigenmodes have been observed [8]. Many of observed features are controversial and poorly understood. In the present work we report some results of numerical and analytical investigations on soliton-like behaviour occurring in DSBS.

2 Damped sine-Gordon equation

Within the slowly varying envelope approximation DSBS is governed by five coupled equations (see e.g., Ref. [3], Eqs. (2.4–2.5)). By assuming that the phases of the fields remain constant one can show [6,7] that the area of the ion acoustic pulse,

\[ A(\xi, \tau) = \int_0^\xi u(\xi', \tau) d\xi', \]

obeys a damped sine-Gordon equation

\[ \frac{\partial^2 A}{\partial \tau \partial \xi} + \frac{\partial A}{\partial \xi} = \kappa \sin(2A + \phi), \]

where \( \xi = x/L \) and \( \tau = \gamma t \) (\( L \) is the length of the homogeneous plasma slab and \( \gamma \) is the ion wave damping). The normalized pump field intensity is denoted by \( \kappa \).
the phase $\phi$ is defined by $\tan \phi = 2|R_0 R_{-1}|/(1 + |R_{-1}|^2 - |R_0|^2)$, where $R_{-1}(\tau)$ is the backscattering and $R_0(\tau)$ is the specular reflection coefficient. The parameter $r$ is the amplitude reflection coefficient of the overdense plasma. For small reflectivities of the plasma, $r^2 = |R_{-1}(\tau)|^2 + |R_0(\tau)|^2 \ll 1$, the parameter $q = [(1 - r^2)^2/4 + |R_{-1}|^2]^{1/2}$ is almost constant. For further details of the derivation of Eq. (2) see Ref. [7].

One boundary condition for the pulse area is that $A(0, \tau) = 0$. If the ion wave is determined initially, this provides the condition $A(\xi, 0) = A_0(\xi)$. An additional constraint arises from the interdependence of $A(1, \tau)$ and the reflection coefficients $R_{0,-1}$.

The amplitudes of the four EM fields involved can be expressed in terms of the pulse area $A(\xi, \tau)$ (see Ref. [7]). For example the incoming pump field is given by $E_{01}(\xi, \tau) = E_0(\tau) \cos A(\xi, \tau)$, and the forward propagating scattered EM field is $E_{-11}(\xi, \tau) = E_0(\tau) \sin A(\xi, \tau)$, where $E_0$ is the pump field amplitude at the entrance plane.

By making the transformations $\vartheta = 2\kappa \eta \tau$ and $u = 2A + \phi$ and neglecting the time dependence of $q$, one can write Eq. (2) as

$$\frac{\partial^2 u}{\partial \vartheta \partial \xi} + \epsilon \frac{\partial u}{\partial \xi} = \sin u,$$

where $\epsilon = (2\kappa \eta)^{-1}$. For large pump intensities $\kappa \rightarrow \infty$ and $\epsilon \rightarrow 0$, which renders possible a perturbation solution of Eq. (3).

### 3 Soliton-like behaviour

The damped sine-Gordon Eq. (3) is known to have soliton-like solutions [9]. If the damping term is small, the shape of e.g., the kink-solution is not altered but the width of the kink becomes time dependent and its center does not move at a constant speed. In our particular case the boundary conditions complicate further the behaviour: it is expected that the approximate solutions valid for infinite media fail close to $\xi = 0$ and 1. For this reason we have solved the five coupled DSBS equations numerically and analyzed the soliton-like properties of the ion wave obtained.

An example of contour-plots of the ion acoustic wave amplitude is shown in Fig. 1, where a constant input intensity is assumed. The pulse propagates with an increasing velocity but retains its shape most of the time. The length of the 'propagation region' increases with the pump intensity $\kappa$. This is observed in the slowing down of the repetition rate of the backscattered pulses. The ion acoustic pulse becomes higher and its spatial width decreases with increasing $\kappa$ so that the area of the pulse stays approximately constant, $A(1, \tau) \approx \pm \pi/2$.

The spatial pulse profiles at fixed values of $\tau$ are shown in Fig. 2. In the time interval $26 \leq \tau \leq 32$ the pulse area resembles the kink-soliton solution of the ordinary sine-Gordon equation. The acoustic wave amplitude is connected to the derivative of $A(\xi, \tau)$ and has approximately the form of a hyperbolic secant. At the beginning ($\tau \approx 23.6$) and at the end of the pulse ($\tau \approx 33.6$) the ion wave amplitude is clearly asymmetric. These
deviations from the sech-form appear when the pulse has an appreciable amplitude near the plasma boundaries $\xi = 0$ and $\xi = 1$.

To check how well the ion wave amplitude, $2v = 2\partial A/\partial \xi$, agrees with a kink-solution of the sine-Gordon equation we have compared it with the function

$$R(\xi, \tau) = a(\tau) \text{sech}\{b(\tau)[\xi - c(\tau)]\}$$

as suggested in Ref. [9]. The residual of the fit is defined as

$$\Delta(\tau) = \frac{\int_0^1 |2v(\xi, \tau) - R(\xi, \tau)|^2 d\xi}{\int_0^1 |2v(\xi, \tau)|^2 d\xi}$$

An example of $\Delta(\tau)$ is shown in Fig. 3. The spatial shape of the ion wave agrees quite well with the hyperbolic secant everywhere except at the beginning and at the end of the pulse.
The height, \( a(\tau) \), and the inverse width, \( b(\tau) \), of the pulse are shown in Fig. 4. The pulse has the property \( a \approx b \) which is exactly what one would expect from a kink-soliton solution. In fact this is only a reformulation of the area conservation property of the pulse mentioned before.

4 Conclusions

In the present report we have studied the soliton-like properties of the ion acoustic wave in double stimulated Brillouin scattering. We have shown that the ion wave area obeys a damped sine-Gordon equation, which is a good motivation for searching soliton-like solutions. During propagation the total area of the ion acoustic pulse is approximately \( \pm \pi/2 \) and the shape of the pulse resembles hyperbolic secant. The pulse height equals its inverse width and its length increases with increasing pump intensity. In our ‘numerical experiments’ we have not seen any sign of chaotic behaviour of the scattering. We have not found any evidence of transitions between the fundamental and the higher order modes in contrast to the observations of [8].

The boundaries seem to play an important role in the dynamics of the system. When the ion acoustic pulse arrives near the boundary of the plasma slab it is strongly deformed and a new pulse begins to grow. The pulsation of the ion wave is due to the boundaries and the continuous feeding of pump energy into the system.

We are grateful to Dr. J. Hietarinta for useful discussions. This research has partly been supported by The Fusion Research Project of the Technical Research Centre of Finland.
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As shown in Ref. 1-3, the spatial dependence of the amplitude of the pump electrical field can lead to the parametrical excitation of absolutely unstable (localized) plasma waves. However the approximation of the "prescribed" external field amplitude profile, used in Ref. 1-3, loses its validity at high electrical field intensity when the self-interaction effects can play a significant role.

The aim of the present paper is to investigate the space-time evolution of parametrically excited plasma waves in the field of Langmuir soliton. We shall study the linear stage of the instability analytically under the assumption that the strictional nonlinearity plays a crucial role in the evolution process. Numerical investigation shows that at the regime of strong nonlinearity the RF pressure leads to a nonlinear saturation of the discrete (trapped) modes instability and to the formation of a state of strong turbulence in which secondary Langmuir solitons and nonlinear ion-acoustic waves are excited.

- Modulational instability in the field of "travelling" soliton.

Let us suppose that in a uniform isotropic plasma by means of external sources it is excited solitary wave of the form (see e.g. Ref. 4)
where

\[ \gamma = \kappa_s V_s t, \quad \eta = \kappa_s \xi, \quad a = \frac{\partial E}{\partial x}, \quad N = \frac{(6\pi n) T}{E_s^2} \frac{\partial \eta}{\partial \xi} \]

\[ U = \frac{\omega_o}{2 \kappa_s V_s}, \quad \frac{3 \kappa_s^2 V_s^2}{\omega_o^2}, \quad \beta = \frac{\omega_o}{2 \kappa_s V_s}, \quad \frac{16 \pi n_o T}{V_s^2}, \quad \delta = \frac{\omega_o}{\omega_p} \left( \frac{w_{pe}^2}{\omega_o^2} \right). \]

In general the dispersion equation which follows from eqs. (2) are cumbersome. More obvious results has been obtained at the condition \( \lambda = (\kappa s V_s ^2) < 1 \), when expression for the growth rate takes the form

\[ \gamma e = \frac{U}{\omega} \left[ \frac{2 \lambda^2 \beta}{1 - \left( \frac{V_s}{V_{3x}} \right)^2} \right]^{1/2}, \]

\[ W_e = \frac{\lambda}{U} \left( \rho + 5 \right) - (2 \lambda + 4) > 0, \quad \omega_{pe} > \omega_s, \quad \eta = 0, 1, 2, \ldots \] (3)

- Aperiodic parametrical instability in the field of "standing" soliton. The expression for the electrical field amplitude in this case reduces to

\[ E_0(x) = \frac{E_s \cos \beta^{-1}(\kappa_s x)}{\omega_s}, \quad \kappa_s = \left( \frac{\Delta}{\beta} \right)^{1/2}, \quad \Delta = \frac{w_{pe}^2}{\omega_o^2} \left( \frac{w_{pe}^2}{\omega_o^2} \right) = 1. \]

In a "subsonic" regime it is easy to transform the system of equations (2) to the linear Shrödinger equation

\[ \frac{d^2 N}{dx^2} + \left[ \frac{\omega_o^2}{V_s^2} + \frac{E_s^2}{2 \pi n_0 T \omega_o^2} \cos \beta^{-2}(\kappa_s V_{3x}) \right] N = 0, \] (4)

where \( \Omega \) - the frequency of "slow" plasma oscillations. From the condition of localized solutions existence one can obtain the following expression for the growth rate of ion-acoustic waves, trapped by the field of Langmuir soliton:

\[ \gamma_m = \frac{\kappa_s V_s}{2} \left[ \left( 1 + \frac{E_s^2}{6 \pi n_0 T (\kappa_s + \delta)^2} \right)^{1/2} - 1 \right], \] (5) \[ m = 0, 1, 2, \ldots \]
Expression (5) in the limiting case of strong pumping field transforms into known expression for growth rate of modulational instability in uniform plasma under the effect of homogeneous electrical field

$$\chi(m=0) = \left(\frac{m_0}{m_c}\right)^{1/2} \omega_{pe} \frac{\varepsilon_S}{(2\pi N_T)^{1/2}}. \quad (6)$$

Nonlinear regime of an aperiodic parametrical instability.

Initial system of equations describing nonlinear saturation of instability considered at session 2 takes a form

$$\frac{\partial a}{\partial z} + U \frac{\partial^2 a}{\partial z^2} + (\delta - p N + p \cosh^{-2} 1) a = p \cosh^{-1} 1 \cdot N,$$

$$\frac{\partial^2 N}{\partial z^2} - \frac{\partial^3 N}{\partial z^4} = \frac{\partial}{\partial z^2} \left[ |a|^2 + (a + a^*) \cosh^{-1} 1 \right], \quad z = k_s z. \quad (7)$$

The results of numerical solution of eqs. (7) are presented in Figures 1 and 2 for parameter values $U = 1$, $p = 4$, $\delta = 0.1$ confirming the conclusion on the localization of unstable Langmuir waves by the standing soliton field. At the initial stage of the process the exponential increase of the amplitude of electric field is observed for basic ($m = 0$) unstable mode with growth rate coinciding by the order of magnitude with the value as determined by (5). The stage of instability saturation is characterized by the formation of soliton structures which have their localization area limited by characteristic space scale of the initial Langmuir soliton. In contrast to the electric field disturbances, the disturbances of plasma density are propagating freely out of the excitation area leading to the widening of the turbulent zone.
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Fig. 1. Dynamics of strong plasma turbulence in the field of "standing" Langmuir soliton ($\varepsilon = 0.4$, $\beta = 4$, $\Omega = 1$).

Fig. 2. Generation of localized nonlinear ion-acoustic waves (the same parameters).
A STEADY-STATE TOROIDAL MODEL WITH A FLOW PARALLEL TO THE MAGNETIC FIELD

E. A. EVANGELIDIS

ATOMIC ENERGY CO., PELINDABA, SOUTH AFRICA

With the recent installation of helical coils on the tokamak at Pelindaba, plasma transport to the edge at times faster than the resistive time is being observed in common with similar situations reported from devices like CSTN-II (Takamura, S. et al. 1968) and TEXT (McCool, et al. 1988). The current line of thought in interpreting the fast transport at the edge, favours the flow of electrons parallel to the magnetic field lines of the fluctuations developing in the region of destroyed magnetic surfaces, following the application of the resonant field of the external helical coils. We pursue in what follows the implications of such a flow in the context of an equilibrium steady-state. Thus, in the absence of any magnetic surfaces, use will be made of Maxwell's and Navier-Stokes' equations. In particular, only the solution will be given here of the axisymmetric flow with a velocity coinciding with that of the local Alfvén velocity of the plasma.

The Model

Maxwell's equations in the magnetohydrodynamical approximation are

\[ \mathbf{v} \times \mathbf{E} = -\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \quad \mathbf{v} \times \mathbf{B} = \frac{4\pi}{c} \mathbf{J} \tag{1} \]

Ohm's law relating the current density to the electric field is

\[ \mathbf{J} = \sigma (\mathbf{E} + \frac{\mathbf{u} \times \mathbf{B}}{c}) \tag{2} \]

which for a parallel flow, i.e. \( u \parallel \mathbf{B} \), becomes

\[ \mathbf{J} = \sigma \mathbf{E} \tag{3} \]

An elimination then of the electric field gives

\[ \frac{\partial \mathbf{B}}{\partial t} = \eta \mathbf{v} \times \mathbf{B} \tag{4} \]

where \( \eta = c^2/4\pi\sigma \) is the resistivity of the medium and the conductivity \( \sigma \) is assumed constant over the region of interest described above. This is the first set of equations to be supplemented by Navier-Stokes equation

\[ \frac{d\mathbf{u}}{dt} = \nabla P + \frac{\mathbf{J}\times\mathbf{B}}{c} \tag{5} \]

with the pressure tensor \( P \) given by

\[ P_{ij} = -\rho \delta_{ij} + \tau_{ij} \tag{6} \]

Although fairly sophisticated expressions exist in the literature for the non-ideal term \( \tau_{ij} \) (Evangelidis et al. 1986), however for simplicity we adopt here the isotropic model described by one viscous coefficient \( \mu \), so that
Hence a substitution in (5), under the assumption of incompressibility $v\cdot B=0$, gives

$$\frac{\partial u}{\partial t} = -v\left(\frac{p + B^2/8\pi}{q}\right) + v\nabla^2 u + \frac{1}{4\pi q} B\cdot vB - u\cdot vB$$

with $v = \mu/q$ the kinematic viscosity of the conducting medium. So far the motion of the parallel flow has not been assigned any specific mathematical form. In order to progress further, the form

$$u = \alpha B$$

will be adopted, with $\alpha$ some constant to be defined. A substitution in (8) gives

$$\frac{\partial}{\partial t}(\alpha B) = -v\left(\frac{p + B^2/8\pi}{q}\right) + (\alpha v)\nabla^2 B + \left(\frac{1}{4\pi q} - \alpha^2\right)B\cdot vB$$

For a steady-state equilibrium of a medium with finite resistivity and viscosity, equations (3) and (10) give respectively

$$\nabla^2 B = 0$$

and

$$(\alpha v)^2 B + \left(\frac{1}{4\pi q} - \alpha^2\right)B\cdot vB = 0$$

supplemented by

$$\frac{p + B^2/8\pi}{q} = \text{const.}$$

It is clear now that this system is meaningful for either

$$B\cdot vB = 0$$

or

$$\frac{1}{4\pi q} - \alpha^2 = 0 .$$

The first condition, upon defining the tangent vector to the field lines by

$$\tau = B/B$$

leads to

$$(\tau\cdot vB)\tau + B\kappa N = 0$$

where $N$ is the first normal, $\kappa$ the curvature and use has been made of the identity

$$\tau\cdot v\tau = \kappa N$$

Thus, condition (13) is the uninteresting case of a constant rectilinear field. Condition (15) determines the constant $\alpha$ uniquely to be

$$\alpha = \frac{1}{4\pi q}$$

so that [cf. (9)]

$$u = \frac{B}{\sqrt{4\pi q}}$$

But this is the local Alfvén velocity of the plasma. Thus, the conclusion can be drawn that: In a viscous, incompressible, electrically conducting fluid with finite resistivity, a time independent equilibrium state exists with a flow parallel to the magnetic field. And further, the velocity of the flow coincides with the local Alfvén velocity. It is noted that although the finite resistivity plays a fundamental role in defining the governing equations, it does not however appear in the solution in a direct way.

We proceed now to the solution of the axisymmetric case of (11) in toroidal coordinates. Details on the systems of coordinates and the operators to be used can be found in Evangelidis (1987). If $(\rho, \theta, \phi)$ are
the minor radius, poloidal and toroidal angles respectively, and $b$ the major radius, the components of equation (11) can be written

$$v^2 \hat{B}^\theta = \frac{\hat{B}^\theta}{\rho^2} - \frac{\cos^2 \theta}{(b + \rho \cos \theta)^2} \hat{B}^\theta + \frac{\sin \theta}{b + \rho \cos \theta} \left( \frac{\cos \theta}{b + \rho \cos \theta} + \frac{1}{\rho} \right) \hat{\theta} = 0 \quad (21)$$

$$v^2 \hat{B}^\phi = \frac{\hat{B}^\phi}{\rho^2} + \frac{\cos \theta}{b + \rho \cos \theta} \left( \frac{\cos \theta}{b + \rho \cos \theta} - \frac{1}{\rho} \right) \hat{B}^\phi - \frac{\sin^2 \theta}{(b + \rho \cos \theta)^2} \hat{\theta} = 0 \quad (22)$$

$$v^2 \hat{B}^\phi = \frac{\hat{B}^\phi}{(b + \rho \cos \theta)^2} = 0 \quad (23)$$

The expressions $v^2 \hat{B}$ are the usual Laplacian operator

$$v^2 \psi = \frac{\partial^2 \psi}{\partial \rho^2} + \frac{1}{\rho^2} \frac{\partial^2 \psi}{\partial \theta^2} + \left( \frac{1}{\rho} + \frac{\cos \theta}{b + \rho \cos \theta} \right) \frac{\partial \psi}{\partial \rho} - \frac{\sin \theta}{b + \rho \cos \theta} \frac{\partial \psi}{\partial \theta} \quad (24)$$

The $\hat{B}^\phi$-component is already decoupled, a fact directly accountable for by the condition of axisymmetry. Its solution can be verified to be

$$\hat{B}^\phi = A(b + \rho \cos \theta) + \frac{C}{b + \rho \cos \theta} \quad (25)$$

with A, C some constants. The system of equations (21) and (22) can be decoupled upon making the transformations

$$\hat{B}^\theta = \sin \theta \cdot G(\rho, \theta) \quad (26)$$

$$\hat{B}^\phi = \frac{\cos \theta \cdot G(\rho, \theta)}{b + \rho \cos \theta} \quad (27)$$

so that the solution of the initial system is reduced to the solution of

$$v^2 G = 0 \quad (28)$$

It is noticed that Laplace's equation has no analytic solution in the trigonometric representation $(\rho, \theta, \phi)$. However, an analytic solution exists in the hyperbolic representation $(\theta, \omega, \phi)$, to which one goes upon using the transformations (cf. Morse and Feshbach, p. 666; or for more details Evangelidis 1987, p. 9)

$$b + \rho \cos \theta = R \frac{\sinh \theta}{\cos \theta - \cos \omega} \quad (29)$$

$$\rho \sin \theta = R \frac{\sin \omega}{\cos \theta - \cos \omega} \quad (30)$$

Thus equation (28) becomes

$$(\cosh \theta - \cos \omega)^2 \left( \frac{\partial^2 G}{\partial \theta^2} + \frac{\partial^2 G}{\partial \omega^2} \right) + (\cosh \theta - \cos \omega) \left( \frac{1 - \cosh \theta \cos \omega}{\sinh \theta} \frac{\partial G}{\partial \theta} - \sin \omega \frac{\partial G}{\partial \omega} \right) = 0 \quad (31)$$

Making then the substitution

$$G = \sqrt{\cosh \theta - \cos \omega} \cdot f(\theta, \omega) \quad (32)$$

(31) becomes

$$\frac{d^2 f}{d\theta^2} + \coth \theta \frac{df}{d\theta} + \frac{\partial^2 f}{\partial \omega^2} + \frac{1}{4} f = 0 \quad (33)$$

which can be further Fourier-analyzed to give the "radial equation"
\[ \frac{d^2 f_n}{d\theta^2} + \text{Coth} \theta \frac{df_n}{d\theta} - (n^2 - \frac{1}{4}) f_n = 0 \]  

This is a special case of Gegenbauer's equation, whose solution for \( n=\text{integer} \) is Legendre's polynomials of the second kind \( Q_{n-1/2}(\text{Cosh}\theta) \)

appropriate for the interior solution. Hence
\[ G(\theta,\omega) = \sqrt{\text{Cosh}\theta - \cos\omega} \sum_{n=0}^{\infty} A_n \cos(n\omega) \frac{Q_{n-1/2}(\text{Cosh}\theta)}{n} \]

and the sought for solution is
\[ \hat{B}^0 = \sin\theta \sqrt{\text{Cosh}\theta - \cos\omega} \sum_{n=0}^{\infty} A_n \cos(n\omega) \frac{Q_{n-1/2}(\text{Cosh}\theta)}{n} \]
\[ \hat{B}^0 = \cos\theta \sqrt{\text{Cosh}\theta - \cos\omega} \sum_{n=0}^{\infty} A_n \cos(n\omega) \frac{Q_{n-1/2}(\text{Cosh}\theta)}{n} \]

Finally it is noted that the angle \( \omega \) is related to \( \theta \) by
\[ \sin \omega = \text{Sh} \theta \frac{\rho \sin \theta}{b + \rho \cos \theta} \]

In order to determine the coefficients \( A_n \), it is observed that the energy
\[ |B_{0}(\omega)|^2 \equiv \left( \left( B^0 \right)^2 + (B^0)^2 \right) / 8\pi \]

deposited at the limiter at \( \theta = \theta_0 \) can be Fourier analysed, so that
\[ |B_{0}(\omega)| = \frac{1}{2} \sum_{m=1}^{\infty} I_{m}(\theta_0) \cos(n\omega) \sqrt{\text{Cosh}\theta - \cos\omega} \sum_{n=0}^{\infty} A_n \cos(n\omega) \frac{Q_{n-1/2}(\text{Cosh}\theta)}{n} \]

Upon using then the identity \( (\text{Cosh}\theta - \cos\omega)^{-1/2} = \frac{12}{\pi} \sum_{1=0}^{\infty} Q_{1-1/2}^{(\text{Cosh}\theta_0)} \)
the coefficients \( A_n \) are found to be
\[ A_n = \frac{\sqrt{16\pi}}{\pi^2} \sum_{n=1/2}^{\infty} Q_{n-1/2} \int_{0}^{2\pi} B_{0}(\omega) \cos(\omega) \cos(n\omega) \, d\omega \]

As an example we give the first two coefficients \( A_0 \), \( A_1 \), in terms of the measured quantities \( I_{m} \). They are
\[ A_0 = \frac{16}{\pi} \left( I_0(\theta_0) + \frac{1}{Q_{1/2}} \sum_{m=1}^{\text{Max}(m)} Q_{m-1/2} \cdot I_m(\theta_0) \right) \]
\[ A_1 = \frac{4}{\sqrt{\pi}} \left( I_0(\theta_0) + \frac{Q_{-1/2}}{Q_{1/2}} \cdot I_1(\theta_0) + \frac{1}{Q_{1/2}} \sum_{m=1}^{\text{Max}(m)} Q_{m-1/2} \cdot I_m(\theta_0) \cdot \delta_{m-1=1} \right) \]
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A complete set of resistive compressible ballooning equations for 2-D flow equilibria

K. Grassie and M. Krech
Max-Planck-Institut für Plasmaphysik, Euratom Associates

Abstract: Based on the linearized compressible resistive MHD equations we derive a system of five equations describing the time dependent behaviour of ballooning modes in equilibria with sheared flow. The subsequent ordering scheme is based on a two scale expansion, where the fast varying scale is prescribed by an appropriately chosen eikonal.

1. Introduction: Recently considerable effort has been taken to study the stability behaviour of ballooning modes for MHD flow equilibria. In Refs. 1,2 the ideal MHD equations are investigated, where the equilibrium flow consists of a component parallel to the magnetic field and a rigid toroidal rotation. This ideal limit allows a stability analysis in terms of a single quantity $\xi$, the Lagrangian displacement vector, which is well known from the energy principle. In their analysis Chun and Hameiri [2] find periodic bursts in the time dependence of the perturbed flow velocity due to a parametric resonance in their equation. Similar conclusions are reached by Cooper [3], who studies the resistive but incompressible case in the framework of the WKB-method [4,5], where periodic bursts in the perturbed flow velocity as a function of time are found numerically. Now, looking at investigations of stability of resistive ballooning modes for static MHD equilibria [6,7], the governing equations are derived in a certain ordering scheme, which is directly applied to the linearized MHD equations. In the following section we will follow this line and derive a set of five ballooning equations for MHD flow equilibria, i.e. containing resistivity as well as compressibility effects.

2. The ballooning equations: We start from the usual linearized MHD equations.

Momentum balance:

$$\rho \frac{\partial \mathbf{V}}{\partial t} = -\rho (\mathbf{V} \cdot \nabla) \mathbf{V} - \rho (\nabla \cdot \mathbf{V}) \mathbf{V} - \mathbf{V} \rho - (\nabla \times \mathbf{B}) \times \mathbf{B} + (\nabla \times \mathbf{B}) \times \mathbf{B}.$$

Continuity equation:

$$\frac{\partial \rho}{\partial t} = -\mathbf{V} \cdot \nabla \rho - \mathbf{V} \cdot \nabla \rho - \rho \nabla \cdot \mathbf{V} - \rho \nabla \cdot \mathbf{V}.$$

Energy balance:
Maxwell's equations:

\[
\frac{\partial \vec{b}}{\partial t} = \nabla \times (\vec{v} \times \vec{B}) + \nabla \times (\vec{V} \times \vec{b}) - \eta \nabla \times (\nabla \times \vec{b})
\]

(5) \nabla \cdot \vec{b} = 0

All perturbations are indicated by twidles. To consistently introduce our ordering scheme, we specify two distinct scales denoted by \( x_{\text{fast}} = x_\perp, x_{\text{slow}} = x_\parallel \) and \( t_{\text{fast}}, t_{\text{slow}} \) for rapid and slow variation of quantities in space and time, respectively. The scales are distinguished by the 'bookkeeping' parameter \( \varepsilon \) and our requirements on derivatives

\[
\nabla_\perp \tilde{a} = O(\varepsilon^{-1}), \quad \nabla_\parallel \tilde{a} = O(1), \quad \nabla_\perp A = O(1), \quad \nabla_\parallel A = O(1)
\]

(6) \[ \frac{\partial \tilde{a}}{\partial t} \big|_{\text{fast}} = O(\varepsilon^{-1}), \quad \frac{\partial \tilde{a}}{\partial t} \big|_{\text{slow}} = O(1) \]

of perturbations and equilibrium quantities, as well as

\[
\eta = O(\varepsilon^2)
\]

(7) for the resistivity. The symbols \( \nabla_\perp \) and \( \nabla_\parallel \) denote derivatives perpendicular and parallel to the equilibrium magnetic field, respectively. All perturbations are now expanded asymptotically in powers of \( \varepsilon \), e.g.

\[
\tilde{a}(x_\perp, x_\parallel, t_{\text{fast}}, t_{\text{slow}}) = \tilde{a}_0(x_\perp, x_\parallel, t_{\text{fast}}, t_{\text{slow}}) + \varepsilon \tilde{a}_1(x_\perp, x_\parallel, t_{\text{fast}}, t_{\text{slow}}) + \ldots
\]

(8) The scales are separated by means of an eikonal ansatz of the form

\[
\tilde{a}_i = a_i(x_\perp, x_\parallel, t_{\text{fast}}, t_{\text{slow}}) \exp \frac{i}{\varepsilon} S(x_\perp, t_{\text{fast}}), \quad i = 0, 1, \ldots
\]

(9) Equations (1)-(5) are now consistently solved to order \( \varepsilon^{-1} \), if the eikonal satisfies

\[
\nabla S \big|_{\text{fast}} + \nabla_\perp S = 0
\]

(10)
and the constraints from momentum balance

\begin{equation}
\frac{1}{\varepsilon} \nabla S (p_0 + B \cdot b_0) = 0.
\end{equation}

From the continuity equation, energy balance and Maxwell's equations we obtain:

\begin{align}
\frac{1}{\varepsilon} \nabla S \cdot v_0 &= 0, \\
\frac{1}{\varepsilon} \nabla S \cdot b_0 &= 0.
\end{align}

These constraints are equivalent to the following representations of the perturbations

\begin{equation}
\begin{aligned}
v_0 &= \frac{v_{||}}{B^2} B + v_{\perp} \frac{B \times \nabla S}{B^2}, \\
b_0 &= - \frac{p_0}{B^2} B + b_{\perp} \frac{B \times \nabla S}{(\nabla S)^2}.
\end{aligned}
\end{equation}

Physically this ordering scheme implies effectively an incompressible motion on the fast time scale. After some algebra we obtain for the momentum balance equations:

\begin{align}
\rho \frac{\partial v_{||}}{\partial t} &= -\rho (V \cdot \nabla) v_{||} + \frac{\rho v_{||}}{B^2} \cdot [(V \cdot \nabla) B - (B \cdot \nabla) V] \\
&+ \rho \frac{v_{\perp}}{B^2} [(B \times \nabla S) \cdot (V \cdot \nabla) B - B \cdot [(B \times \nabla S) \cdot \nabla] V] \\
&- \rho_0 B \cdot (V \cdot \nabla) V - B \cdot \nabla p_0 + b_{\perp} \frac{B^2}{(\nabla S)^2} (\nabla \times B) \cdot \nabla S
\end{align}

\begin{align}
\rho (\nabla S)^2 \frac{\partial v_{\perp}}{\partial t} &= 2 \rho v_{\perp} \nabla S \cdot (\nabla S \cdot \nabla) V - \rho (\nabla S)^2 (V \cdot \nabla_{||}) v_{\perp} \\
&+ \rho v_{\perp} \frac{(\nabla S)^2}{B^2} [B \cdot (V \cdot \nabla) B + (B \cdot \nabla) V] \\
&- \rho v_{\perp} (\nabla S)^2 \nabla \cdot V - \rho_0 (B \times \nabla S) \cdot (V \cdot \nabla) V - 2 \rho_0 \kappa \cdot (B \times \nabla S) + B^2 (B \cdot \nabla) b_{\perp} \\
&- \rho v_{\perp} \frac{(B \times \nabla S)}{B^2} \cdot [(V \cdot \nabla) B + (B \cdot \nabla) V].
\end{align}

From Faraday's law we obtain:

\begin{align}
\frac{\partial b_{\perp}}{\partial t} &= -2 \frac{\nabla S \cdot (\nabla S \cdot \nabla)V}{(\nabla S)^2} b_{\perp} - \frac{B}{B^2} \cdot [(B \cdot \nabla) V + (V \cdot \nabla) B] b_{\perp}
\end{align}
\( + \left( \frac{\mathbf{B} \times \nabla S}{B^2} \right) \cdot \left[ (\frac{\mathbf{B}}{B^2} \cdot \nabla) \mathbf{V} - (\mathbf{V} \cdot \nabla) \frac{\mathbf{B}}{B^2} \right] \mathbf{b}_\parallel - \mathbf{b}_\perp \right) \cdot \nabla \mathbf{V} - \frac{(\nabla S)^2}{B^2} \mathbf{V} - \eta n^2 (\nabla S)^2 \mathbf{v}_\perp \]

and from the continuity equation and energy balance:

\[
\frac{\partial \rho_0}{\partial t} = -(\mathbf{V} \cdot \nabla) \rho_0 - \mathbf{v}_0 \cdot \nabla \rho - \rho_0 \nabla \cdot \mathbf{V} - \rho_0 \mathbf{b}_\parallel \cdot \nabla \mathbf{V} - \rho \mathbf{v}_\perp \cdot \mathbf{v}_1
\]

\[
\frac{\partial \rho_0}{\partial t} = -(\mathbf{V} \cdot \nabla) \rho_0 - \mathbf{v}_0 \cdot \nabla \rho - \Gamma \rho_0 \nabla \cdot \mathbf{V} - \Gamma \rho_0 \mathbf{b}_\parallel \cdot \nabla \mathbf{V} - \Gamma \mathbf{v}_\perp \cdot \mathbf{v}_1.
\]

Note that the term \( \alpha \nabla_\perp \cdot \mathbf{v}_1 \) in the last two equations is of the next to leading order in \( \varepsilon \)
and has to be eliminated by the parallel component of Faraday’s law:

\[
B_\perp \nabla_\perp \cdot \mathbf{v}_1 = \frac{\partial \rho_0}{\partial t} + B \cdot (\mathbf{b}_0 \cdot \nabla) \mathbf{V} - B \cdot (\mathbf{V} \cdot \nabla) \mathbf{b}_0 + \rho_0 \nabla \cdot \mathbf{V} - \frac{1}{2} (\mathbf{v}_0 \cdot \nabla) B^2 + \eta n^2 (\nabla S)^2 \rho_0
\]

3. Discussion: In the flowless case the system of equations (14)-(19) trivially reproduces
the ordinary time dependent ballooning equations of Refs.(6,7). Furthermore we see from
eq.(10) that the parametric resonance disappears in the case of parallel flow. In this limit
the eikonal remains, as in the static case, constant in time.
One important feature of our ordering scheme is the appearance of slow time derivatives
only. Since the system appears to be incompressible on the fast time scale, we do not have
to consider effects of the fast magnetoacoustic wave in this ordering.
Numerical solutions of these equations will be presented in a forthcoming publication.

Acknowledgement: We thank K. Lackner for helpful discussions.

REFERENCES

STUDY OF CURVATURE INDUCED LOW FREQUENCY INSTABILITIES
in a Toroidal Plasma

D. Bora, C. B. Dwivedi and P. K. Kaw
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ABSTRACT

Experimental and theoretical studies of low frequency curvature induced instabilities have been conducted in a basic toroidal magnetic field system called BETA. Coherent fluctuations in density and potential around 9 kHz are observed. At radially outer locations, the oscillation is identified as curvature induced Rayleigh-Taylor (R-T) instability. The instability is stabilized by applying a small shear to the toroidal field. The measured threshold values for shear stabilization are found to be higher than those predicted from collisionless plasma theory. A quantitative explanation for the increased shear fields required has been given in terms of a collisional plasma theory, which is worked out in some detail.

I. INTRODUCTION

It is well known that a magnetically confined plasma in a region with bad curvature is unstable to flute perturbations. This is due to the fact that the centrifugal force acting on the particles gives rise to the 'gravitational instability'. Several experiments with curved magnetic field lines have been conducted to study this instability. However, in all these experiments the plasma is typically in contact with end plates. We report here on experiments on the curvature induced instability in a purely toroidal magnetised plasma column. In this configuration the field lines are endless (or very long even when field errors and/or shear fields are taken into account) and difficulties associated with end plates are minimised.

II. EXPERIMENTAL SET-UP AND RESULTS

The measurements are carried out in a toroidal basic plasma device BETA. The major radius of the vacuum vessel is \( R = 45 \) cm while the minor radius is \( a = 15 \) cm. Argon plasma with a density \( n_e = 10^{17} \) cm\(^{-3} \) is produced at different pressures between \( 10^{-4} \) to \( 10^{-5} \) torr. The electron temperature is measured to be \( T_e = 5 \) eV while the ion temperature \( (T_i) \) is measured as \((0.7 \pm 0.2) \) eV. The experiment has been conducted at low toroidal magnetic field \( (B_T) \) values (typically 200 gauss). At such magnetic field values, a crowbarred magnetic field duration of \(~40\) msec is obtained. A circular conducting aperture with a diameter of 20 cm defines the main plasma radial dimension.

The equilibrium plasma density \( (n) \) and the floating potential \( (V_f) \) profiles are measured in the radial direction with the help of electrostatic Langmuir probes (fig. 1). Low frequency fluctuations in density \( (\delta n) \) and floating potential \( (\delta V_f) \) are also measured during the experiment.
It is observed that beyond a critical field $B_T \sim 150$ gauss, the fluctuations appear suddenly (during the fluctuation measurement the field varies by less than 6%). As $B_T$ is increased, higher harmonics of the basic frequency also appear and finally the fluctuations become turbulent. Radial profiles of $\bar{n}$ and $\bar{V}_f$ are plotted in fig. 2. Fluctuations in the ion saturation current and floating potential are simultaneously recorded at different radial and azimuthal positions. Cross correlation $P_{12}$ between two signals $\bar{n}$ from two azimuthal positions is shown in fig. 3. The coherence spectrum is also shown in the same figure. The fundamental frequency is measured as $9$ kHz. The phase difference between $\bar{n}$, $\bar{V}_f$ signals at the two azimuthal locations has a value of $180^\circ$. The phase shift is same at the radially outer position ($r = 6$ cm). However, in contrast, the phase shift at the inner radial position ($r = -3$ cm) is measured to be less than $45^\circ$. To further identify the instability, we introduce a small shear to the toroidal field by applying a weak vertical magnetic field. The amplitude of the fluctuations as a function of the vertical field is shown in fig. 4. The instability is suppressed at all positions except $r = -3$ cm. Since the R-T instability is strongly suppressed by shear and gives $180^\circ$ phase shift between $\bar{n}$, $\bar{V}_f$ we conclude that fluctuations at all locations other than $r = -3$ cm are dominated by R.T. mode. Fluctuations in the vicinity of $r = -3$ cm seem to be dominated by the density gradient drift waves. It is interesting to note that $r = -3$ cm is the location of the maximum density gradient in the good curvature region.

III. THEORETICAL CONSIDERATIONS

Experimentally it is observed that the vertical field required for shear stabilization of the R-T instability is larger than that predicted by collisionless theory. To explain this discrepancy, the dispersion relation for R-T instability in a collisional plasma (dominant collisional effect being the friction on the parallel electron motion) is derived on the basis of Braginskii two fluid equations. The dispersion relation in slab geometry, may be written

$$\omega_i^2 + \omega_i [-(k g/k_i + k C_i^2 k_i) + i (m_i k_i^2 n_i/m_i k_i^2 n_i) (1 + k_i^2 C_i^2 n_i)]$$

+ $[k g - i (k m_i n_i^2 m_i^2 k_i^2 n_i) (k C_i^2 k_i n_i + k C_i^2 k_i n_i)] = 0 \quad (1)$

where $\omega_i = [\omega + (k g/k_i C_i^2 n_i) + (k g/k_i C_i^2 n_i) + (k g/k_i C_i^2 n_i)]$, $C_i = \sqrt{k n_i T_i e/m_i}$, $v_e = v_e + v_e$, $g = (C_i^2 + C_i^2 m_i/m_i)/R$, $g_i = C_i^2/k_i$, $k = - (1/n_i)(d n_i/dR)$, $r_L = C_i/\Omega_i$, $v_e$ and $v_e$ are the electron-ion and electron neutral collision frequencies and other symbols have usual meanings. Eqn. (1) has been derived under the assumptions of quasi-neutrality, neglect of electron inertia and the conditions $\omega_i < \Omega_i$, $k_i r_L < 1$, $v_e < \Omega_i$. Fig. 5 shows a plot depicting the variation of the growth rate with the applied shear ('vertical') field and the background pressures. The vertical field needed for suppression of the R-T instability and its variation with background pressure are found to be in good agreement with experimental results.
Certain features of the experimental results, such as the existence of R.T. instability dominated fluctuations in the good curvature region \( r = -8 \text{ cm} \) cannot be explained by the local slab approximation theory described above. We have set up the eigenvalue problem for R.T. modes in a plasma with equilibrium density variations \( n_0(R,z) = n_0 \exp[-(R-R_0)^2/2L^2] \) but with modes defined by boundary conditions \( \phi = 0 \) on a circular conducting aperture of radius \( a \), as in the experiment. The electron and ion continuity equations may be written as

\[ -[\tilde{\omega} + (ik_c^2 e^2/n_e)](n_p/n_o) + (g_e/n_o \Omega_e) [(m+p)(n_{p+1} - n_{p-1})/\rho + (n_{p+1} - n_{p-1})/\rho + (n'_{p+1} - n'_{p-1})] + [C(m+p)/2B_o L_n^2 + ek_n^2/m_e] \phi_p + \phi = 0 \]  
(2)

and

\[ -\tilde{\omega} (n_p/n_o) - (e\omega / m_o \Omega_i^2) \{ \{ \partial (\tilde{\omega} \partial \phi_p / \partial \rho) / \partial \rho \}/\tilde{\omega} + (\partial \phi_p / \partial \rho) / \rho \]  
+ (m+p) \phi_p / \rho - \rho \phi_i^2 \phi_p / 2 \omega L_n^2 \} + \phi = 0 \]  
(3)

where \( g_e = m_e e^2/m_o R \), \( \tilde{\omega} = \omega - (m+p) CE_0/B_o \rho \), \( m,p \) denote poloidal mode numbers which couple to each other due to equilibrium \( \theta \) variations.

\[ \phi_p = (\partial C/2B_o) [(m+p)(\phi_{p+1} + \phi_{p-1})/\rho + (\phi_{p+1} - \phi_{p-1})/\rho + (\phi'_{p+1} - \phi'_{p-1})] + (\partial C/4B_o L_n^2)[(m+p)(\phi_{p+2} + \phi_{p-2})/\rho + 2(\phi_{p+2} - \phi_{p-2})/\rho + (\phi'_{p+2} - \phi'_{p-2})] \]

In the limit \( (m+p) >> 1 \), we recover the slab results as we should. The above difference-differential equations are being numerically solved after using an appropriate truncation procedure and results will be published separately. They show that R.T. fluctuations indeed have a finite amplitude in the good curvature region.

IV. CONCLUSIONS:

R.T. instability has been observed in purely toroidal magnetic field and stabilized with the help of weak shear in \( B_\theta \). Experimentally observed shear requirement is well explained by a theory including parallel electron friction. A more realistic geometry calculation can qualitatively explain appearance of R-T fluctuations in good curvature region.

We thank G. Prasad for his assistance in numerical work.
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Fig. 1: Plasma density \( n \) & floating potential \( V_f \) as a function of minor radius \( r \).

Fig. 2: Fluctuations in \( \bar{n} \) and \( \bar{V}_f \) as a function of \( r \).

Fig. 3: Cross correlation \( P_{12} \) and corresponding coherence spectrum \( \gamma_{12} \).

Fig. 4: Amplitude of \( \bar{n} \) as a function of \( B_v \) for various radial positions.

Fig. 5: Collisisonal growth rate as a function of \( B_v \) for different pressures: \( P_1 < P_2 < P_3 < P_4 < P_5 \).
ADDITIONAL ADIABATIC HEATING OF PLASMA

Marin R. Mehandjiev

"BIOTECH" Science & Engineering Co., Varna, Bulgaria

A theoretical possibility of a plasma additional adiabatic heating up to temperatures needed for the begin of D-T thermonuclear fusion reaction, has been found on the base of the polyenergetic conjugation expression, developed in the Thermodynamics of Accumulation Processes /TAP/. TAP is a branch of the non-equilibrium thermodynamics. The thermodynamics of irreversible processes is another branch of the entire non-equilibrium thermodynamics. TAP deals with the phenomena associated with the introduction, conversion and accumulation of mass or energy or both in the affected, open or closed, systems. A general form of the polyenergetic conjugation relationship is:

\[
\prod_{r=1}^{n} p_r^{\Theta_r} x_i^{\Theta_i} = \text{constant}; \quad r+i+1=n \geq 2; \quad r \neq i \]

where: \( T \) - Kelvin temperature; \( p_r, x_i \) - intensity and capacity factors of \( n \) various elementary energy kinds; \( \Theta_r, \Theta_i \) - experimentally determined exponents. In practical cases \( n \) is rarely bigger than 2 or 3. The well known equations which associate the factors of adiabatic gas systems are particular cases of Eq.1; the latter has been proved also for factors as \( T \) and the surface area \( s \) of solid particles in adiabatic fluid systems. \( \Theta_i \)-value for \( s \) in such cases is \( 0.04 \). A polyenergetic conjugation equation written for \( T \) and \( s \), \( n=2 \), has the following forms:

\[
T_s^{0.04} = \text{constant}; \quad T_1s_1^{0.04} = T_2s_2^{0.04} = \text{constant}, \quad 2
\]

where the symbols are indexed for two successive times: 1 and 2 respectively.

In the initial stage of a D-T thermonuclear fusion reaction, injections of \( 10^5 - 10^6 \) m\(^{-3}\) s\(^{-1}\) carbon dust particles with approximately \( 10^{-8} \) m diameter are necessary for a plas-
ma heated up to 6 keV and having $10^{17}$ m$^{-3}$ deuterium and tritium ions. Assuming $s_2 = 10^{-6}s_1 \rightarrow 0$ in Eq. 2, the effective plasma temperature $T_2$, due to the adiabatic disappearance of $3.10^{10}$ m$^2$s$^{-1}$ surface area of dust particles, calculated by Eq. 3:

$$T_2 = 6\left(\frac{1}{10^{-6}}\right)^{0.04} = 10.44 \text{ keV}$$

is 10.44 keV, which is considered sufficient for the begin of the fusion reaction.

Heat quantities needed for heating up to 4470 K and for evaporation of the dust particles, as well as for the ionization of the carbon atoms are, in the case of $10^6$ m$^{-3}$ particles, as follows: 1815, $10^{16}$ keV.g$^{-1}$; 37441, $10^{16}$ keV.g$^{-1}$ and 55220, $10^{16}$ keV.g$^{-1}$ respectively, or $2.10^{-2}$ keV.s$^{-1}$,ion$^{-1}$ on the whole. That total heat can be ensured by the collisions between the plasma flux particles and the dust particles or carbon atoms. Assuming a realization of 0.1 s$^{-1}$ collisions and 0.033 s$^{-1}$ favorable collisions; using the constant value $k = 0.8625,10^{-7}$ keV.K$^{-1}$, an initial plasma temperature $T_1 = 6$ keV = 4.64 . $10^7$ K and, a negligible initial dust particles' temperature, we can calculate that the favorable collisions ensure an energy equal to:

$$1.32 .10^{-1} \text{ keV.s}^{-1}.\text{ion}^{-1} > 2.10^{-2} \text{ keV.s}^{-1}.\text{ion}^{-1}$$

The value of the slowing-down radiation power density is: $2.6 .10^{-1}$ keV.m$^{-3}$.s$^{-1}$ and therefore is also negligible.

Thus an additional adiabatic heating of the plasma in accordance with Eq. 3, using injections of carbon dust particles in the plasma flux, can ensure a stabilized and controllable thermonuclear fusion process. As known, carbon powder with particles' diameter of about $10^{-9}$ m is produced and used in chemical experiments nowadays [1].

According to the Adenergetic Effect Rule of TAP each continuous constant impact can cause an instability of the affected system, due to acceleration phenomena [2]. Therefore, an absolutely constant dust quantity injection velocity $/g.s^{-1}/$ should be avoided. On the other side, the evaporation of the dust particles in the plasma volume should prevent the fragmentation of the plasma flux, observed in the thermonuclear fusion experiments. That fragmentation is, probably, a
result of the process' acceleration, regarding the adenerative effect rule of TAP.

Conclusion.

A theoretical possibility of controlled thermonuclear fusion realization in limited plasma volumes and at moderate input plasma conditions is proposed on the base of regularities of the thermodynamics of accumulation processes. That possibility consists in injections of carbon dust particles of high purity and dispersity, or other similar particles, in the heated up to 6 keV D-T plasma flux.

References.
PALAZZO PISANI
A' S. Tomào Sopra il Canal Grande
QUASILINEAR THEORY OF BUNEMAN'S INSTABILITY
IN HOT ELECTRON PLASMA $T_e \gg T_i$

Sh. M. Khalil and B. F. Mohamed

Atomic Energy Authority, Nuclear Research Centre
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The development of Buneman kinetic instability in plasma with hot electrons and cold ions is investigated in the quasilinear approximation. It is supposed that the current in the plasma is determined by the relative motion of ions and electrons that appears, for instance, due to propagation of low frequency surface wave or big amplitude waves in plasma injection, $\Theta$-pinches and other devices.

We confine ourselves to the case of sufficiently high frequency and small scale plasma oscillations, so that unperturbed density $n_0$, temperature $T$ and current velocity $U$ are practically homogeneous and do not change during the development of instability. Thus the problem is reduced to the study of instability excited in a homogeneous plasma in which electrons move with respect to ions with a velocity exceeding the threshold velocity ($U > U_{0s}$).

It is known that, at great current velocities ($U \gg U_{0s}$), Buneman's instability takes place $/1/$, and it can be saturated under the conditions of plasma strong turbulence $/2/$. Accordingly, strong turbulent heating of the plasma may lead to rapid increase of $U_{0s}$ up to a value $U$. Therefore, it is of great interest to investigate the instability at current velocities close to the instability threshold values, i.e. at $\Delta U = U - U_{0s} \ll U_{0s}$.

We start using the collisionless, field-free Vlassov's kinetic equation

$$\frac{\partial f^x}{\partial t} + \vec{v} \cdot \frac{\partial f^x}{\partial \vec{r}} - \frac{e}{m} \vec{V} \frac{\partial f^x}{\partial \vec{v}} = 0 \quad (1)$$

As usually done in the quasilinear treatment we set

$$f = f_0 + f^x \quad \text{with} \quad |f_0(\vec{r}, t)| \gg |f(\vec{r}, \vec{v}, t)|, \ \lambda = e, \iota.$$

Hence we get

$$\frac{\partial f_0^x}{\partial t} = \frac{e}{m} \frac{\partial}{\partial \vec{v}} \langle \vec{V} f^x \rangle \quad (2)$$

and

$$\frac{\partial f^x}{\partial t} = -\vec{v} \cdot \frac{\partial f^x}{\partial \vec{r}} + \frac{e}{m} \vec{V} \frac{\partial f^x}{\partial \vec{v}} + \frac{e}{m} \left[ \frac{\partial}{\partial \vec{v}} \left( \frac{\partial f^x}{\partial \vec{v}} \right) - \frac{\partial}{\partial \vec{v}} \langle \vec{V} f^x \rangle \right] \quad (3)$$
where $\langle \ldots \rangle$ are averaging symbols over phases, and $\langle \hat{f} \rangle = \langle \Phi \rangle = 0$.

Neglecting nonlinear terms on the right hand side of (3) and using Fourier transform
\[
\{ \hat{f}^x, \Phi \} = \sum_{\alpha} \{ f^x_{\alpha}, \Phi_{\alpha} \} e^{i (k_\alpha - \omega t)}, \quad \alpha = k, \omega
\]
equation (3) becomes
\[
(\omega - k_\alpha \vec{v}) \Phi_{\alpha} = - \frac{\epsilon}{m_{\alpha}} \Phi_{\alpha} \left( \frac{\partial \rho_{\alpha}}{\partial t} \right)
\]
(4)

Using Fourier transformation over velocity, we get
\[
(\kappa \frac{\partial^2}{\partial \rho^2} + i \omega) \Phi_{\alpha}(\vec{\rho}) = \frac{\epsilon}{m_{\alpha}} \Phi_{\alpha}(\vec{\rho}) \Phi_{0}(\vec{\rho})
\]
(5)

with the following solution:
\[
\Phi_{\alpha}(\vec{\rho}) = \frac{\epsilon}{m_{\alpha}} \cdot M_{\alpha}(\vec{\rho})
\]
(6)

\[
M_{\alpha}(\vec{\rho}) = \frac{1}{\kappa^2} \exp\left( -\frac{i \omega (k_{\alpha} \vec{\rho})}{\kappa^2} \right) \int d\vec{\rho} \left( k_{\alpha} \vec{\rho} \right) \Phi_{0}(\vec{\rho}) \exp\left( \frac{i \omega (k_{\alpha} \vec{\rho})}{\kappa^2} \right)
\]
(7)

Similarly we can obtain for (2)
\[
\frac{\partial \rho_{\alpha}}{\partial t} = \frac{\epsilon}{m_{\alpha}} \sum_{\alpha} \left( \Phi_{\alpha} \left( k_{\alpha} \vec{\rho} \right) M_{\alpha}(\vec{\rho}) \right)
\]
(8)

and from Poisson's equation we have
\[
\Phi_{\alpha} = \frac{\epsilon}{\kappa^2} \sum_{\alpha} \Phi_{\alpha} \int \Phi_{\alpha} d\vec{\rho}
\]
(9)

In the case of weak nonlinearity the background distribution function not a Maxwellian function. It is convenient to set
\[
\Phi_{\alpha} = \Phi_{\alpha}(\vec{x}) + \delta \Phi_{\alpha}(\vec{x})
\]
\[
\Phi_{\alpha} = \Phi_{\alpha} + \frac{i \omega (k_{\alpha} \vec{\rho})}{\kappa^2}
\]
(10)

Denoting
\[
\vec{\rho}' = \rho' + \frac{k_{\alpha} (k_{\alpha} \vec{x})}{\kappa^2} = \vec{\rho} + \vec{\rho}
\]
and using (10) in (6), (8) we can obtain the the linear and quasilinear dielectric permeabilities describing the system as
\[
\begin{align*}
\phi_{\alpha}^{\omega}(k_{\alpha} \vec{\rho}) &= 1 - \sum_{\alpha} \frac{\omega_{\alpha}^{\omega}}{k_{\alpha}^2} \int d\vec{\rho'} \frac{(k_{\alpha} \vec{\rho'})}{\kappa} e^{i \omega (k_{\alpha} \vec{\rho'} \Phi_{\alpha}^{'2}} \\
\delta \phi_{\alpha}^{\omega}(k_{\alpha} \vec{\rho}) &= \sum_{\alpha} \frac{\omega_{\alpha}^{\omega}}{k_{\alpha}^2} \int d\vec{\rho'} \frac{(k_{\alpha} \vec{\rho'})}{\kappa} e^{i \omega (k_{\alpha} \vec{\rho'} \Phi_{\alpha}^{'2}}
\end{align*}
\]
(11)

where
\[
\delta \phi_{\alpha}^{\omega}(k_{\alpha} \vec{\rho}) = -\left( \frac{\epsilon_{\alpha} \rho_{\alpha}}{m_{\alpha} V_{\alpha}^2} \right) \sum_{\alpha'} \left( k_{\alpha} \vec{\rho} \right) \left( \int \Phi_{\alpha'}(t) dt \right) W_{\alpha}(Z_{\alpha'}^\omega) e^{-i \omega (k_{\alpha} \vec{\rho}) \frac{k^2}{2}}
\]
(13)

with
\[
W_{\alpha}(Z_{\alpha'}^\omega) = 2 \int (k_{\alpha} \vec{\rho}) V_{\alpha} \sqrt{k_1} \exp(-\frac{1}{2} Z_{\alpha'}^\omega) d\tau.
\]
\[ Z_k^\alpha = \frac{\omega - \vec{k} \cdot \vec{u}_k}{\gamma_k^2 \lambda' V_{Te}} \quad I = \int_{\vec{r}} \bigg| \varphi \bigg|^2 \quad \omega \rho = (\frac{\alpha^2 e^2 n_0}{m_\alpha})^{1/2} \]

Introducing \[ \sum_{\vec{r}} \int d\vec{k}' \]

the quasilinear dielectric will take the form

\[ \delta \varepsilon^\alpha(N, \omega) = -\frac{e_0}{\gamma_k^2} \left( \frac{\omega \rho}{\gamma_k^2} \right)^2 Z_k^\alpha e^{-Z_k^\alpha} \int \frac{\gamma_k^3}{(\omega - \omega')}^3 \int d\vec{k}' \int I \, dt \]

(14)

In our case \( T_e \gg T_i \), and we can find that \( |\delta \varepsilon^e / \delta \varepsilon^e| \ll 1 \), i.e., the contribution of the electrons is very small in the dispersion equation and can be neglected.

The dispersion equation of the system will have the form

\[ 1 + \varepsilon^\alpha + \delta \varepsilon^\alpha = 0 \]

(15)

Using the value of \( \delta \varepsilon^e \) from (14) in the dispersion equation (15), and making use of the results of the linear theory \cite{3}, we can obtain the frequency and growth rate of the instability

\[ \omega = \omega_0 + \delta \omega \quad \gamma = \gamma_0 + \delta \gamma \]

(16)

\[ \delta \omega = \frac{\omega_0^2 \gamma_0^2 V_{Te}^2}{\gamma_k^2} Re \delta \varepsilon^e \quad \delta \gamma = \frac{2 \omega_0^2 V_{Te}^2}{\gamma_k^2} Im \delta \varepsilon^e \]

(17)

\[ \gamma_0 = \frac{\sqrt{\gamma_k^2}}{\gamma_k^2} \omega_0 \left( \frac{U_{C_1}}{V_{Te}} \right) \left( \frac{\Delta U}{U_{C_1}} - \frac{\theta^2}{2} - \left( \frac{\Delta \kappa}{\kappa_0} \right)^2 \right) \]

(18)

\[ \omega_0 = \omega_0 \left( \frac{V_{Te}}{U_{C_1}} \right) \left[ x_1 \left( \frac{\Delta U}{U_{C_1}} - \frac{\theta^2}{2} \right) - \frac{3}{2} \left( 1 - x_1 \right) \left( \frac{\Delta \kappa}{\kappa_0} \right)^2 \right] \]

(19)

\( \omega_0, \kappa_0, U_{C_1} \) are the threshold (frequency, wave number, velocity) of the instability, \( \theta \) is the angle between \( k \) and \( \vec{u} \).

The equation describing the intensity of oscillations will have the form

\[ \frac{\partial I_k}{\partial t} = 2 I_k \left( \gamma_0 + \delta \gamma \right) \]

(20)

At \( T_e \gg T_i \), equations (14), (16) indicates that, under the condition \( (\omega/k) > (\omega'k') \), \( \delta \varepsilon^e \) and hence \( \delta \gamma \) is of negative value, and this shows that the quasilinear effect leads to the suppression of the Buneman's instability. On the other hand when \( (\omega/k) < (\omega'k') \), the instability is growing sharply.

In the case of hot ion plasma \( T_i \gg T_e / 4 \), the quasilinear effect leads to a gradual increase of the growth rate and to the transformation from a weak instability in the linear stage into strong one ( \( \gamma_k \approx \omega_k \) ).
For isothermal plasma $T_i = T$ /5/, in the case when an external electric field is applied, it is found that for critical value of this field $E_{cr}$, the instability is amplified for $E < E_{cr}$ and a saturation of the instability at $E > E_{cr}$, in the quasilinear approximation.

The nonlinear stage of Buneman's instability in the proximity of its excitation threshold is studied in ref. /6/. It was proved that for such instability the nonlinear wave interaction is not essential, and the major effect, saturation of the instability, is when taking into account quasilinear approximation.
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GYROKINETIC CYCLOTRON INSTABILITY OF ENERGETIC IONS IN TOKAMAK PLASMAS
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The stability of the fast wave in the presence of an energetic ion population is of interest in both beam-heated and thermonuclear fusion plasmas. Here, tokamak plasmas are modelled using a magnetic field \( B = B_0 \cos(x/L_B) \), the hot ion velocity distribution is represented by a drifted ring, and fast wave cyclotron resonance is examined within the framework of gyrokinetic theory. This enables the variation of magnetic field strength across the gyro-orbit to be included, giving a treatment of finite Larmor radius cyclotron resonance that differs qualitatively from a locally uniform approach.

We employ the arbitrary frequency gyrokinetic theory of Chen and Tsai\(^{[1,2]}\), which provides an exact linear formulation of cyclotron resonance in general non-uniform magnetic fields. The relevance of this formalism to radio frequency plasma phenomena has been noted by Lee, Myra and Catto\(^{[3]}\), but its full potential has not yet been exploited.

Following Refs. 1 and 2, we start with the linearized Vlasov equation in particle phase space \((x, v)\):

\[
\left[ \frac{\partial}{\partial t} + v \cdot \nabla_x + \left( \frac{q}{mc} \right) (v \times B) \cdot \nabla_v \right] \delta f = - \left( \frac{q}{mc} \right) (C_e + v \times B) \cdot \nabla_v F, \tag{1}
\]

where \( \delta f \) and \( F \) are the perturbed and equilibrium distribution functions, and \( C_e, \delta B \) and \( B \) are the perturbed electric and magnetic fields and the equilibrium magnetic field respectively. The arbitrary frequency gyrokinetic equation\(^{[1,2]}\), is obtained by transforming Eq.(1) to guiding centre phase space \((X, \nu)\), where \( X = x + v \times e^\|/\Omega \) and \( \nu = (\epsilon, \mu, \alpha) \). Here \( \epsilon = v^2/2, \mu = v_\perp^2/2B, e^\| = B/B, \Omega = eB/mc, \alpha \) is the gyrophase angle defined by \( Y_I = v_I (e_1 \cos \alpha + e_2 \sin \alpha) \), and \( e_1, e_2 \) are local orthonormal vectors. We refer to Refs. 1 and 2 for the derivation of the high frequency gyrokinetic equation,

\[
< L_H > \delta H = i(q/m) \left[ \omega \delta F \delta \epsilon / \partial \epsilon + (\Omega/B) \delta F \delta \mu / \partial \mu \right] \delta \psi, \tag{2}
\]

where \( < L_H > \delta H = \left( \nabla e^\| + \nabla \mu \right) \cdot \nu - \partial / \partial \Omega + \partial \omega, \) and the subscript \( g \) refers to guiding centre coordinates. Note that magnetic field inhomogeneity enters \( < L_H > \delta H \) explicitly, through the spatial dependence of \( \Omega \). The quantities \( \nabla e^\| \) and \( \partial \omega \) are defined in Refs. 1 and 2 but are not required here, and \( \nu \) is the equilibrium drift (soon to be neglected) due to magnetic field inhomogeneity. The perturbed field amplitudes enter Eq.(8) through the quantity \( \delta \psi = \delta \phi - v \Delta \phi/c, \) where \( \delta \phi \) and \( \Delta \phi \) are the electromagnetic potentials and the Coulomb gauge is used. In obtaining Eq.(2), the perturbed quantities have been expanded as Fourier series in \( \alpha \), which enters through the guiding centre transformation. For example, \( < \delta H > \delta H = (2\pi)^{-1} \int_0^{2\pi} d\epsilon \int_0^{2\pi} d\alpha \int_0^{2\pi} d\phi \int_0^{2\pi} d\mu \int_0^\infty d\delta H \delta H \int_0^\infty d\delta H \delta H \exp(i\alpha), \) where \( \delta H \) is proportional to the perturbed distribution function.
\[ \delta f [1,2]. \] We represent all perturbed quantities by eikonals of the form
\[ \delta f = \delta f_k \exp(ik \cdot x), \] where \( k = e_x \cos \xi + e_y \sin \xi. \) The contribution to \( \delta f_k \) associated with the resonant value of \( \xi \) is
\[ \delta f_k \cong \frac{qL_B/\lambda m}{(v_\perp \sin \alpha - \beta_\perp)} \left[ \frac{(\omega - \Omega)}{v_\parallel} \frac{\partial F_0}{\partial v_\parallel} + \frac{\Omega}{v_\perp} \frac{\partial F_0}{\partial v_\perp} \right] \times \]
\[ \frac{\sum_{p=-\infty}^{\infty} \exp[i(p-\xi)(\alpha - \xi)]J_p(k_1 v_\perp)}{\frac{k}{v_\perp} \delta_B \delta_k} \]
\[ \frac{\frac{1}{j'_k(s \frac{1}{\sqrt{m}})} v_\perp \delta_\perp}{c} \]
\[ (\delta f_k)_R = \frac{qL_B/\lambda m}{(v_\perp \sin \alpha - \beta_\perp)} \left[ \frac{(\omega - \Omega)}{v_\parallel} \frac{\partial F_0}{\partial v_\parallel} + \frac{\Omega}{v_\perp} \frac{\partial F_0}{\partial v_\perp} \right] \times \]
\[ \frac{\sum_{p=-\infty}^{\infty} \exp[i(p-\xi)(\alpha - \xi)]J_p(k_1 v_\perp)}{\frac{k}{v_\perp} \delta_B \delta_k} \]
\[ \frac{\frac{1}{j'_k(s \frac{1}{\sqrt{m}})} v_\perp \delta_\perp}{c} \]
\[ (\delta f_k)_R \]
where \( \beta_\perp \equiv (L_B/\xi)[\omega - \Omega(x)]. \) The resonant contribution to the \( x \)-component of the perturbed current density is
\[ (\delta J_{xk})_R = q/((\delta f_k)_R) \left( \frac{v_\perp \cos \alpha}{c} \right) \frac{dv_\perp}{dv_\parallel} d\alpha. \] (4)
For the \( y \)-component, \( \cos \alpha \) in Eq. (4) is replaced by \( \sin \alpha. \) In order to perform the integration in Eq. (4), it is necessary to specify the equilibrium hot ion velocity distribution \( F_0 \) in Eq. (3). We choose a drifted ring distribution,
\[ F_0 = (n_0/2\pi v_\perp) \delta(v_\perp - v_{10}) \delta(v_\parallel - v_{\parallel 0}). \] (5)
Combining Eqs. (3) and (5) with Eq. (4) and its equivalent for \( (\delta J_{yk})_R \), we obtain the resonant perpendicular current that arises from the perturbed hot ion distribution. For substitution into Poisson's and Maxwell's equations, we require the expressions
\[ \left| \frac{(k \cdot \delta J_k)_R}{(k \times \delta J_k)_R} \right| = \frac{-n_0 q^2 \Omega k_1 L_B}{2\pi n v_{10}} \sum_{p=-\infty}^{\infty} \frac{\partial G_p}{\partial v_\perp} \left[ \frac{\cos(\omega \xi)}{\sin(\omega \xi)} \right] \frac{d\alpha}{d\alpha}. \] (6)
Here \( \left| \right| \) denotes evaluation at \( v_\perp = v_{10} \) and \( v_\parallel = v_{\parallel 0}, \) and
\[ \delta_\perp = \frac{v_\perp J_p(k_1 v_\perp)}{(v_\perp \sin \alpha - \beta_\perp)} \left[ J'_k(s \frac{1}{\sqrt{m}})(\delta_\perp - \frac{\delta_\parallel}{c} \delta_A k) \right] - \frac{v_\parallel}{k_1} J'_k(s \frac{1}{\sqrt{m}})(\delta_\perp - \frac{\delta_\parallel}{c} \delta_A k). \] (7)
Note that \( \alpha \) enters the gyrokinetic resonant denominator in the integrand in Eq. (6), through its appearance in Eq. (7). This is a consequence of magnetic field variation across the Larmor orbit. By combining Eq. (6) with standard expressions for the contributions to
k. δJ$k and k × δJ$k from background ions, electrons, and non-resonant hot ion terms, the dispersion relation for the fast wave propagating across the inhomogeneous magnetic field can be obtained from Poisson's and Maxwell's equations.

This approach has enabled us to identify a new instability for the fast wave in the presence of the hot ion distribution Eq. (5), which exists in the limit of uniform magnetic field. We denote bulk ions and hot ions by subscripts a and b respectively, and assume a small hot ion population $\omega_{pb}^2 \ll \omega_{pa}^2$. The appearance of $\delta A_{k}$ in Eq. (7) is a new feature of our theory. Here, however, we take the limit $v_i/c \ll 1$, so that the term proportional to $\delta A_{k}$ in Eq. (7) is negligible. Eliminating the remaining field amplitudes $\delta \phi_k$ and $\delta B_k$ between Poisson's and Maxwell's equations, we obtain the following dispersion relation for fast wave propagation perpendicular to the magnetic field, in the limit $L_B \gg \omega$:

$$\omega^2 \sim c_A^2 k^2 - \frac{\Omega_a^2 (\omega^2 - \Omega_b^2)}{\omega_{pa}^2 (\omega - \Delta \omega_b)} \left[ G_1 + G_2 \right]. \quad (8)$$

Here, $c_A$ is the Alfvén velocity and, writing $k_1 v_1 / \Omega_b = \nu_0$,

$$G_1 = - \frac{4 \Omega_b \omega_{pb}^2 \omega_{pa}^2}{(\omega^2 - \Omega_a^2)} \left\{ \frac{\Omega_b}{\Omega_a} \left[ J_{k-1}^2 (\nu_0) + J_{k+1}^2 (\nu_0) - 2 J_k^2 (\nu_0) \right] \right\} \right\}
+ \left\{ \frac{\nu_0^2}{\lambda^2} - 2 - \frac{c_A^2 k_1^2 (\omega^2 - \Omega_a^2)}{\lambda^2 \Omega_b^2} \frac{2 J_k^2 (\nu_0) J_k^2 (\nu_0)}{J_k^2 (\nu_0)} \right\}, \quad (9)$$

$$G_2 = - \frac{4 \omega_{pb}^2 [(1 - \frac{\nu_0^2}{\nu_0^2}) J_k^2 (\nu_0) + J_k^2 (\nu_0)]^2}. \quad (10)$$

We now examine the stability of the fast wave near the cyclotron resonance of the hot ions. Setting $c_A k_1 = \Omega_b$, and solving Eq. (8) for $\omega = \omega_{pb} + \omega_0$, we obtain a cubic equation for $\delta \omega$. This has complex roots, corresponding to instability, provided

$$G_1 > \frac{4 \Omega_a^2 (\omega_{pb}^2 - \Omega_a^2)}{54 \lambda^2 \Omega_b \omega_{pa}^2} \quad (11)$$

For $\Omega_b > \Omega_a$, the inequality Eq. (11) is necessarily satisfied whenever $G_1$ is negative. By Eq. (9), $G_1$ is negative whenever $J_k (\nu_0) = 0$. This demonstrates the existence of an instability. Let us denote the nth zero of $J_k$ by $s_{kn}$, so that fast wave instability at the nth cyclotron harmonic resonance of the hot ions occurs whenever $\nu_0 = s_{kn}$. Then the growth rate is given by

$$\gamma_{kn} = \text{Im} \delta \omega = \frac{3^{1/2}}{4^{1/2}} \frac{\omega_{pb}^2 \omega_{pa}^2 \nu_0^{1/2}}{\Omega_b^{1/2}} J_{k-1} (s_{kn}). \quad (12)$$
This is proportional to the square root of the hot ion density. We note that $\tau_{\text{An}}$ is proportional to $\sqrt{\mathcal{J}_{-1}^n(s_{\text{An}})}$, which is a monotonically increasing function of $\lambda$. Also, the conditions $c_A k_\perp = \Omega_b$ and $\nu_0 = s_{\text{An}}$ yield

$$v_{\perp 0}/c_A = s_{\text{An}}/\lambda.$$  \hspace{1cm} (13)

It follows that instability requires a super-Alfvenic perpendicular velocity $v_{\perp 0}$, whose magnitude decreases with increasing resonant harmonic number $\lambda$. A more detailed analysis of the dependence of Eqs.(9) to (11) on $\nu_0$ would enable us to quantify the properties of the instability more exactly.

In conclusion, our gyrokinetic analysis has shown a new cyclotron instability for the fast wave, propagating perpendicular to a uniform magnetic field in the presence of a drifted ring hot ion population. The formalism required to extend this treatment to non-uniform magnetic fields, which is our next objective, is given by Eqs.(6) and (7).

Gyrokinetic theory offers a means of extending the existing approach [5] to cyclotron instabilities driven by energetic particles, by including both magnetic field inhomogeneity and more realistic fusion product and beam distributions.
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A GALILEI–IN Variant Gyrokinetic Equation for Magnetoplasmas
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ABSTRACT - This paper addresses the problem of derivation of a general nonlinear gyrokinetic equation for magnetoplasmas fulfilling the basic symmetry property of Galilei invariance.

INTRODUCTION

A common feature of all existing kinetic theories for magnetoplasmas immersed in a strong magnetic field $B$, which exhibits time and space variations weak in an appropriate sense, [2–11] is that they are derived from non-relativistic particle dynamics by an expansion in a small parameter $\varepsilon$—to be identified with the ratio between the particle Larmor radius and a characteristic macroscopic scale length $L$, i.e. $\varepsilon = r_L / L$—in a fashion analogous to the time-honoured Chew, Golberger and Low technique [1]. A basic aspect of such approaches [2–11], besides the aforementioned expansion technique, is the adoption of averaging with respect to the gyro-phase ($\varphi$), i.e. an azimuth in velocity space in a plane perpendicular to the magnetic field $B$, yielding the so-called guiding center mechanics. Thus they produce an iterative scheme in which the expansion in $\varepsilon$ is truncated at prescribed order in $\varepsilon$, yielding a closed set of equations.

A problem is, however, that such truncation leads usually to the loss of exact conservation laws and symmetries and, in particular to violation of the basic symmetry of Galilei invariance.

Various approaches have been proposed in order satisfy, at least in part, such requirements and, at the same time, furnish a rational basis for guiding center kinetic theories [7,9,11].

Thus Boozer [7], considering the particular case of time-independent fields, proposed an "ad hoc" modification of the drift kinetic equation, in such a way to make possible the fulfillment of approximate conservation laws (i.e., the gyro-phase-average of the canonical momentum conjugate to an ignorable spatial coordinate in the case of exact spatial symmetries).

Instead, Littlejohn [9], while still retaining time-independent fields and disregarding kinetic theory, considered the problem in the framework of guiding center mechanics in the presence of large drift, showing that, by defining appropriate non canonical transformations, it is possible to preserve at least some conservation theorems and, at the same time, include higher-order terms.

Finally, a third independent approach due to Bernstein and Catto [11], developed in the framework of the so-called gyrokinetic theory, was able to reproduce and extend the results of Littlejohn, adopting a conceptually simpler approach, based on a gyrokinetic change of variables due to Catto [6]. Their theory apart simplicity has the merit of yielding, for a particular set of phase-space coordinates, a (gyro-) kinetic equation which is automatically accurate through first order with respect to a Larmor radius expansion without the need of recurring to an iterative scheme.

However, common feature of such guiding center kinetic theories is that they do not fulfill an exact property of Galilei invariance. The violation of such a basic
symmetry property, on the other hand, might lead to unpredictable results, especially when dealing with a nonlinear guiding center kinetic theory. Purpose of this communication is to show how such a deficiency can be corrected and a Galilei invariant guiding center kinetic equation can be derived. The method adopted, which has recently been proposed by the author [12], is based on an extension of an algorithm previously developed by Catto [6] and by Bernstein and Catto [11], allowing the derivation of a gyrokinetic equation in terms of the respective guiding center drift orbits.

GALILEI-IN Variant GYROKINETICS

It has been questioned by Vimmel [10] whether Galilei invariance can be preserved at all in a guiding center theory, suggesting that some formal restrictions might actually exist inhibiting the existence of an optimized, i.e. Galilei invariant guiding center theory. However, it is not hard to find out the origin of the difficulties met by customary guiding-center theories [12]. Here we intend to point out a solution to this well known problem, showing that a Galilei invariant gyrokinetic equation can be formulated, by introducing a suitable set of velocity-space coordinates.

Galilei invariance is, of course, expressed by the condition that for an isolated mechanical system the equations of motion are invariant with respect to the (special) Galilei transformation:

\[ \mathbf{r}' = \mathbf{r} + \mathbf{v}_0 t \]

with \( \mathbf{v}_0 \) an arbitrary constant (non-relativistic) velocity, which induces the velocity transformation:

\[ \mathbf{v}' = \mathbf{v} + \mathbf{v}_0 \]

Hence, for a magnetoplasma immersed in an electromagnetic field \( \{E, B\} \), it is understood that the transformation (1) is a rigid transformation applied not only to the mechanical system forming the plasma but also to the (external) sources generating the electromagnetic field, i.e. \( E \) and \( B \) transform under (2) as:

\[ E' = \frac{E - \mathbf{v}_0 \times B}{c}, \quad B' = B \]

while they are invariant with respect to a rigid translation in the previous sense.

Let us now recall that in previous guiding-center theories [see for example Refs. 9, 11] the gyrophase \( \phi \) was defined according to Eq. (9), identifying the reference velocity \( \mathbf{u}(\mathbf{r}, t) \) with the electric drift velocity \( \mathbf{u}_E = c \mathbf{E} / \mathbf{B} ^2 \). Accordingly \( \phi \), by itself, is not invariant with respect to the velocity transformation (2).

Introducing, in addition, as customary, the decomposition:

\[ \mathbf{v} = \mathbf{u} b + \mathbf{w} + \mathbf{U} \]

where

\[ \mathbf{u} = \mathbf{b} \cdot (\mathbf{v} - \mathbf{U}) \]

\[ \mathbf{w} = \left[ (\mathbf{v} - \mathbf{U})^2 - \mathbf{u}^2 \right]^{1/2} \]

we find that \( \mathbf{u} \) and \( \mathbf{w} \) are similarly non invariant.

It is possible to notice that the basic difficulty met by previous guiding-center theories is essentially related to such a type of choice for the velocity-space coordinates as well as to the truncation procedure used in the perturbative expansion
in terms of the small parameter $\epsilon$. We observe, in fact, that the kinetic (Fokker-Planck) equation expressed in terms of the previous velocity-space variables is, of course, still Galilei invariant as its gyro-phase average. However, upon introducing a perturbative expansion with respect to the small parameter $\epsilon$, and a truncation to some prescribed order in $\epsilon$, Galilei invariance may be lost due to the fact that the some of the terms assuring preservation of Galilei invariance (and appearing in the transformed variables corresponding to $\varphi, u, w$) are usually neglected, being considered of higher order in $\epsilon$.

Such a problem would evidently not appear if the velocity-space coordinates $(\varphi, u, w)$ could be suitably chosen in such a way to be already invariant with respect to the velocity transformation (2).

Here we intend to show that this problem can be solved in an simple way. In particular we find that an invariant gyrophase can be obtained by redefining appropriately the reference velocity $U(r, t)$ in Eq. (9), i.e. by setting:

\begin{equation}
U(r, t) = U_E - U_B(r, t) \cdot \mathbf{bb}
\end{equation}

with $U_E = \frac{e}{B^2} \mathbf{ExB}$ the electric drift and $U_B(r, t)$ the baricentric velocity of the fluid.

Denoting here with a prime the quantities in the moving frame, in fact by definition one gets:

\begin{align}
(9) & U'_E = \frac{e}{B^2} \mathbf{ExB}' = U_E + \mathbf{V}_0 \cdot (\mathbf{I} \cdot \mathbf{bb}) \\
(10) & U'_B = U_B + \mathbf{V}_0
\end{align}

and therefore it follows that $U'_E = U + \mathbf{V}_0$ and $\mathbf{V}' = \mathbf{V} - \mathbf{V}_0$. By redefining accordingly also the velocity-space coordinates $u$ and $w$ (see Eqs. (4)-(6)), we obtain a set of velocity-space coordinates $(u, w, \varphi)$ which are invariant with respect to the velocity transformation (2). As can readily be seen they advance in time through the following set equations of motion:

\begin{align}
(11) & \dot{u} = b \cdot \left( \frac{Ze}{m} - \frac{1}{2} u^2 \varphi \frac{\partial}{\partial r} \frac{\partial}{\partial \varphi} + \mathbf{V} \cdot \left( \frac{d}{d\tau} - \mathbf{V} \right) \right) + w \cdot \left( \frac{d}{d\tau} \mathbf{b} - (\mathbf{V} \mathbf{b}) \right) + w^2 \frac{\partial}{\partial \varphi} F \mathbf{b} \\
& \quad + \varphi = - \Omega + e_1 \cdot \mathbf{e}_2 \cdot \mathbf{e}_2 \frac{1}{2} (\mathbf{I} \cdot \mathbf{bb}) : (\mathbf{V} \mathbf{b}) + w^2 \frac{\partial}{\partial \varphi} F \mathbf{b} \\
& \quad + w^2 \mathbf{bxV}(\mathbf{e}_1 \cdot \mathbf{e}_2) - \frac{\partial}{\partial \varphi} F \mathbf{b} + \mathbf{uF} \mathbf{b} \\
(12) & \dot{w} = - \frac{1}{2} w^2 \mathbf{V} (\mathbf{I} \cdot \mathbf{bb}) : (\mathbf{V} \mathbf{b}) - \frac{w}{w^2} \left[ \frac{d}{d\tau} \mathbf{V} \frac{2e}{mc^2} \mathbf{b} \right] \frac{\partial}{\partial \varphi} F \mathbf{b} \\
& \quad + \mathbf{V} \mathbf{w} \mathbf{b} + \frac{1}{2} \mathbf{w} \frac{d}{d\tau} \mathbf{V} \mathbf{b} + \mathbf{V} \mathbf{w} \mathbf{b} + \frac{1}{2} \mathbf{w} \frac{d}{d\tau} \mathbf{V} \mathbf{b} \mathbf{w} \mathbf{b} + \mathbf{V} \mathbf{b} \mathbf{w} \mathbf{b}
\end{align}

where $\mathbf{V} = \frac{d}{d\tau} + (\mathbf{u} + \mathbf{V}) \mathbf{V}$ and $F = \frac{1}{4} \left[ \frac{2}{w^2} \mathbf{w} \mathbf{w} - \mathbf{I} \right] \mathbf{b}$.

In conclusion, using such a set of invariant velocity-space coordinates, we find that a Galilei-invariant guiding-center Mechanics can be constructed. In particular, we state here that in terms of them a gyrokinetic equation which exactly preserves Galilei invariance can actually be recovered.

While the details of this derivation shall be reported elsewhere [13], here it suffices to point out that a procedure analogous to that of Bernstein and Catto...
[11] can be conveniently used, which is based on the introduction of a set of so-called gyrokinetic variables $\mathbf{\xi}'=(r',u',w',\varphi')$ related to $\mathbf{\xi}=(r,u,w,\varphi)$ through the transformation

$$\mathbf{\xi}' = \mathbf{\xi} + \frac{d\varphi'}{d\varphi} \left( \frac{d}{dt} \mathbf{\xi} - \frac{d}{dt} \langle \xi \rangle \right)$$

where $\Omega = ZeB/Mc$ is the Larmor frequency, the $\varphi$-integrals are evaluated keeping $\mathbf{\xi}$ constant, the brackets $\langle . \rangle$ denote the $\varphi$-average ($\langle A \rangle = \frac{1}{2\pi} \int_0^{2\pi} d\varphi A$) and the integration limits are chosen in such a way that $\langle \xi' \rangle = \langle \xi \rangle$. By introducing furthermore the gyrokinetic gyroaverage:

$$\langle Q \rangle = (2\pi)^{-1} \int d\varphi' Q(r',u',w',\varphi',t)$$

(to be performed keeping $r',u',w'$ and $t$ constant), a gyrokinetic equation correct through first order in $\varepsilon$ can then be simply obtained, following a method analogous to that employed by Bernstein and Catto [11]. In fact, taking the gyroaverage, in the previous sense, of the Fokker-Planck kinetic equation, one obtains, neglecting corrections of higher order in $\varepsilon$ a gyrokinetic equation of the form:

$$\frac{\partial}{\partial t} \langle f \rangle + \mathbf{\nabla} \cdot \langle f \rangle + \mathbf{u}' \frac{\partial}{\partial r'} \langle f \rangle + \mathbf{w}' \frac{\partial}{\partial w'} \langle f \rangle - \langle f \rangle = \langle C \rangle$$

where the gyrokinetic averages $\langle r' \rangle, \langle u' \rangle$ and $\langle w' \rangle$ can be determined upon inversion of the transformation (14), differentiation with respect to time and gyro averaging in terms of (15).
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WHISTLER AND CYCLOTRON MASER INSTABILITY: NON-RELATIVISTIC, WEAKLY AND FULLY RELATIVISTIC ANALYSIS
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A numerical analysis of the dispersion relation of the right-hand mode is performed for a loss-cone velocity distribution and propagation along the magnetic field. The relevant one-dimensional integral to be dealt with is expressed in terms of a function that is simply related to the conventional plasma dispersion function $Z$ in the weakly relativistic approximation. A comparative study of the fully and weakly relativistic solution relevant to the electron-cyclotron maser mode as well as of the weakly relativistic and non-relativistic solution for the whistler mode is carried out.

Introduction. Hot electron plasmas formed by electron cyclotron heating in magnetic mirror configurations are characterized by equilibria which can be expressed analytically as a superposition of loss-cone type distribution functions\textsuperscript{(1,2)}. Such anisotropic velocity distributions are susceptible to instabilities of both the whistler\textsuperscript{(1-3)} and the electron-cyclotron maser mode\textsuperscript{(1,3-8)}, the latter occurring in the regime where the relativistic corrections to the wave dispersion are significant\textsuperscript{(7)}. In general the (relativistic) dispersion relation relevant to the study of these instabilities has to be solved numerically by performing a two-dimensional integral, which may be reduced to a one-dimensional integral in the limit of temperature isotropy ($T_{\parallel} = T_{\perp}$). Furthermore, the stability analysis is carried out for $\omega$ complex and $k$ real, the emphasis being on the instability temporal growth rates which, for the case of the maser instability and arbitrary propagation, are evaluated within the weakly relativistic approximation, the fully relativistic calculation being limited to propagation along the dc magnetic field and the specific case of $k_{\parallel} = 0$ for which the instability growth rate is maximum.

Here we consider the right-hand mode, propagating parallel to the magnetic field, for which the fully relativistic dispersion relation for a (relativistic) loss-cone distribution (with $T_{\parallel} = T_{\perp}$) can be written in terms of a function that, in the weakly relativistic approximation, is simply related to the conventional (non-relativistic) plasma dispersion function $Z$. The dispersion relation thus obtained is studied numerically for either $\omega$ or $k$ complex, and the accuracy for the weakly relativistic approximation
for the fast mode and the non-relativistic approximation for the slow mode (whistler) is discussed.

Fully relativistic dispersion relation for a loss-cone distribution. For propagation along the magnetic field $\mathbf{B}_0 = \frac{\mathbf{Z}}{n} \mathbf{B}_0$, the dispersion relation of the right-hand circularly polarized mode is $N_{\|} = (c + i \frac{c}{\omega})$, where $N_{\|}$ ($N_{\perp}$) is the parallel (perpendicular) refractive index and $\varepsilon_{ij}$ are the $ij$-elements of the dielectric tensor. For a relativistic loss-cone distribution one obtains

$$N_{\|} = 1 - \left( \frac{\omega}{\omega_p} \right)^2 a_{\ell+2}(\mu) \left\{ - \frac{1}{a_{\ell+1}(\mu)} + \mu \left[ (\ell+1) \frac{\omega}{\omega} - \frac{\omega}{c} \right] \right\}$$

where $\ell$ is the loss-cone index ($\ell=0$ corresponds to the relativistic Maxwellian), $a_{\ell+1}(\mu) = (\pi/2 \mu)^{1/2} e^{-\mu/\omega} (\mu)$, and the fully relativistic plasma dispersion function $\tilde{F} \equiv \tilde{F}(\omega/\omega, \mu, N_{\|})$, is

$$\tilde{F} q = -i \int_0^\infty dt e^{\frac{\mu}{\omega} (1-i\ell\tau)} \frac{\Gamma(q+k) - k}{\Gamma(q-k) (2\mu)^k} \left( -\frac{2\tilde{z}}{\tau} \right)^{\frac{q}{2}}$$

with $\tilde{z} = (1-\ell^2 + N_{\|}^2)^{1/2}$. By making use of the asymptotic expansion of the Bessel function $\tilde{K}_q$, one can express $\tilde{F}$ as

$$\tilde{F} q = n q \sum_{k=0}^{n-1} \left[ \frac{\Gamma(q+k)}{\Gamma(q-k)} \right] \left( \frac{1}{2\mu} \right)^{q-k} \frac{\Gamma(q+k) - k}{\Gamma(q-k) (2\mu)^k} \left( -\frac{2\tilde{z}}{\tau} \right)^{\frac{q}{2}}$$

where $n = 1, 2, \ldots$, and

$$\tilde{F} q = -i \int_0^\infty dt e^{\frac{\mu}{\omega} (1-i\ell\tau)} \frac{\Gamma(q+k) - k}{\Gamma(q-k) (2\mu)^k} \left[ (1-i\tau)^2 + N_{\|}^2 \right]^{\frac{q}{2}}$$

Note that i) dispersion relation (1) with (2a) is obtained by following the same procedure as the derivation of the second of Tsyubnikov's formulae for the dielectric tensor of a relativistic Maxwellian; ii) in the limit $N_{\|} \to 0$, the $\tilde{F}$-function (2) is the same as the one entering the dispersion relation of the extraordinary mode for perpendicular propagation; iii) in the non-relativistic limit, $a_{\ell+1}(\mu) \to 1$, and

$$\tilde{F} q = -i \int_0^\infty dt e^{\frac{\mu}{\omega} (1-i\ell\tau)} \frac{\Gamma(q+k) - k}{\Gamma(q-k) (2\mu)^k} \left[ (1-i\tau)^2 + N_{\|}^2 \right]^{\frac{q}{2}}$$

$(Z(\xi))$ is the familiar (non-relativistic) plasma dispersion function) so that the dispersion relation (1) reduces to

$$N_{\|}^2 = 1 + \left( \frac{\omega}{\omega_p} \right)^2 \left[ 1 + \frac{\mu}{\omega} \right] \frac{1}{n} \left[ 1 + (1 - \frac{\omega}{c}) \ell \right] Z(\xi)$$

(The effect of the temperature anisotropy associated with a bi-Maxwellian
distribution is accounted for in (3b) by simply replacing $k$ with $\left[\frac{(k+1)T_L}{T}\right]$ and $\mu$ with $mc^2/T$; (2) in the weakly-relativistic limit, $a(\mu) \rightarrow 1$, and

$$\vec{P}_\perp \rightarrow W_{\perp} \left[ \mu \left( 1 - \frac{\omega}{\omega_c} \right), N_{\perp} \right] \simeq -i \int_0^\infty d\tau \left\{ \frac{\omega_c}{\omega} \tau - \frac{\mu N_{\parallel}^3}{2(1-i\tau)} \tau^2 \right\}$$

(4)

the $W_{\perp}$-function being related to the $Z$-function by $\vec{P}_\perp + q \left( 1 - \frac{\omega_c}{\omega} \right)$ and (1) yields the well-known (cold) result $N_{\parallel}^3 = 1 - \left( \omega_p/\omega_c \right)^2$.

Numerical analysis and discussion. The dispersion relation (1) is solved numerically and the solution corresponding to instability is shown in Figs. 1 and 2 for the whistler (slow) mode, for which $N_{\parallel} > 1$ and $\omega < \omega_c$, and in Figs. 3 and 4 for the electron-cyclotron maser mode, that is, the relativistic part of the fast ($N_{\parallel} < 1$) mode at $\omega < \omega_c$. More specifically, for the whistler mode, the dispersion relation is solved in the weakly-relativistic approximation (4) as well as in the non-relativistic approximation (3b). As it appears from Figs. 1 and 2, with respect to the non-relativistic solution, the relativistic effects significantly reduce the instability growth rates, the corresponding instability range being somewhat shifted to lower frequencies, cf. Fig. 1, and wave numbers, cf. Fig. 2. As for the real part of either the wave number or the frequency, this deviates only slightly from the cold values (the dotted curves).

As for the cyclotron maser mode, the solution of the dispersion relation (1) at the cutoff, i.e., for $N_{\parallel} = 0$, is shown in Figs. 3 and 4 along with the corresponding solution in the weakly-relativistic approximation (4). It appears that the weakly relativistic approximation is quite accurate for $T \lesssim 50$ keV, tending to overestimate the growth rate for $T > 50$ keV; also, $\Re w$ strongly deviates from the cold value (dotted curve in Fig. 3).
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Figure Captions

Fig. 1. The real part of the wave number (Re$k_\parallel$) and the spatial growth rate (Im$k_\parallel$) of the whistler mode as a function of frequency, for $(\omega / \omega_p)^2 = 1$, $T = 10$ keV, and different values of the loss-cone index $\ell$. Weakly-relativistic solution: $\ldots$, Re$k_\parallel$; $\ldots\ldots\ldots$, Im$k_\parallel$; non-relativistic solution: $\ldots\ldots\ldots$, Re$k_\parallel$; $\ldots\ldots\ldots$, Im$k_\parallel$. Cold solution (dotted curve).

Fig. 2. The real part of the frequency (Re$\omega$) and the temporal growth rate (Im$\omega$) of the whistler mode as a function of the wave number, for the same parameters as in Fig. 1.

Fig. 3. The real part of the frequency and the growth rate of the absolute cyclotron maser instability as a function of $(\omega / \omega_p)^2$, for loss-cone index $\ell = 1$ and different values of the temperature. Fully-relativistic solution: $\ldots\ldots\ldots$, Re$\omega$; $\ldots\ldots\ldots$, Im$\omega$. Weakly-relativistic solution: $\ldots\ldots\ldots$, Re$\omega$; $\ldots\ldots\ldots$, Im$\omega$. Cold solution (dotted curve).

Fig. 4. The same as in Fig. 3 as a function of the temperature, for $(\omega / \omega_p)^2 = 0.3$ and 0.5.
COLD PLASMA ELECTROMAGNETIC RADIAL MODES WHICH PROPAGATE WITH THE LIGHT VELOCITY ALONG A MAGNETIZED PLASMA COLUMN

J.A.C. Cabral and S. Kuhn
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In a recent publication the experimental observation of a new electromagnetic mode was reported [1]. This mode has the following characteristics: (a) - it propagates with almost the light velocity along a strongly inhomogeneous plasma column; (b) - it can only be excited when its frequency $f_o$ is close to $f_{ce}$; (c) - its phase velocity is almost independent of the local value of $f_{pe}$; (d) - its E- and H- field amplitudes decay exponentially with $r$; (e) - the radial damping rate increases with $B$; (f) - it is almost circularly polarized. A simplified theoretical description (plane geometry) of this e.m. mode, consistent with all the relevant experimental observations, was presented in [2]. In this paper we consider that the pure standing waves observed in [1] belong to an axially bounded system in which $k_z \sim k_o$ ($v_{ph} \sim c$). The cold plasma dispersion equation

$$p^4 + [k_z^2 (K/H + 1) - k_o^2 (K/H + K_1/K_2)] p^2 + (K/H)(k_o^2 k_1 - k_2^2)(k_o^2 k_1 - k_2^2) = 0$$

(1)

can be solved for $p$ as a function of $w$, $w_{pe}$, $w_{ce}$, given $k_z$, with $k_o = w/c$, $k_y = 0$ and $B_o = B_o a_z$ and the usual definitions for the dielectric tensor components:

$$K_H = 1 - w_{pe}^2 / w^2$$

(2)

$$K_r = 1 - w_{pe}^2 / (w(w-w_{ce}))$$

(3)

$$K_1 = 1 - w_{pe}^2 / (w(w+w_{ce}))$$

(4)

$$K_\perp = (K_r + K_1) / 2$$

(5)

$$K_x = j (K_r - K_1) / 2$$

(6)

Since $v_{ph} \sim c$ we solved equation (1), forcing $k_z$ to be $k_o$, and the frequency dependence of the $p$ values is presented in Fig.1 ($f_{ce} = 600$ MHz) for five values of $f_{pe}$ (a-150, b-300, c-450, d-600 and e-750 MHz). One of these branches has, for $f_{pe} < f_o < 1.5 f_{ce}$, a pure imaginary transverse wavenumber, $p_1$. The other mode has a wavenumber $p_2$ which is either real ($f_{pe} < f_o < f_{ph}$) or pure imaginary ($f_o > f_{ph}$). This second dispersion branch shows a resonance for $f = f_{ph}$. As was pointed out in [2] the experimental results are qualitatively described by branch $p_1$.

Equation (1) can also be solved as a function of $f_{pe}$ for a given
value of \( f_0 \). Results are presented in Fig. 2, where we can see that, for three values of \( f_0 \) around \( f_{ce} \) (a-550, b-600 and c-650 MHz) branch \( p_1 \) can exist in plasmas with \( 0 < f_{pe} < f_0 \). The other branch, \( p_2 \), has a real wavenumber in the entire region where \( f_{pe} < f_0 \) only when \( f_0 < f_{ce} \). When \( f_0 > f_{ce} \), real propagation is only possible between \( f_{pe} = f_0 \) and the value of \( f_{pe} \) which leads to the upper hybrid resonance. For plasmas of lower density this second dispersion branch also becomes radially evanescent.

With knowledge of \( k_z \) and of the values of \( p_1 \) and \( p_2 \) we can calculate the relative electromagnetic field amplitudes. Following the formalism established by Allis, Buchsbaum and Bers [3], assuming radial symmetry \((m=0)\) and wave dependence of the form \( \exp(j(\omega t - k_z z)) \), we derived expressions for the six field components:

\[
E_z = 1
\]

\[
E_r = -p_1(1 - k_0^2 p_2^2 k_1^2/Q_1 Q_2)/k_2
\]

\[
E_\theta = -p_1(1 - Q_1 p_2^2/Q_1 Q_2) k_1/K_x k_z
\]

\[
H_z = -(Q_1 k_\parallel + p_2^2 k_1^2)/\mu_0 k_z k_x
\]

\[
H_r = -p_1(1 - p_2^2/Q_1 Q_2 - 1) k_1/Q_x \mu_0
\]

\[
H_\theta = p_1 p_2^2 k_0^2 k_1^2/Q_1 Q_2 \mu_0
\]

with

\[
Q_\alpha = (k_0^2 k_\alpha - k_z^2)
\]

Fig. 3 shows the frequency dependence of the transverse E-field components \((E_z = 1)\) for both dispersion branches. For the radially evanescent branch \((p_1)\) \( E_r \) and \( E_\theta \) are in quadrature and they have similar amplitudes. The other dispersion branch, \((p_2)\), shows the upper hybrid resonance in which the E-field is almost radial \((E_r \rightarrow 0, E_z = 1 \text{ and } E_\theta = 0)\).

Fig. 4 shows the calculated magnetic field components. We verify that for mode \( p_1 \) the H-field has almost the same behaviour as the E-field. The wave has transverse fields in quadrature of similar amplitudes. For branch \( p_2 \) the magnetic field, at the upper hybrid resonance, is reduced to its
longitudinal component \((H_{x2} = H_{y2} = 0)\).

For \(f_0 = f_{pe}\), the magnetic field vanishes, as well as the two transverse E-field components. The wave is therefore pure electrostatic, with only a longitudinal E-field.

![Diagram](image)

**Fig. 3**
We plotted in Fig. 5 the polarization ratios \(P_{re} = E_r / E_z\) and \(P_{e2} = E_{e2} / E_z\), and in Fig. 6 the corresponding values for \(P_{rh} = H_r / H_z\) and \(P_{h2} = H_{h2} / H_z\). Fig. 5 shows that mode \(P_1\) has the two components of the transverse E-field of almost identical amplitude. For \(f_0 = f_{ce}\) the waves are circularly polarized. The other mode \(P_2\) shows that, at the upper hybrid frequency, the E-field is almost purely radial and that there is a certain frequency for which this mode has \(E_{e2} = E_{y2}\) and \(E_{z2} = 0\). Fig. 6 shows that mode \(P_1\) has a magnetic field that is always elliptically polarized, although for \(f_0 = f_{ce}\) the two transverse \(H\)-fields have similar amplitudes. Mode \(P_2\) has also elliptical polarization. From Figs. 5 and 6 we see that, for the radially evanescent mode \(P_1\), near the cyclotron frequency, both the E- and \(H\)-transverse fields are larger than the longitudinal fields. Also the larger field components are \(E_r\) and \(H_r\). These results agree with the experimental observations reported in [1].

In the experiments we observed that \(v_{ph}\) was comprised between \(0.8c\) and \(c\). We now show that the conclusions presented above remain valid for other values of \(v_{ph}\). In Fig. 7 we present \(P_1\) and \(P_2\) for three values of
We see that the radial evanescent mode always exists showing an increase of $p_1$ when $v_{ph}$ decreases.

We plotted in Figs. 8 and 9 the frequency dependence of the $E$- and $H$-field components for $v_{ph}=0.9c$. We recognize the two radial modes formerly described and we see that their behaviour is qualitatively the same. Comparing this case with the former one ($v_{ph}=c$) we see an increase in the absolute values of both $p_1$ and $p_2$ and the possibility of propagation for $f_0<f_{po}$. Further we verify that the two longitudinal $H$-field components, $H_{z_1}$ and $H_{z_2}$, are now separated (in Fig. 4 they were practically coincident) and that there is a frequency for which $E_{rz_2}=0$, $H_{z_2}=0$ and $E_{rz}=E_{r_2}$.

In conclusion, our analysis of the radial modes of a cold plasma cylindrical column shows that the preliminary results presented in [2] (plane geometry) were qualitatively correct. Both analysis have shown that the $E$-field ($H$-field) is circularly (elliptically) polarized. To fit the experimental radial profiles the e.m. fields of the first mode ($p_1$) must follow Hankel function dependences on the radius, of the type $K_0$ ($K_1$) for their axial (transverse) components. It is our intention to look for the excitation of the second radial mode ($p_2$) in our rf-plasma experiment.
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MODELING OF NON-MAXWELLIAN DISTRIBUTION FUNCTIONS BASED ON X-RAY AND EC EMISSION.

F. Castejón, C. Alejaldre, J. C. Girado, V. Krivenski and V. Tribaldos
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INTRODUCTION

X-ray and EC-emission are powerful diagnostics capable of yielding valuable information on the actual electronic distribution functions of fusion experiments. In this paper, we present the different X-ray bremsstrahlung spectra obtained using several analytic models for the electron distribution function of a tokamak plasma. An “experimental” X-ray emission, obtained from a distribution function calculated by a Fokker-Planck code, is used to fit the free parameters of the models. Finally the same method is used to model a bi-maxwellian model based on its EC emission.

X-RAY EMISSION

The X-ray emission intensity for photons of energy $E=\hbar \nu$ and scattering angle, $\Theta$, is given by [1]:

$$I(E, \Theta) = \int_{u_{\text{min}}}^{+\infty} du \ u^2 \ \int_{-\pi}^{\pi} d\phi \ \int_{0}^{\pi} d\Theta \ \sin \Theta \ \frac{u \ c}{\gamma} f(u, \Theta) \ \frac{d\sigma(E, u, \Theta)}{dE \ d\Theta}$$

(1)

Where $u=p/mc$ is the normalized electron momentum, $f$ is the electron distribution function and $\frac{d\sigma(E, u, \Theta)}{dE \ d\Theta}$ is the relativistic bremsstrahlung cross section. This cross section is calculated taking into account e-i and e-e bremsstrahlung. The former contributes about 10% to the emission for the energies considered. Both cross sections are calculated following the relativistic Born approximation and corrected by Elwert's factors to take into account Coulomb screening.

The geometrical feature of the bremsstrahlung is plotted in figure 1. To emphasize the differences among the models, we have considered local emission from a point in the plasma with given characteristics of density, temperature.
In this reference frame the angle between the outgoing photon and the incoming electron momenta is:

$$\Theta = \cos^{-1}\left(\frac{\mathbf{k} \cdot \mathbf{p}}{k_p}\right) =$$

$$= \cos^{-1}(\sin \alpha \sin \theta \sin \varphi + \cos \alpha \cos \theta)$$

Where the angle $\alpha$ is fixed by the detector position.

We have used three analytical distribution function models. The first one is a drifted Maxwellian added to a bulk Maxwellian:

$$f(u_{\parallel} u_{\perp}) = (1 - \eta)f_b(u) + \eta f_t(u_{\parallel} u_{\perp})$$

$$f_b(u) = \frac{\mu}{4\pi K_2(\mu)} \exp(-\gamma \mu) \quad ; \quad \mu = \frac{mc^2}{T}$$

$$f_t(u_{\parallel} u_{\perp}) = \left(\frac{\mu_t}{2\pi}\right)^{3/2} \exp\left\{-\frac{\mu}{2}\left[u_{\perp}^2 + (u_{\parallel} - u_0)^2\right]\right\} \quad ; \quad \mu_t = \frac{mc^2}{T_t}$$

This function is plotted in figure 2 for $u_0 = 3$ pth, tail temperature $T_t = 20$ Kev and population $\eta = 0.01$

The second model is a plain tail distribution function [2]:

$$f_t(u_{\parallel} u_{\perp}) = C \times \begin{cases} 
\exp(-\mu \gamma) ; u_{\parallel} < u_1 \\
\exp\left(-\mu \sqrt{1 + u_{\parallel}^2 + u_{\perp}^2}\right) ; u_1 \leq u_{\parallel} \leq u_2 \\
\exp\left(-\mu \sqrt{1 + u_{\parallel}^2 + (u_{\parallel} - u_2 + u_2)^2}\right) ; u_{\parallel} > u_2 
\end{cases}$$

$$C = \frac{C_m}{1 + 2\pi C_m(u_2 - u_1) \frac{e^{-\mu \sqrt{1 + u_1^2}}}{\mu}} \quad ; \quad C_m = \frac{\mu}{4\pi K_2(\mu)}$$

See figure 3

And the third model is [3]:

[Diagram]
This model gives additional freedom in the election of the functions a and b. In this work we have chosen two step functions for a and b, see figure 4. Figure 5 shows the "experimental" X-ray emission of a tokomak in the lower hybrid regime. It has been obtained using the electron distribution function derived from a Fokker-Planck code. We then choose the free parameters of the different analytical models to fit the results obtained with this calculated function [4].

Figure 6 shows the bremsstrahlung X-ray spectra for these functions and an angle \( \alpha = 90^\circ \).

Following ref [5], the expression for the power radiated in the spectral range \( d\omega \), in the solid angle \( d\Omega \), by the elementary area \( d\sigma \) is given by

\[
\frac{dP_j}{d\Omega d\omega d\sigma} = \int_{\omega_0}^{\omega_1} dx \frac{\beta_j(n_{\|}, x)}{x} e^{-2\int_{x_0}^{x_1} k_{\perp} dx},
\]

where \( \beta(x, n_{\|}) \) is the emissivity and \( k_{\perp} \) is the imaginary part of the perpendicular component of the wave vector for the mode considered \( j \). The integral is extended to cover the region where the wave can be absorbed or emitted. We present the results for the following plasma parameters and profiles.
\[ N_0(x) = N_0(0) \left[ 1 - \left( \frac{x}{70} \right)^2 \right], \quad N_0(0) = 5 \times 10^{19} \text{m}^{-3} \]

\[ T_{eb}(x) = T_{eb}(0) \left[ 1 - \left( \frac{x}{70} \right)^2 \right], \quad T_{eb}(0) = 3 \text{KeV} \]

\[ B_z(x) = \frac{B_z(0)}{1 + \frac{x}{225}}, \quad B_z(0) = 4.5 \text{Teslas} \]

A given plasma current can be modelled with a bimaxwellian distribution function with a given tail population, with different pairs of temperatures and drifts. Each one reproducing the global current value but giving a quite different EC emission and therefore yielding insight on the actual electron distribution function.

FIG.7. Ec. 1 versus f and m for \( \eta=0.01 \) and several values of \( T_e \) and \( B_0 \).

FIG.8. Emissivity \( \beta \) versus position for \( \omega=\omega_e(0) \).

FIG.9. \( k_{\perp}^2 \) versus position for \( \omega=\omega_e(0) \) and the same cases as above.
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CALCULATION OF ALPHA TRANSPORT PHENOMENA
SOLVING A MODIFIED FOKKER-PLANCK-EQUATION
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INTRODUCTION

Progress in the confinement of hot plasmas in TOKAMAK and STELLERATOR experiments on several places in the world has stimulated research in the physics of ignited D-T-plasmas. Especially the role of the 3.5-MeV-alpha particles emerging from D-T-reactions as a heating source and - after slowing down - as an impurity is of high interest. Furthermore it is well known that hot alpha particle populations could trigger plasma instabilities. Therefore selfconsistent alpha particle transport calculations are of importance for the next generation of fusion machines with magnetic confinement. In the following a method to calculate the alpha particle deposition rates to the plasma is presented solving a FOKKER-PLANCK-equation with a source term accounting for transport. Neoclassic transport laws are used to test the feasibility of the method.

THEORY

The proposed method to calculate the alpha particle distribution function \( F_\alpha(x,E,t) \) in a high temperature plasma consists of a generalization of Refs.[1] and [2] starting with the kinetic equation

\[
\frac{\partial F_\alpha}{\partial t} + \frac{\partial}{\partial E} (LF_\alpha) - \frac{\partial^2}{\partial E^2} (DF_\alpha) = Q_\alpha \delta(E - E_\alpha) + Q_{in}.
\]  

(1)

\( L \) and \( D \) are the FOKKER-PLANCK-coefficients [3]. \( Q_\alpha \) represents the fusion alpha source and \( Q_{in} \) the inner source due to transport. Refs. [1] and [2] dealing with neoclassic transport approximate \( F_\alpha \) by a sum of Maxwellian distributions \( m(x,T_k) \)

\[
F_M(x,\alpha) = \sum_k n_k \cdot m(x,T_k).
\]  

(2)

In this case to any \( n_k \) and \( T_k \) a particle flux \( \Gamma_k \) and a heat flux \( q_k \) can be attributed. \( \Gamma_k \) and \( q_k \) have been calculated by the neoclassic formulae from Ref. [4] and setting
where \( s_k \) and \( b_k \) are the zero-th and the first energy moment of \( m_k \). Performing the zero-th and the first energy moment of equ.(1) it may easily be demonstrated that this equation conserves the particle number and the energy. The formalism proposed by Refs.[1] and [2] has been somewhat improved and transformed to toroidal flux surface geometry by Refs.[5] and [6] using Ref.[7]. This computer code has been written to calculate the alpha energy deposition rate and to be linked with a dynamic plasma transport code [8]. The method used by Refs. [1,2,3] suffers from the ambiguity of the ansatz (2) respectively from the incompleteness of the Maxwell functions. The present paper proposes to use

\[
Q_{i,n} = -\text{div}(T_\alpha f_\alpha) - \text{div}(q_\alpha(\gamma-\beta E)f_\alpha)
\]

(4)
as a transport source. The coefficients \( \gamma \) and \( \beta \) are assumed to be solutions of

\[
\gamma \int \text{dEq}_\alpha(E)f_\alpha(E) \text{dE} - \beta \int \text{dEq}_\alpha.E.f_\alpha(E) = 0
\]

(5a)

\[
\gamma \int \text{dEq}_\alpha(E).E.f_\alpha(E) - \beta \int \text{dEq}_\alpha(E).E'.f_\alpha(E) = \int \text{dE} \Gamma_\alpha.E'f_\alpha(E).E \text{dE}
\]

(5b)

In this case particle- and energy balance are fulfilled. \( f_\alpha \) is the normalized distribution function

\[
f_\alpha(E) = \frac{F_\alpha(E)}{\int \text{dEF}_\alpha(E)}
\]

It is supposed that \( \Gamma_\alpha(E,T_e, T_i, n_i, n_e \ldots) \) and \( q_\alpha(E,T_e, T_i, n_i, n_e \ldots) \) are known.

RESULTS

Equ. (1) together with equ. (4) can be solved by iterations. The alpha energy deposition rate to the electrons and ions

\[
W_{e} = \int L_e F_\alpha \text{dE}, \quad W_{i} = \int L_i F_\alpha \text{dE}
\]

are source terms for the plasma energy balance. Starting with a plasma with parabolic density and temperature distributions \((T_{e,x_{15}} = 7000 \text{ ev}, T_{e,x_{15}} = 1500 \text{ ev}, N_{e,x_{15}} = 1,3E+14, n_{e,x_{15}} = 0,6E+13)\) using the neoclassic transport model [4] and switching on the fusion source at \( t = 0 \) we obtain distribution functions exhibiting inversions as shown in figure 1. Figure 2 shows the deposition rate to the plasma for several times.
CONCLUSION

It is demonstrated that the method works well. The neoclassical model is a background of alpha particle transport. An extension of the method to more realistic transport models seems possible. The inversion of the distribution function could give rise to thermonuclear instabilities.
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Fig. 1: Alpha Particle Distribution for FE (E,p)

\( t \)-time after switch on the fusion source
Fig. 2: Alpha Power Deposition Rate

\[ P(\text{f.e+5 erg/sec/cm}^3) \]

![Graph showing alpha power deposition rate over flux surface number and time](image)
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ABLATION OF A SOLID HYDROGEN DISC UNDER THE IMPACT OF PLASMA ELECTRONS IN A UNIFORM MAGNETIC FIELD

F.L. Tang
EURATOM fellow, on leave of absence from the Institute of Mechanics, Academia Sinica, Beijing, People's Republic of China

C.T. Chang
EURATOM-Risø Association, Risø National Laboratory, Roskilde, Denmark

In order to study the effect of the geometry of the expansion process on the ablation rate of a pellet, an ablation of a thin disc in a uniformly magnetized plasma shall be considered. The results are applicable for cases where the effect of pellet curvature could be neglected.

As a first example, the magnetic field lines are taken to be normal to the disc surface. The basic physical phenomena of a plane ablation is similar to that of a spherical ablation, which is caused mainly by the impact of plasma electrons. For simplification, plasma electrons are considered to have monenergetic distribution with energy \( E = 2T_e \) and energy flux \( q = n_e \sqrt{T_e/2m_e} \times E \) [1], where \( T_e, n_e \) and \( m_e \) are temperature, density and mass of electrons, respectively.

Assuming the ablatant is a nondissipative ideal gas, using the conservation laws of mass, momentum, and energy, and the equation of state, the velocity, \( u \) and temperature, \( T \) of the ablatant can be derived explicitly, they are

\[
\frac{du}{dx} = - \frac{(y-1)q\Lambda}{mu^2 - yT} \quad (1)
\]

\[
\frac{dT}{dx} = \frac{(mu^2 - T)(y-1)q\Lambda}{u(mu^2 - yT)} \quad (2)
\]

where \( \gamma \) is the ratio of the specific heats, \( m = m_{\text{pellet}} \) is the mass of the ablatant, \( \Lambda[\langle E \rangle] \) [2] is the cross section for the attenuation of the energy flux of the incoming electrons.

Eq. (1) indicates that when a continued expansion of \( du/dx > 0 \) is required, the flow must be subsonic the whole way. In addition, Eq. (2) further shows that a continued heating of the ablatant is only possible when \( u \leq \sqrt{T/m} \).

As the flow of ablatant is subsonic all the way, the ablation of the pellet depends not only strongly on the undisturbed conditions of the plasma state but also is influenced greatly by the ablatant state at the pellet surface. This feature differs greatly from that of a spherical or cylindrical expansion.

By choosing proper state of the ablatant at the pellet surface, \( T_v \) and \( n_v \), the integration is initiated at the pellet surface and proceed outward until the following conditions at the downstream location, \( X \), are satisfied:
1. Energy and energy flux of plasma electrons reach their undisturbed values, \( q \rightarrow q_0 \) and \( E \rightarrow E_0 \);

2. Temperature of ablatant \( T_F \) must be less than or equal to the temperature of plasma electrons \( T_{eo} \);

3. Local Mach number should be less than \( \sqrt{1/\gamma} \);

4. \( X \) must be in a reasonable range.

Subscript 0 denotes the corresponding parameters of undisturbed plasma electrons, subscript F denotes that of ablatant in the downstream.

In Fig. 1 the variation of dimensionless parameters of ablatant and \( E/E_0 \), \( q/q_0 \) of plasma electrons vs. distance \( x \) is shown.

For \( 0.5 < T_{eo} < 5 \text{ keV} \) and \( 5 \times 10^{13} < n_{eo} < 5 \times 10^{14} \text{ cm}^{-3} \), from numerical computation we obtain the scaling law of the mass ablation flux

\[
g^* \cdot n^*v \cdot T^*v \cdot \frac{x}{n_{eo}} = 0.382 \times 10^{-26} T_{eo}^{3.15}
\]

where with the exception of the temperature given in unit of eV, all other parameters are in c.g.s units, \( g^* \), \( n^*v \), \( T^*v \) are the dimensionless mass ablation flux, density and temperature at the pellet surface respectively, and

\[
g^* = \frac{g}{\rho_s a_s}, \quad n^* = \frac{n_v}{n_s}, \quad T^*v = \frac{T_v}{T_s},
\]

the subscript s denotes corresponding parameters of solid hydrogen. \( T_s \) is the surface temperature of the disc, in computation here, we take \( T_s = 10 \text{ K} \), and \( a_s = \sqrt{\gamma T_s / m} \). The scaling law (3) is shown in Fig. 2.

When state of undisturbed plasma electrons are in the range mentioned above, the limitations of \( X, T^*v \) and \( n^*v \) are the following:

\[
X > 0.5 \text{ cm}, \quad 0.5 < T^*v < 10, \quad 0.5 < n^*v < 10
\]

From subsonic flow theory it is well known that the mass flux is determined by the pressures at both the upstream and downstream of the flow. Naturally, owing to the subsonic character of the plane expansion, the mass ablation flux \( g \) depends not only on the pressure of electrons \( p_{eo} = n_{eo} T_{eo} \), which is related to the ablatant pressure \( p_F = n_F T_F \) at the downstream, but also on the pressure of ablatant \( p_v = n_v T_v \) at the pellet surface. This can be seen more clearly by rewritten Eq. (3) in the following way

\[
g = 0.181 \times 10^{-3} \times (p_{eo}/p_v) \times (T_{eo}^{2.15}/X)
\]

It can be shown that \( T_{eo}^{2.15} \) is related to the total specific energy given by the electrons during the ablating period, \( T_{eo}^{2.15}/X \) can then be taken as the average linear intensity of the total specific energy. Thus, the higher \( T_{eo}^{2.15}/X \), the larger \( g \).

When magnetic field is parallel to the pellet surface, it can be proved that \( q_y = q_z = q_\perp \), \( q_x \) is the energy flux of plasma electrons for the case when magnetic field lines are normal to the pellet surface. The scaling law of the mass ablation flux therefore remains the same. For monoenergetic plasma electrons, and the magnetic field intensity within the interval of fusion interest

\[10 < B < 10^2 \text{ KG}\]
the influence of drift velocity of electrons can be neglected.

A comparison of the mass ablation fluxes among plane, spherical and cylindrical expansions at the same plasma state might be of interest. Thus at the given plasma condition of $T_{e0} = 1$ keV and $n_{e0} = 1.0 \times 10^{14} \text{ cm}^{-3}$, the mass ablation flux $g$ of the thin disc is 0.78 gm/cm$^2$/sec. The mass ablation flux $g$, gm/cm$^2$/sec, of a cylindrical and that of a spherical pellet of the following radii are given below

<table>
<thead>
<tr>
<th>Expansion form</th>
<th>$r_p = 0.1$ cm</th>
<th>$r_p = 0.01$ cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>spherical</td>
<td>23.69</td>
<td>109.79</td>
</tr>
<tr>
<td>cylindrical</td>
<td>0.87</td>
<td>4.01</td>
</tr>
</tbody>
</table>

From the above results, we observe that for a cylindrical pellet of radius, $r_p = 0.1$ cm, the ablation of the ends at most is of the same order of magnitude as that of a plane disc.

The above conclusion, however, is based on the assumption that $T_s = 10$ K ($\sim 10^{-3}$ eV), if $T_s$ is taken to be comparable to the sublimation energy of $10^{-2}$ eV, the mass ablation flux of a disc pellet will be reduced by approximately an order of magnitude further.
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Fig. 1. Dimensionless electron energy $E/E_0$, electron energy flux $q/q_0$, flow velocity $v/a_s$, temperature $T/T_s$, density $p/p_s$ and Mach number $M$ of ablatant versus distance $x$.

Legend:
- $E/E_0$
- $q/q_0$
- $v/a_s \times 10^{-2}$
- $T/T_s \times 10^{-6}$
- $p/p_s$

$T_{eo} = 800$ eV
$n_{eo} = 1.0 \times 10^{14}$ cm$^{-3}$
$g/p_s a_s = 1.9 \times 10^{-4}$

Fig. 2. Scaling law of

$$\left( \frac{n T X}{n_{eo}} \right) \mu$$

versus plasma electron temperature $T_{eo}$ (for plasma electron density $n_{eo}$, $5 \times 10^{14} \geq n_{eo} \geq 5 \times 10^{13}$ cm$^{-3}$).
ABLATION OF A CYLINDRICAL HYDROGEN PELLET IN A MAGNETIZED PLASMA.

Paolo Villoresi
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In view of the fact that most pellets used in present injection experiments are actually cylinders. The influence of the expansion geometry on the pellet ablation rate is examined in this paper. As an approximation, we consider the ablation of a long cylinder (length \( l > d \), diameter) with its axis normal to the field lines of a uniform magnetic field. Neglecting the ablation of the ends, the expansion of the ablated cloud can be viewed as cylindrically symmetrical and is described by the following system of equations:

\[
\begin{align*}
\rho &= \rho T/m \\
\frac{1}{r} \frac{d}{dr} (\rho u r) &= 0 \\
\rho u \frac{du}{dr} + \frac{dp}{dr} &= 0 \\
\frac{1}{r} \frac{d}{dr} \left[ \rho u r \left( \frac{y}{y-1} \frac{T}{m} + \frac{u^2}{2} \right) \right] &= Q
\end{align*}
\]

where \( Q \) is the volumetric heat source, i.e. the energy delivered per unit volume per second to the ablatant. We assume further that \( Q \) is due to the slowing down of plasma electrons in an ablated cloud consisting of a molecular hydrogen gas. To be able to use the available stopping power information, we shall replace the plasma electrons by an equivalent beam with the same energy flux and particle flux as that of the plasma electrons having a Maxwellian distribution of \( n_0 \) and \( T_0 \), thus the energy \( E_0 \) of the equivalent beam, \( E_0 = 2T_0 \) [1]. The dynamics of the ablating cloud thus is completely described by taking \( Q = dq/dr \) where

\[
\frac{dq}{dr} = \frac{\rho}{m} \Lambda(E) q
\]
\[
\frac{dE}{dr} = \frac{2E}{m} L(E)
\]  \hspace{1cm} (6)

where \( \Lambda(E) \) is the cross section for the energy flux attenuation and \( L(E) \) is the loss function of the incident electrons in a molecular hydrogen gas; their explicit expressions are given in reference [2].

It can be shown that the system of equations, Eqs. (1)-(4), has a singularity at the sonic radius, \( r_* \). Thus, the kinetic energy of the flow can be written explicitly as

\[
\frac{d\left(\frac{u^2}{2}\right)}{dr} = \frac{\gamma T}{m} - \frac{(\gamma - 1)2mQ/G}{1 - \frac{\gamma T}{mu^2}}
\]  \hspace{1cm} (7)

where \( G \) is the mass ablation rate per unit length of the cylinder. The singular behavior of the system of equations describing the hydrodynamics of the expanding cloud, however, is inhibited through a delicate balance between the heating and the expansion process at \( r_* \).

By normalizing all the variables with respect to their corresponding values at \( r_* \), the system of equations is solved as an initial value problem by first evaluating the derivatives of all the variables at \( r_* \). In particular, the definitiveness of \( du'/dr' \) requires that

\[
G = 2n(y - 1)r_\ast q_\ast \lambda_\ast /u_\ast^2
\]  \hspace{1cm} (8)

where variables with the * notation denote those at the sonic radius, \( r_* \) and those with the ' notation denote the normalized ones, e.g. \( u' = u/u_* \), \( r' = r/r_* \), etc., and

\[
\lambda_\ast = \rho_\ast \Lambda_\ast r_\ast /m
\]  \hspace{1cm} (9)

The mass conservation at \( r_* \) gives

\[
G = 2n r_\ast p_\ast u_\ast
\]  \hspace{1cm} (10)

Using Eq. (9), and after the elimination of \( u_\ast \) between Eqs. (8) and (10), we obtain the ablated mass flux, \( g_c = G/2mr_\ast \) as

\[
g_c = \frac{\lambda_\ast}{2n} \left[ \frac{m}{\Lambda_\ast q_\ast r_\ast} \right]^{1/\alpha} r_\ast^{-2\alpha} q_\ast^{1/\alpha} \left( \frac{m}{\Lambda_\ast} \right)^{2\alpha}
\]  \hspace{1cm} (11)

In the above equation, we have introduced \( r = r/r_\ast \) and \( q = q_\ast /q_\ast \), where \( q_\ast \) is the ambient electron energy flux and \( r_\ast \) is the pellet radius. Recalling that \( \Lambda_\ast = \Lambda(E_\ast/E) \), the four numerical constants \( \tilde{r}, \tilde{q}, \Lambda_\ast \) and \( E_\ast \) are to be determined from the appropriate boundary conditions at the pellet surface and the ablated cloud boundary. Comparing Eq. (11) with the corresponding one of a spherical pellet,

\[
g_s = \frac{\lambda_\ast}{\tilde{r}} \left[ \frac{m}{\Lambda_\ast} \right]^{1/\alpha} r_\ast^{-2\alpha} q_\ast^{1/\alpha} \left( \frac{m}{\Lambda_\ast} \right)^{2\alpha}
\]  \hspace{1cm} (12)

we observe that the ablated mass flux scales similarly with respect to the pellet radius, \( r_\ast \) and the plasma state \( T_e \) and \( n_e \) in both cases.
Asymptotic solutions: -- The system of equations admits an asymptotic solution, thus explicitly

$$
\tilde{V} = \left( \frac{3 \tilde{A} \tilde{q}}{2 \gamma - 1} \right)^{1/3} r^{1/3}, \quad \tilde{T} = 2 \left( \frac{3 \tilde{A} \tilde{q}}{2 \gamma - 1} \right)^{2/3} r^{2/3},
$$

$$
\tilde{P} = \left( \frac{3 \tilde{A} \tilde{q}}{2 \gamma - 1} \right)^{-1/3} r^{-4/3}, \quad \tilde{M}^2 = \frac{2}{\gamma}
$$

Comparing these expressions with the corresponding ones of a spherical pellet, we observe that the only differences are the density and Mach number of the ablated flow.

Computational Results: -- The system of equations, Eqs.(1)-(6), are solved numerically in a similar fashion as that of a spherical pellet, [1]. Thus, from a given $E_0$ ($= 2 T_0$), we first guess a $E_*$ and then select a $\Lambda_*$ to initiate the integration at $r_*$, and proceed inward using the boundary condition at the pellet surface

$$
\hat{q} = \hat{q}_p, \quad \hat{T} = \frac{T_0}{T_*} < \hat{q}
$$

(14)

to locate the pellet position with respect to the sonic radius, $\hat{r} = (r_p/r_*)$; the integration is then continued outward from $r_*$ until the conditions at the cloud boundary

$$
E \rightarrow \hat{E} = \frac{E_0}{E_*}, \quad q \rightarrow \hat{q} = \frac{q_0}{q_*}
$$

are satisfied. An example of the variation of the ablating state as well as the energy and the energy flux of the incident electrons in the ablated cloud, obtained this manner, is shown in Fig.1. The scaling of the ablated mass flux is shown in Fig.2. For comparison, the ablation flux of a spherical pellet is given by the dashed line.

Comparing two pellets of the same radius, we observe that the ablation rate of a cylindrical pellet is approximately an order of magnitude lower than that of a spherical pellet.
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Fig. 1. Variation of the normalized ablatant state and the attenuation of plasma electron energy $E/E_e$ and energy flux $q/q_e$ with respect to the normalized cloud radius, $r/r_e$ ($T_{co} = 676\,\text{ev}$).

Fig. 2. Scaling of the mass ablation flux, $g$, with respect to the pellet radius, $r_p$, and the plasma electron density $n_e$ and temperature, $T_e$. All parameters except $T_e$ are in c.g.s. units.
OPTIMAL WAVE SPECTRUM FOR ELECTRON ACCELERATION BY TURBULENT WAVES
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1. Introduction

The stochastic acceleration of charged particles by electrostatic or electromagnetic waves is well known in space and in laboratory plasmas. In the past it has been studied with respect to heating aspects, the relation between heating rate and diffusion coefficient, trapping effects and the validity of quasilinear theory [1]. Here we try to estimate wave spectra which are most favourable for stochastic electron acceleration. We use a model that is suitable for acceleration in Langmuir or lower hybrid waves. Therefore our results apply to the production of suprathermal electrons in solar flares as well as to plasma heating experiments. For a complete discussion of the material presented here see [2].

2. Estimation of optimal spectra

As a first approach one neglects the self consistent interaction between particles and waves and considers a onedimensional system of finite length L. Then it is sufficient to study the motion of charged particles in an external longitudinal electric field E(x,t). E(x,t) derives from a potential $\Phi(x,t)$,

$$E(x,t) = -\frac{\partial \Phi}{\partial x} = \sum_{m=1}^{\infty} k m \sin(k_m x - \omega(k_m) t + \varphi_m)$$

where $k_m = \frac{2\pi m}{L}$. $\omega = \omega(k)$ denotes the dispersion relation. To describe electron acceleration in Langmuir or lower hybrid waves we choose $\omega = \omega_{pe}$ or $\omega = \omega_{LH} = \omega_{pi} \left(1 + \omega_{pe}^2 / \Omega_e^2 \right)^{-1/2}$ with $\omega_{pe}$, $\omega_{pi}$ electron and ion plasma frequency, $\Omega_e$ electron gyrofrequency and $\omega_{LH}$ lower hybrid frequency. By
supposing a constant $\omega$ we have restricted the following calculations to sufficiently small wave vectors, say $k_D \approx 0.2$.

This system is described by a Hamiltonian $H = H_0 + H_1$ with a periodic perturbation $H_1$

$$H = H_0 + H_1 = \frac{p^2}{2m} - \sum_{m=1}^{\infty} \frac{1}{m} \cos(k_m x - \omega t + \phi_m),$$

so that the well known theory of Hamiltonian stochasticity becomes applicable. We now expect stochastic acceleration only in those parts of phase space where resonances overlap. The usual Chirikov reasoning predicts marginal overlap of neighbouring resonances for a perturbation spectrum $\Phi_\text{m}$ fulfilling

$$\frac{4}{\Gamma} \sqrt{\sum e^m \Phi_\text{m}^*} \geq m \cdot \min(|v_m - v_{m-1}|, |v_m - v_{m+1}|)$$

where we set the stochasticity parameter $\Gamma = 1$. Taking into account that in our model the resonant velocities are given by $v_m = \omega(k_m)/k_m = \omega l/2\pi m$ and supposing that $m \gg 1$ this leads us to a critical spectrum

$$\Phi_\text{m}^* = \frac{\Gamma^2 \omega^2 e}{\pi \varepsilon^4 k_m^4 k_m^4}$$

We now demonstrate that this critical spectrum is also most favourable for particle acceleration.

For an arbitrary spectrum $\Phi_\text{m}$ stochasticity arises only in the neighbourhood of those resonances $v_m$ with $\Phi_\text{m} \approx \Phi_\text{m}^*$. For power law spectra $\Phi_\text{m}(n) = \varepsilon k_m^n$ this condition is fulfilled if $v_m(\varepsilon^* \varepsilon) < (n-4)$ for $n > 4$ or $v_m(\varepsilon^* \varepsilon) < (n-4)$ for $n < 4$. That means a spectrum $\Phi_\text{m}$ which is flatter than $\Phi_\text{m}^*$ can accelerate particles only up to a highest velocity, while a steeper spectrum accelerates all particles above a lower boundary. Therefore sufficiently steep spectra are more favourable for particle acceleration than flat ones. Suppose now that there are nonvanishing modes $\Phi_\text{m}$ only in a wave vector interval $[k_{\text{min}}, k_{\text{max}}]$. Stochastic acceleration across the corresponding velocity interval $[v_{\text{min}} = \omega/k_{\text{max}}, v_{\text{max}} = \omega/k_{\text{min}}]$ is possible only if all resonances in $[v_{\text{min}}, v_{\text{max}}]$ overlap. This requires a wave with a power law spectrum to have an energy density $\varepsilon$ of at least
\[ w_{st} = \frac{e^2}{16\pi^2\varepsilon_0} \cdot \frac{n^2}{I} \cdot f(\eta, v_{\text{min}}, v_{\text{max}}) \]

with

\[ f(\eta, v_{\text{min}}, v_{\text{max}}) = \begin{cases} 
\frac{1}{16(3-2\eta)} \cdot \left( \frac{v_{\text{max}}}{v_0} \right) \cdot \left( \frac{v_{\text{min}}}{v_{\text{max}}} \right)^{2\eta-3}, & \eta < 4 \\
\frac{1}{16(2\eta-3)} \cdot \left( \frac{v_{\text{min}}}{v_0} \right) \cdot \left( \frac{v_{\text{max}}}{v_{\text{min}}} \right)^{2\eta-3}, & \eta > 4 
\end{cases} \]

where \( n \) denotes the electron density and \( v_0 = L\omega_p / 2\pi \). \( f(\eta) \) is minimal for \( \eta = 4 \). That means that the critical spectrum requires minimal energy density to accelerate a particle across a given interval of 'resonances. In this sense \( \Phi^* \) is the optimal spectrum for particle acceleration.

We have performed numerical calculations to verify these predictions [2]. The trajectories of an ensemble of particles in a longitudinal electrostatic field (1) have been followed to determine the region of stochasticity in phase space. We found the extent of this area to be in good agreement with our careful evaluation of Chirikov's overlap reasoning. Additionally it should be pointed out that the more elaborate criterion for the onset of stochasticity due to Greene leads to different conclusions. Greene stated that - without any dependence on the Fourier amplitude of the perturbation - the most noble KAM - surface is the last to be destroyed. Thus the extent of stochasticity in phase space should not depend on the wave spectrum. Our numerical results show that this is not correct in general and therefore confirm the conjecture that the Chirikov criterion has the wider scope.

3. Quasilinear diffusion

For a longitudinal electrostatic wave with a power law spectrum \( \Phi_m = \varepsilon / k_m^\eta \) the quasilinear diffusion equation is

\[ \frac{\partial f}{\partial t}(v, t) = \frac{\partial}{\partial v} \left[ D(v) \frac{\partial f}{\partial v}(v, t) \right], \quad D(v) = \frac{\pi}{2} \varepsilon v^2 \eta^{-3} \]

where we have normalized \( t \) to \( \omega_p^{-1} \), \( v \) to \( L\omega_p / 2\pi \) and \( \Phi \) to \( L^2 en / 4\pi^2 \varepsilon_0 \). With appropriate boundary conditions \( f(v_{\text{min}}, t) = \text{const.} \) and \( f(v, t) \to 0 \) for
and for $\eta > 5/2$ (6) has a stationary solution $f(v) \sim v^{-2\eta + 4}$, which corresponds to the well known suprathermal tails of the distribution function arising in connection with the electron acceleration in Langmuir turbulence. The typical time scale $\tau_R$ for the formation of such a suprathermal tail can be estimated using the analytic solution of (6). It is for $\eta > 5/2$

$$\tau_R = \frac{2}{\pi c^2 (\eta - 5/2)^2 v_{\min}^2 \chi_{1\nu}^2} \cdot \frac{1}{\eta - 5/2} \cdot \frac{128}{\pi c^2 v_{\min}^2 (10\eta - 23)^2},$$

where $v_{\min}$ denotes the lowest resonant velocity and $\chi_{1\nu}$ is the first zero of the $\nu$-th order Bessel function with $\nu = 14 - 2\eta 1/12\eta - 51$, $J_{\nu}(x_{1\nu}) = 0$. Obviously the relaxation time decreases with increasing $\eta$. In a plasma with $L/\lambda_D = 10^4$, $\omega_p = 10^{12}\text{ s}^{-1}$ and $v_{\min} \approx 5v_{th}$ the critical spectrum $\Phi_m$ leads to $\tau_R \approx 7 \cdot 10^{-4}\text{ s}$ that means to a time scale for electron tail formation which is comparable to the collision time.

4. Conclusions

We have shown the Chirikov criterion to be a valuable tool to estimate wave spectra which are optimal for stochastic particle acceleration. For a simple model describing acceleration in Langmuir or lower hybrid waves we found spectra with power law form $-k^{-\eta}$, $\eta = 4$ to be most favourable for electron acceleration. The time scale for suprathermal tail formation could be estimated to be of the order of the collision time or smaller. Further investigations will apply this method to more complicated situations. Especially we will estimate the optimal spectra for ion cyclotron heating.


QUASILINEAR ENERGY TRANSPORT IN A STOCHASTIC MAGNETIC FIELD DERIVED FROM MOMENTUM EQUATIONS

W. Feneberg


Introduction.

In this paper transport in a stochastic magnetic field is studied on the basis of a fluid theory. The Kadomtsev-Pogutse approach [1, 2] has been extended to take account of solving beside an energy equation also an equation for the heat flux consistent with Grad's 13-moment method.

It is an advantage of the macroscopic equations that collisions can be considered exactly within the complete Fokker-Planck operator while kinetic calculations usually work with the Krook [3, 4] or a similar simplified collision model [5].

The presentation here is restricted only on the case of a steady-state perturbation field. But the model has been also investigated for a fluctuating field perturbation.

The resonance width for enhanced transport comes out to be very small in the case of a steady-state ergodic magnetic field when applied such to ergodize the bulk region of the plasma. It is found that transport occurs only in the range

\[ 0 \leq |(m - nq)| \leq \left( \frac{\lambda_e}{Rq} \right)^{-1} \left( \frac{m\omega^*}{\nu} \right)^{1/2} \]  

(1)

Here \( m \) and \( n \) are the poloidal and toroidal mode numbers. \( \omega^* = (T_e/eB_r) \frac{d\ln n_e}{dr} \) is the diamagnetic drift frequency of the electrons, and \( \lambda_e \) is the electron mean free path.

The geometry of the system is idealized and represented by a periodic cylinder of radius \( r \) and periodicity length \( 2\pi R \). Using realistic tokamak parameters characterizing the ASDEX plasma near the separatrix under H-mode conditions we have \( 0 \leq |(m - nq)| \leq 3 \cdot 10^{-2} \). From this follows that large transport in a steady-state stochastic magnetic field can only occur in a situation with a dense mode spectrum. This result, which is also in complete agreement with that as derived from the drift kinetic theory [4] has been found on the basis of the so-called linear approximation and is in contradiction with test particle models [5, 6] which start with the calculation of the magnetic field topology. Further below the range of validity of the linear theory will be considered and it will be shown that it depends only on the strength of the perturbation field.

In order to find larger anomalous transport one needs field fluctuations in the range of the electron-ion collision frequency which is also the time scale for establishing a Maxwellian distribution with constant temperature along the magnetic field lines.
Transport Equations

The electron temperature distribution $T_e(r, \Theta, \varphi, t)$ and the electron heat flux $\vec{S}_e(r, \Theta, \varphi, t)$ are assumed to be governed by the following approximate form of the 13-moment balance equations

$$\frac{3}{2} n_e \frac{\partial T_e}{\partial t} + \text{div} \vec{S}_e = S(r, \Theta, \varphi, t)$$  \hspace{1cm} (2)

$$\frac{\partial \vec{S}_e}{\partial t} + \frac{5 p_e}{2 m_e} \nabla T_e + \frac{e}{m_e} [\vec{S}_e \times \vec{B}] = - \vec{S}_e \nu \alpha$$  \hspace{1cm} (3)

with $\alpha \approx 1.87$

Here, $e, m_e, n_e$ and $p_e$ are the electron charge, mass, density and pressure. The source term $S$ will be taken into account for the case of Ohmic heating $S = \sigma E^2$ with $E = U / 2 \pi R$ the induced electric field and the conductivity $\sigma$ which is described with the self-consistent temperature $T_e$. For simplicity we neglect density perturbations, the convective contributions to the energy balance and the electric current arising within the equation of the heat flux. The presence of a heat flux causes a deviation $\Phi$ from the Maxwellian $f_M$ given by

$$\Phi = \frac{m_e}{T_e} (n_e m_e)^{-1} \vec{S}_e \left( \frac{1}{5} \zeta^2 - 1 \right)$$  \hspace{1cm} (4)

where $\zeta = \vec{u} / v_e$ is the random walk velocity normalized with the electron thermal speed $v_e$.

The model equations (2) and (3) can be used in the range $\Phi \ll 1$. In order to examine this condition to be the only one to exist, a temperature perturbation with arbitrary mode numbers $m$ and $n$ was assumed for the case of a configuration with closed magnetic surfaces (that is in absence of a helical perturbation field) and the decay due to heat conductivity parallel to field lines was studied. The result of the simple calculation shows that each non-resonant temperature perturbation $(m - n q) = 0$ decays on the time scale of the electron-ion collision time independent of the mean free path. For this time being much longer than the transit time the model can also be used in the region of long mean free path.

We consider cylindrical flux surfaces perturbed by a weak stochastic magnetic field with radial component $b_r$, which we expand as

$$b_r = \sum b_{\omega, m, n} \exp(i(\omega t + m \Theta - n \phi))$$  \hspace{1cm} (5)

The temperature $T_e = T_0(e) + T_1$ and heat flux $\vec{S}_e = \vec{S}_0(e) + \vec{S}_1$ are similarly expanded with $< T_1 > = < \vec{S}_1 > = 0$.

Averaging the energy equation (2) over the unperturbed circular magnetic surfaces and the time gives for $\vec{S}_0(e) (r)$ to satisfy the equation

$$\frac{1}{r} \frac{d}{dr} S_{0e, r} = < \sigma E^2 >$$  \hspace{1cm} (6)
Only the often-discussed case of a steady-state perturbation field will be presented here in the following. From eq.(3) the expression of the radial heat flux is found to be

\[ S_{e,r} = -\chi_\parallel b_r (\vec{v} \nabla T_e) - \chi_\perp \frac{\partial T_e}{\partial r} + \frac{5}{2\epsilon B r} \frac{\partial T_e}{\partial \Theta} - \frac{5}{2\epsilon B r} f_p \frac{\partial T}{\partial \phi} \]  

Here \( \chi_\parallel \) is the classical parallel heat conductivity and \( \chi_\perp = \chi_\parallel (\nu^2 / \omega_e^2) \) with \( \omega_e \) the electron gyrofrequency. \( \vec{b} = \vec{B} / B \) is the unit vector of the magnetic field \( \vec{B} \) which will be decomposed into \( \vec{B} = \vec{B}_0 + \vec{B}_1 \) and \( \vec{B}_1 \) is the perturbation field. \( f_p = B_\Theta / B_\phi \).

The average radial heat flux \( S_{0e,r} = \langle S_{e,r} \rangle \) can be found after linearizing eq.(2) and (3) in terms of \( \vec{B}_1 \) and \( T_1 \). In calculating \( T_1 \) from \( b_r \) we neglect in eqs.(2) and (3) the contribution of \( \chi_\perp \) being smaller in the order of \( \nu / \omega_e \) than the contribution of the \( \nabla T \times \vec{B} \) drift. The Kadomtsev-Pogutse model does not contain this drift and therefore the neglect of the non-linear terms is not justified there \[2\]. A simple calculation shows that

\[ T_{m,n} = b_{m,n} T_e' \frac{\left( ik_\parallel + A k_\parallel + A(n/R)f_p^2 \right)}{\left( k_\parallel^2 - (im/r)A(d\Xi e / dt) - B \right)} \]  

The following abbreviations have been used: \( A = T_e/e B v_e \lambda_e \) and \( B = 3\alpha e^2 E^2 / 5T_e^2 \) and \( k_\parallel = (m - nq)/Rq \), with \( q \) the safety factor. The temperature entering on the right side of eq.(8) is always \( T_{e0} \). Discussing eq. (8) the source term \( B \) will be neglected. This is a very good approximation for realistic tokamak parameters. One has to distinguish between two different regions characterized by the value of \( k_\parallel \): In the so-called resonance region \( k_\parallel^2 \ll |D| \) with \( D = m/rA(d\Xi e / dt) \) the solution for \( T_{m,n} \) can be represented with

\[ T_{m,n} \approx b_{m,n} T_e' f_p^2 \frac{n r}{Rm(\Xi e / dr)} \]  

an expression, which is independent from the mean free path \( \lambda_e \). Inserting this into eq. (7), it is shown that the average radial heat flux \( S_{0e,r} \) is enhanced very much with the parallel heat conductivity \( \chi_\parallel \) resulting in a formula for the diffusion coefficient similar to that of Rosenbluth-Rechester \[6\] but with an enhancement factor \( \lambda_e / Rq \) agreeing with the one obtained earlier on the basis of the drift kinetic theory (see eq. (8)) of ref.\[4\]). Outside the resonant region where \( k_\parallel^2 \gg |D| \) we can expand the solution for \( T_{m,n} \) using an ordering parameter \( \gamma = D / k_\parallel^2 \ll 1 \).

The zero order solution \( T_{m,n} = b_{m,n} T_e' f_p^{-1} \) is that of \( \vec{b} \nabla T_e = 0 \) and gives no contribution to the parallel transport. The lowest order of \( \vec{b} \nabla T_e \) is therefore proportional to \( \gamma \) which scales like \( \lambda_e^{-1} \) cancelling \( \lambda_e \) arising in \( \chi_\parallel \). The parallel transport comes out to be independent from the collision time but is very small as compared to the formula of Rosenbluth-Rechester with a factor \( v_D / v_e \) where \( v_D \) is the electron drift velocity.

To estimate the validity of the linear theory we have to consider two different regions: In the region of parallel transport \( k_\parallel \approx 0 \) the deviation from the Maxwell
distribution has to be small. Using eq. (4) together with (8) we find for \( k_\parallel = 0 \) the condition to hold

\[
\lambda v b_r \frac{\partial}{\partial r} (\ell n T_{e0}) < 0.1
\]  

Outside the resonance region the non-linear terms arising within the expression of the parallel heat flux should be small leading to the condition \( \frac{\partial T_{e1}}{\partial r} \ll T_{e0}' \) with \( T_{e,1} \) given from \( \bar{b} \nabla T = 0 \). From this follows a condition for the perturbation field easy to fulfill in realistic cases with \( b_r \lesssim 10^{-4} \).
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FOURIER LAW VIOLATIONS AND HEAT-CURRENT TRANSFER IN PLASMA

A.A. Filyukov

Keldysh Institute of Applied Mathematics, Academy of Sciences USSR

In the problems of astrophysics and high temperature plasma physics the intensity of electron heat transfer achieves in some cases the limiting level admissible by the conservation laws. In such cases the applicability of the Fourier law is restricted by the condition that the free range and electron collision time are small in comparison with the relative scales of changes in macroscopic quantities. The use of higher moments of kinetic approximation is needed in such cases.

For these aims the hyperbolic equation has been proposed recently for the description of intensive electron heat transfer. This equation takes into account the process of heat flux relaxation [1,2]. It may be derived formally from the Boltzman equation by Grad's "13 moments" method [3]. This approach may be considered as an effective account for the time delay connected with the inertia of electrons and the finiteness of electron velocity. It leads to the natural account of flux limit for large values of temperature gradient [4].

In contrast to the Fourier law where the heat flux is collinear to the temperature gradient at any moment, in the hyperbolic approximation the connection between these quantities is defined by the sum, including in addition the heat flux rate multiplied by the characteristic time $\tau$ of the heat flux relaxation.

$$q + \tau \cdot q + \sigma \cdot \text{grad} \ T = 0$$

A natural question arises concerning the physical interpretation of relaxation contribution to the heat flux vector. Exactly this contribution defines the finiteness of the propagation velocity in contrast to the Fourier law where this physical demand is violated.

In the nonuniform plasma with temperature gradients not only the heat fluxes emerge, but the electron current also arises. It occurs due to the Maxwell velocity distribution alteration caused by temperature gradients, and as a consequence the electron flow appears. By analogy with this the existence of
electric field in plasma, which displaces the velocity distribution as a whole, leads to the heat flux emergence. Electron currents due to temperature gradients result in the charge redistribution and electric fields arise generating reverse currents. In the steady case these currents compensate the initial ones and the stationary charge distribution defines the so-called selfconsistent field. The latter has such direction that it reduces the heat flux.

The interaction of simultaneous nonequilibrium processes, that means heat and electron flows, may be described by the phenomenological laws of nonequilibrium thermodynamics,

\[ j = (1/\eta) E + \alpha \nabla T; \]

\[ q = -\beta E - \kappa \nabla T; \]

where the role of thermodynamic fluxes is played by the flows of electrons and heat. Meanwhile the thermodynamic forces are the quantities proportional to the gradients of potential and temperature.

If \( E^* \) is the selfconsistent field that terminates electron current in the steady state then

\[ E^* = -\eta \alpha \nabla T, \]

and the heat flow reduces to the value \( q = -\kappa (1 - \beta \eta \partial / \partial x) \nabla T \) due to the selfconsistent field action. One may treat this effect as an effective reduction of conductivity coefficient. In accordance with Spitzer and Harm calculations [5] the reduction factor \((1 - \beta \eta \partial / \partial x)\) is near 0.4.

It is important to note that according to the form of phenomenological equations the heat flux and electron current represent the linear combination of the same forces. The simultaneous existence of two nonequilibrium processes results in violations of both the Fourier law and the Ohm law in their ordinary form. The Fourier form dependence rehabilitates only by the current compensation due to selfconsistent field. At the absence of such a compensation, immediately with the current appearance the Fourier relation is violated. Just the same situation occurs in nonstationary case when one takes into account the flux relaxation according to the Maxwell–Cattaneo [6,7] relation. Such an analogy gives the grounds for physical interpretation of heat flux relaxation in the terms of nonsteady current effects excited by the rapid change of temperature gradients. Keeping in mind the inertia of electrons, such rapid changes cause disagreement between compensation field and temperature gradient vector. Nonsteady currents arise, they tend to distribute the charges in order to reconstruct the selfconsistent field. The nonsteady currents noncorrelated with the instant temperature gradient vector are the reason to
appearence of some nonlinear thermoelectric effects, the latter having the significant influence on the heat transfer process. Below these effects are listed.

First it is the heat release in the domain of current flow due to the Joule heating proportional to the square current density.

Second it is the heat release or absorption due to the Thomson effect, the sign of which depends on the mutual orientation of the current and temperature gradient vector.

Third it is the heat transfer to the given point with electron currents carrying entropy of transfer from the adjoining domains, the latter being colder or hotter in comparison to the given point: this phenomenon is defined by the Peltier effect and it can lead both to warming and cooling.

Finally, the last fourth effect is defined by energy consumption connected with the work for distributing charges in the internal plasma fields, for instance, the consumption for the selfconsistent field reconstruction.

As the steady state is approached the current relaxes to zero and all the above mentioned effects vanish. On the contrary in the strong nonstationary case all these thermoelectric phenomena prevail over the custom diffusive heat transfer. They define quite different type of physical behaviour resembling the propagation of wave perturbations.

Running of the nonsteady currents is accompanied by the change of internal energy due to dissipative processes as well as the potential energy connected with charge distribution in the internal field $E = - \nabla \psi$.

The global change of internal energy $U$ per unit volume due to the heat and current conductivity is defined by the equation

$$\rho \frac{\partial U}{\partial t} = - \text{div} \, q + (j \cdot E) - \psi \cdot \text{div} \, j = - \text{div} \, (q + \psi \cdot j),$$

which testifies the necessity of unified treatment for heat and current transfer in plasma.

If the Gibbs-Duhem equation is taken as a ground for the change of specific entropy $S$ due to internal energy $U$ and particle number $N$ alteration at the given chemical $\mu$ and electric $\psi$ potentials

$$T \, dS = dU - (\mu - F \cdot \psi) \, dN$$

($F$ is the Faraday constant) with account for energy and charge conservation laws in the following form

$$\rho \frac{\partial U}{\partial t} = - \text{div} \, (q + \psi \cdot j); \quad \rho \frac{\partial N}{\partial t} = \text{div} \, j$$

as well as for Coulomb law in the form of Poisson equation

$$\text{div} \, \nabla \psi = 4\pi \rho_e = - \rho \cdot F \cdot N,$$
then after some substitutions one may obtain

$$T \cdot \rho \cdot \partial S / \partial t = - \text{div} \ q - j \cdot \text{grad} \ \psi - (\mu / F) \cdot \text{div} \ j.$$  

The use of identity

$$T \cdot \text{div} \ \{ [q + (\mu / F) \cdot j] / T \} \equiv \text{div} \ q + (\mu / F) \cdot \text{div} \ j -$$

$$- [q + (\mu / F) \cdot j] \cdot \text{grad} \ T / T + j \cdot \text{grad} \ (\mu / F),$$

leads to the following form of entropy balance equation

$$\rho \partial S / \partial t + \text{div} \ \{ [q + (\mu / F) \cdot j] / T \} = \sigma$$

with \( Q / T = [q + (\mu / F) \cdot j] / T \) as a vector of the entropy flux and \( \sigma \) as an entropy production in two equivalent forms

$$T \cdot \sigma = (q + (\mu / F) \cdot j, -\text{grad} \ T / T) + (j, E \cdot \text{grad} (\rho / F));$$

$$T \cdot \sigma = (q, -\text{grad} \ T / T) + (j, E + T \cdot \text{grad} (\rho / FT));$$

the latter confirms that the generalized heat flux \( Q \) corresponds to the thermodynamic force \(-\text{grad} \ T / T\) or the current flux \( j \) corresponds to the thermodynamic force \( E + T \cdot \text{grad} (\rho / FT) \).

The substitution of so defined phenomenological relations in the energy conservation equation gives the possibility to write down explicitly expressions for the above mentioned nonlinear thermoelectric effects responsible for relaxation properties in hyperbolic equation of heat–current transfer.
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FULLY TOROIDAL FLUID MODEL FOR LOW FREQUENCY MODES IN MAGNETIZED PLASMAS
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S-412 96 Goteborg, Sweden.

Although less accurate than a full kinetic description, fluid models of plasmas have been widely used in the literature. This is mainly due to their relative simplicity but also because they give more explicit results where parameter scalings can be directly seen, while kinetic methods give results in terms of integrals that usually have to be evaluated numerically. Although also more complete fluid models usually require the help of computers in order to obtain quantitatively accurate results, the computing time is significantly reduced. This is particularly important for nonlinear turbulence calculations where kinetic models cannot be used for more realistic geometries. We will here investigate the accuracy of a two fluid description which applies for arbitrary \( \omega_\parallel/\omega \) \[2,4\]. The model includes all the curvature effects in the Braghinskii energy eqs.

We will here take the limiting case \( \omega >> k_\parallel C_\parallel \) where the parallel ion motion can be neglected. This assumption considerably simplifies the description at the same time as it includes some of the most important modes in tokamaks. We also neglect resistive and viscous effects. The localization of the particles in the perpendicular plane is thus provided by the magnetic field. In this approximation the only contribution to the heat flow comes through the diamagnetic (Roghi-Leduc) heat flow \( \mathbf{q}_\parallel \) given by

\[
\mathbf{q}_\parallel = \frac{5}{2} \frac{P}{m\Omega_e} (\mathbf{e}_\parallel \times \nabla T)
\]  

(1)

This is the diamagnetic heat flow derived by Braghinskii [1] using a collision dominated model. The form (1) of \( \mathbf{q}_\parallel \) is, however, more general since \( \mathbf{q}_\parallel \) for physical reasons has to cancel other convective diamagnetic effects in the energy equation [3]. After this cancellation only compressibility effects of \( \mathbf{q}_\parallel \) remain. This effect turns out to be quite important in general, e.g. providing an additional pressure driving force for the MHD ballooning mode branch but giving a stabilizing effect on \( \eta_1 \) modes.
We use the perturbed equations of continuity and energy for ions in the form [4].

\[
\frac{\partial n_i}{\partial t} + \mathbf{v}_B \cdot \nabla n_i + n_i \nabla \cdot \mathbf{v}_B + \nabla \cdot (n_i \mathbf{v}_B) + \nabla \cdot (n_i \mathbf{v}_{ni}) + \nabla \cdot (n_i \mathbf{v}_{ni}) = 0
\]  

(2)

\[
\frac{3}{2} n_i \left( \frac{\partial n_i}{\partial t} + \mathbf{v}_i \right) T + p \nabla \cdot \mathbf{v}_i = - \nabla \cdot \mathbf{q}_i
\]

(3)

to find the ion density response

\[
\frac{\delta n_i}{n_i} = \frac{e \Phi}{T_i} \left[ \frac{\omega_{ei} + \epsilon_0 \omega_{pi} - k^2 \left( m_i \left( \omega + \omega_{ci} (1 + \eta_i) \right) \right)}{\omega - \frac{k^2 \omega_{ci}}{2 T_i}} \right] \frac{1}{\omega - \omega_{ci} \left( v_i^2 + v_i^2 / 2 \right) / \epsilon n_i}
\]

(4)

which explicitly shows the correct limit

\[- \frac{e \Phi}{T_i} \text{ for } \frac{\omega_{\pi i}}{\omega} \rightarrow \infty.\]

The kinetic ion density response as obtained from a gyrokinetic equation can be written [5]:

\[
\frac{\delta n_i}{n_i} = \frac{e \Phi}{T_i} \left\{ -1 + \int \frac{\omega - \omega_{ci} \left[ \left( m_i v_i^2 / 2 T_i \right) \right]}{\omega - \omega_{ci} \left( v_i^2 + v_i^2 / 2 \right) / \epsilon n_i} J_0(\xi) f_{\text{Max}}(\xi) \, d^3 v \right\}
\]

(5)

where \( \xi = \frac{k v}{\omega_{ci}} \), \( J_0 \) is a Bessel function and \( f_{\text{Max}} \) is a Maxwellian distribution function.

The integration over velocity space can be performed to a rather large extent. With \( k^2 \rho_i^2 << 1 \) the result is

\[
\frac{\delta n_i}{n_i} = \frac{e \Phi}{T_i} \left\{ -1 + 2 i \frac{\omega_{\pi i}}{\epsilon n_i} \sqrt{\pi \kappa} e^{-\kappa} \left( e^{i \kappa (x + i \sqrt{\kappa})} - 1 \right) - \right.
\]

\[
- \pi \left[ \kappa - \frac{1}{\epsilon n_i} \left( 1 + \eta_i (2 \kappa - 1) \right) \right] e^{-2\kappa} \left( e^{i \kappa (x - i \sqrt{\kappa})} - 1 \right)^2 +
\]

\[
+ 2 k^2 \left( \kappa - \frac{1}{\epsilon n_i} \right) \pi e^{2\kappa} \left[ (1 + \kappa) (e^{i \kappa (x + i \sqrt{\kappa})} - 1)^2 - 2 e^{i \kappa (x + i \sqrt{\kappa})} \right] + 2
\]

\[
+ 4 \frac{2 \eta_i}{\epsilon n_i} e^{\kappa} \left[ (\kappa - 3) - 2 i \sqrt{\pi \kappa} \sqrt{\pi \kappa} \left( e^{i \kappa (x - i \sqrt{\kappa})} + 2 \pi - \frac{2}{\kappa} \right) \right] \right\}
\]

(6)

where \( \alpha = \frac{\omega_{\pi i}}{\omega_{ci}} > 0 \) in the ion diamagnetic direction.

When \( \omega_{\pi i} < \omega_{ci} \), it is possible to expand our density responses. For the kinetic model this expansion gives

\[
\frac{\delta n_i}{n_i} = \frac{e \Phi}{T_i} \left\{ -1 + \pi \left[ (1 - \eta_i) \left( \frac{\omega_{ci}}{\omega_{pi}} - \frac{\omega_{ci}}{\omega_{pi}} \right) \right] \right\}
\]

(7)

whereas the fluid model gives
\[
\frac{\delta n_i}{n} = \frac{\phi}{T_i} \left[ -1 + \left( \frac{7}{5} - \frac{3}{5} \eta_i \right) \frac{\omega_i}{\omega_{D_i}} - \frac{7 \omega}{5 \omega_{D_i}} \right]
\]

(8)

which is qualitatively the same result as (7).

When \( \omega \) is in the diamagnetic electron direction the fluid and kinetic responses are not possible to separate fig. 1[6]
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Fig. 1. The ratio \( \frac{\delta n_i}{n} \) as a function of \( \varepsilon_n = 2L_n/L_B \) for propagation in the electron drift direction. \( \omega_r = 2\omega_e, \gamma = \omega_e, \eta_i = 3 \) and \( k_0 = 0.1 \)

Using the condition of quasineutrality with adiabatic electrons we may form density responses which give us \( \eta_i \) thresholds as a function of \( \varepsilon_n \)

For \( k^2 \rho^2 = 0 \) the fluid eqs. give

\[
\eta_{th} = \frac{1}{2} \left( \frac{4}{3} - \tau \right) + \frac{1}{4} \varepsilon_n \left( \tau + \frac{40}{3} \right) + \frac{\tau}{4 \varepsilon_n}
\]

(9)

while the kinetic model gives

\[
\eta_{tr} = \varepsilon_n \left( \frac{\alpha - \frac{1}{\varepsilon_n}}{e^{-\sqrt{\frac{\alpha}{\varepsilon_n}}} - e^{-\sqrt{\frac{\alpha}{\varepsilon_n}}} e^{-\sqrt{-\frac{\alpha}{\varepsilon_n}}} \operatorname{erf}(-i\sqrt{\frac{\alpha}{\varepsilon_n}})}{e^{-\sqrt{\frac{\alpha}{\varepsilon_n}}} \operatorname{erf}(-i\sqrt{\frac{\alpha}{\varepsilon_n}})(2\alpha - 1) + i} \right)
\]

(10)

where \( \omega \) satisfies

\[
\left( 1 + \frac{1}{\varepsilon_n} \right) \left[ 1 + \left( \frac{1}{\sqrt{\varepsilon_n}} - 2\sqrt{\varepsilon_n} \right) i \sqrt{\varepsilon_n} e^{-\sqrt{-\frac{\alpha}{\varepsilon_n}}} \right] + \left( \alpha - \frac{1}{\varepsilon_n} \right) e^{-2\alpha \tau} \left( 1 - \operatorname{erf}^2(-i\sqrt{\varepsilon_n}) \right) = 0
\]

(11)

As seen in fig. 2[6] the agreement is extremely good for \( \tau = 1 \).
Fig. 2 a) The stability threshold in $\eta_i$ for toroidal $\eta_i$ modes as a function of $e_n=2L_n/L_B$ for the fluid and fully kinetic models. The temperature ratio is $\tau=1$ and FLR effects are absent.

For $e_n \gg 1$ both the fluid and the kinetic thresholds are of the general form

$$\eta_i^{\text{th}} = q(\tau) e_n$$

(12)

where for the fluid model

$$q(\tau) = g_f(\tau) = e_n \left( \frac{\tau}{\gamma} + \frac{10}{\eta \tau} \right)$$

The agreement with kinetic theory is good for $\tau \lesssim 4$. For large $\tau$, however, the kinetic $q$ approaches 1 as

$$g_k(\tau) \to 1 + \frac{1}{2 \tau} \quad (\tau \to \infty)$$

In this limit, however, the eigenfrequency is given by

$$\omega \approx \frac{1}{2} \omega_{e_1} \frac{1 - (1 + \frac{1}{\tau})^{-1/2}}{1} \to -\omega_{e_1} \quad \text{when} \ \tau \to \infty$$

This means that $\alpha \gg 1$ and the fluid limit should apply. Thus although the exact thresholds differ strongly in this limit the kinetic and fluid thresholds is very small.

The conclusion to be drawn from these results is that the present fully toroidal fluid model appears to be a good description for toroidal fluid instabilities.
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TRANSPORT DUE TO FULLY TOROIDAL COLLISIONLESS DRIFT WAVES INCLUDING TRAPPED ELECTRON EFFECTS.

J. Weiland, A. Jarmen and H. Nordman
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A fully toroidal fluid model (not expanded in $L_n/L_B$) for ion temperature-gradient driven drift modes ($\eta_j$ modes) has been extended to include effects of electron trapping. As a result a new collisionless trapped electron mode has been found. The electron and ion thermal conductivities are comparable and particle or heat pinch effects with a tendency to equilibrate $L_n$ and $L_T$ have been found.

In recent large tokamak experiments improved confinement regimes for both peaked and flat density profiles have been found. As it turns out both these trends may be consistent with energy transport due to $\eta_j$ modes. It has, however, not yet been explained why the particle flux may be inward or why the temperature profile peaks immediately after the peaking of the density profile in connection with pellet fuelling. In the present paper we attempt to explain these two effects as due to the influence of collisionless electron trapping on the toroidal $\eta_j$ mode.

We use the fully toroidal fluid model of Ref 4 for both ions and trapped electrons.

\[
\frac{\partial n_j}{\partial t} + \vec{v}_E \cdot \nabla n_j + n_j \nabla \cdot \vec{v}_E + \nabla \cdot (n_j \vec{v}_E) + \nabla \cdot (n_j \vec{v}_{Ej}) + \nabla \cdot (n_j \vec{v}_{pj}) = 0 \tag{1}
\]

\[
\frac{3}{2} n_j \left( \frac{\partial}{\partial t} + \vec{v}_j \cdot \nabla \right) T_j + p_j \vec{v}_j \cdot \vec{v}_j = - \nabla \cdot \vec{q}_j \tag{2}
\]

where $j$ is the particle index for ions and trapped electrons and $q$ is the diamagnetic heat flow given by

\[
\vec{q}_j = \frac{5}{2} \frac{P_j}{m_j \Omega_j} (\vec{e}_j \times \nabla T_j)
\]
The other notations are conventional i.e. $v_E$ is the ExB drift, $v$ is the diamagnetic drift and $v_s$ is the polarisation drift. The stress tensor drift $v_s$ has been included only in order to retain the lowest order finite Larmor radius (FLR) effect. The drifts $v$ and $v_s$ have been neglected for the trapped electrons and the temperature perturbations enter into (1a) through $\varepsilon(nv)=(1/T_s)\varepsilon_{w1}^\varepsilon\varepsilon_0$, where $v_{D1}$ is the magnetic drift. For the trapped electrons this will be the bounce averaged drift. Parallel ion motion has been neglected under the assumption $k^2p^2 > 0.1$. The free electrons are assumed to be Boltzmann distributed.

The system (1)-(3) leads to the linear dispersion relation

$$\frac{\omega_{se}}{N_i} \left[ \omega(1-e_n) - \left( \frac{7}{3} - \eta_1 - \frac{5}{3} e_n \right) \omega_{Dj} - k^2 p_2^2 \right] \left( \frac{\omega}{\omega_{se} + \frac{5}{3} e_n} \right) =$$

$$= f_r \frac{\omega_{se}}{N_e} \left[ \omega(1-e_n) - \left( \frac{7}{3} - \eta_1 - \frac{5}{3} e_n \right) \omega_{De} \right] + 1 - f_i$$

where $e_n = 2L_n/L_B$ and

$$N_j = \omega^2 - \frac{10}{3} \omega \omega_{Dj} + \frac{5}{3} \omega_{Dj}^2$$

The dispersion relation (4) is of fourth degree in $\omega$. It is characterized by a symmetry between the ion part, divided by $N_i$, and the trapped electron part divided by $N_e$, for $f_r=1$ and $k^2 p_2^2 = 0$. In the limit $f=0$ it turns into the dispersion relation for $\eta_i$ modes of ref 4. For typical realistic parameter values it has one unstable branch with $N_i < N_e (\eta_i = \text{branch})$ propagating in the ion drift direction and one unstable branch with $N_i > N_e$ (trapped electron branch) propagating in the electron drift direction. This leads us to suggest that the latter is the mode propagating in the electron drift direction observed in ref 3. We may derive quasilinear diffusion coefficients for the system (1)-(3) in the same way as done in Ref 4 with the saturation level estimated by

$$\frac{e\phi}{T_e} = \frac{\gamma}{\omega_{se}} \frac{1}{k x L_n}$$

The result may be written in the form:

$$\chi_i = \frac{1}{\eta_i} \left[ \eta_i - \frac{2}{3} - \left(1-f_i\right) \frac{10}{3} \omega e_n - \frac{2}{3} f_i \Delta_i \right] \frac{\gamma^2 k_i^2}{\left(\omega - \frac{5}{3} \omega_{se}\right)^2 + \gamma^2}$$

$$\chi_e = f_r \frac{1}{\eta_e} \left[ \eta_e - \frac{2}{3} - \frac{2}{3} \omega e \right] \frac{\gamma^2 k_e^2}{\left(\omega - \frac{5}{3} \omega_{se}\right)^2 + \gamma^2}$$

$$D = f_i \Delta_n \frac{\gamma^2 k_x^2}{\omega_{se}^2}$$
where \( \omega = \omega_0 + i \gamma \), \( \tau = T/T_0 \), and \( \Delta \), are fourth degree expressions in \( \omega \) and \( \epsilon \), given in Ref 4. In the limit \( f = 0 \), \( \chi_1 \) turns into the result given in ref 4. In the present system the pinch effects may dominate so that one or two of the diffusion coefficients may become negative. In Fig 1 we show a diagram with stability boundaries and signs of the diffusion coefficients as a function of \( \eta = \eta_i = \eta \) and \( \epsilon \). We note that the pinch effects always tend to equilibrate \( I_m \) and \( L_m \). Such trends are also present in the magnitudes of the diffusion coefficients when all are positive.

In Fig 1. Stability boundaries in \( \eta = \eta_i = \eta \) and signs of transport coefficients as a function of \( \epsilon = 2^{1/2} \frac{L_0^{0.1}}{L_0} \) for \( \tau = 1 \), \( \xi = 0.5 \) and \( k_p = 0.1 \). In the region below the dotted line \( \chi_1 < 0 \) and below the dashed dotted line \( \chi_1 > 0 \).

In Fig 2 we show the variation of the diffusion coefficients as a function of \( \epsilon \) for \( \eta = 0.1 \) where heat pinch effects are present.

Fig 2 The scaling of diffusivity with \( \epsilon \) for \( \eta = \eta_i = 0.1 \), \( k_p = 0.1 \), \( \tau = 1 \) and \( f = 0.5 \).

The coupling between particle and energy diffusion is in agreement with experimental observations. The particle pinch effect seems to be present in most present day tokamaks while the heat pinch effect occurs only under rather extreme conditions.
Fig 3. Radial variation of quasilinear diffusion coefficients for the TEXTOR profile with N=1.91 in ref 6 with \( \tau=1 \), \( k^2 \rho^2=0.1 \) and \( f=2\varepsilon/(1+\varepsilon) \) where \( \varepsilon=r/R \).
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ON CONVECTIVE FLUCTUATIONS IN A THREE-COMPONENT PLASMA IN A CURVED MAGNETIC FIELD

A.G. Sitenko, P. P. Sosenko
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1. Introduction. The theory of nonlinear interaction of low-frequency waves and fluctuations in a two-component plasma in a homogeneous magnetic field /1-5/ predicts a nonlinear dynamics of low-frequency motions and stationary spectra of low-frequency fluctuations with nonlinear effects taken into account, as well as an anomalous plasma transport due to these fluctuations. Meanwhile, the laboratory, geophysical and astrophysical studies reveal the importance of low-frequency nonlinear phenomena in many-component plasmas in a curved magnetic field /6-10/.

The present paper establishes the possibility of nonlinear convective waves in a three-component plasma in a curved magnetic field, suggests reduced equations appropriate for description of such waves and predicts the stationary spectrum of flute (interchange) fluctuations, as well as the possibility of critical fluctuations. The existence of a nonlinear mechanism generating large-scale electrostatic fields in the form of a double cascade of waves is demonstrated.

2. Reduced nonlinear equations for the convective oscillations. Let us consider the case of a three-component plasma in crossed magnetic $B$ and gravity $g$ fields, which are assumed to be homogeneous. (The gravity field is introduced to model the magnetic field curvature /11/). Plasma inhomogeneity is assumed to be in the direction of a gravity field, along the $x$-axes. We start from the transport equations /1-3/

$$\frac{\partial n_a}{\partial t} + \nabla (n_a \mathbf{v}_a) = 0, \quad a = e, i, \quad (1)$$

$$\mathbf{v}_a = \left(\frac{e}{B}\right)(\mathbf{u}_a \times \mathbf{B}) + \left(\frac{1}{f_Ba}\right)(\partial_{\mathbf{v}} + \mathbf{v}_a \cdot \nabla)\mathbf{u}_a, \quad (2)$$

$$\mathbf{u} = \mathbf{E} + \frac{mg}{q} (\mathbf{v}_p + \mathbf{v}_i)/qn.$$  \(\quad (Here \ n, \ \mathbf{v}, \ \mathbf{E} = -\nabla \phi, \ p, \ are, \ respectively, \ a \ density, \ an \ electric \ field \ strength, \ a \ pressure, \ a \ viscosity \ tensor, \ q \ and \ m \ are \ the \ charge \ and \ the \ mass \ of \ a \ particle, \ c \ is \ a \ light \ velocity, \ f_B \ is \ a \ gyrofrequency, \ \mathbf{B} = B/B, \ index \ e \ (i) \ refers \ to \ electrons \ (ions)). \) Eq. (2) takes into account the low-frequency and flute character of plasma motion. The third component (a hot one which represents either electrons or ions) is
described in the adiabatic approximation /2-5,8,9,12/
\[ n_h = n_{ho}(1 - q_t/T_h), \]
where \( n_{ho} \) is an unperturbed density, \( T_h \) is a temperature, the potential \( \phi \) is governed by the Poisson equation
\[ \Delta \varphi = 4\pi \left( \frac{q_t}{a} q_a n_a + q_h n_h \right). \]

Eqs. (1)-(4) yield a system of reduced equations for the potential and density (\( \xi_n = n - n_{ho} \)) perturbations (the frame is chosen so as to have the electrons at rest in an unperturbed state):
\[ \varphi_t (1 - \rho \varphi) + \varphi (1 - \rho \Delta) \varepsilon q_{\phi} + \varepsilon q_{\phi} = 0, \]
(3)
\[ - \rho \varepsilon q_{\phi} + \varepsilon q_{\phi} = 0, \]
(4)
\[ \varepsilon q_{\phi} + \varepsilon q_{\phi} = 0, \]
(5)
where the following notations are used: \( \varepsilon = \varepsilon / (1/f_B + 1/f_B), \)
\[ \varepsilon q_{\phi} = (c/B) b \cdot \nabla \ln \varphi, \]
\[ a^2 = T_h / 4\pi q_h n_{ho}, \]
\[ \rho = a(1 + \varepsilon), \]
\[ \varepsilon = 4\pi n_{ho} \mu_0. \]

The similarities between the electrostatic mode under consideration and the magnetic electron mode /13,14/ are obvious.

3. Linear waves and fluctuations. The eigen-frequency of plasma oscillations follows from the zero of the dielectric permittivity:
\[ f_k = (1/2)(f_g + f_h)(1 + (1 - 4 f_t f_h / (f_g + f_h)^2)^{1/2}). \]

In the case of a nonequilibrium unperturbed plasma state (unfavorable curvature) the waves with the frequency \( f_k \) have a positive (negative) energy. In the case of favorable curvature both branches are characterized with positive energies.

In order to take into account the fluctuations, a random source is to be introduced into the right-hand side of Eq. (7), with a quadratic spectral correlation function for the source being determined within the context of the theory of hydrodynamic fluctuations /16/. Then, the spectral distribution of electric field strength fluctuations is as follows:
\[ \langle E^2 \rangle_K = (8\pi T_i / (f - f_h)) \Im \varepsilon. \]
Then, \( \langle E^2 \rangle_K = (8\pi T_i / (f - f_h)) \Im (1/\varepsilon*). \)

The latter relation has the form of a fluctuation-dissipation
relation /18/, nevertheless it is appropriate for a description of fluctuations in the nonequilibrium state too. The integration of this spectrum over the frequency results in the following expression for the fluctuation intensity:

$$I_k = \sum \langle B^2 \rangle_k = \frac{4 \pi T_1 \gamma}{1 + \rho^2 k^2} \gamma_1 (f_1 - f_2)^2 + (1 \pm 2),$$

where $f_1 - i\gamma$ and $f_2 - i\gamma_2$ are the roots of the linear dispersion equation with regard for the dissipation. When $\gamma < |f^+ - f^-|$, the latter equation simplifies to

$$I_k = I_{eq}(|f^+| + |f^-|) / |f^+ - f^-|, \quad I_{eq} = \frac{4 \pi T_1 a^2 k^2}{1 + \rho^2 k^2},$$

i.e. $I_k = I_{eq}$ in the case of favorable curvature. In the unfavorable curvature case the fluctuation intensity increases substantially as $f^+ - f^-$ (critical fluctuations). But the simplified equation for the intensity is unjustified in that region. When $\gamma > |f^+|$, the general equation yields ($\gamma < |f^+|$

$$I_k = I_{eq}(|f^+|/2\gamma)^{1/2} > I_{eq}, \quad f^+ = (f_{h} + f_{g})/2$$

i.e. the level of fluctuations in nonequilibrium plasma is much above the fluctuation level in the equilibrium state. When $\gamma > |f^+|$, the fluctuation level is the same for both cases of favorable and unfavorable curvatures, and it equals to $I_{eq}$.

4. Decay instability. Let us consider the nonlinear interaction of convective waves in the stability domain, with viscosity being disregarded. The decay instability /17/ takes place, if the condition, $Q = s_2 s_3 V(k_1, -k_3) V(k_1, -k_2) > 0$, is satisfied ($k_1 = k_2 + k_3$).

The nonlinear electric susceptibility possesses symmetry properties which reflect the nonlinear interaction conservation laws. We use them to transform the decay instability criterion

$$(s_2^2 s_3^2) (f_{g1}^3 - f_{g3}^3) (f_{g2}^3 - f_{g1}^3) (f_{g2}^3 - f_{g1}^3) > 0,$$

In what follows the condition, $|f_{h}| > |f_{g}|$, is assumed to hold.

For the interaction of waves with the same sign of the energy, the instability condition (along with the monotonic dependence of the quantity $f_{g1}^3$ upon the wavenumber) implies that the pump wave is to have an intermediate value of the wavenumber, and nonlinear interaction causes a simultaneous excitation of waves with large and small wavenumbers, i.e. a double cascade of waves takes place in the wavevector space.

The decay instability criterion can be put into the form

$$k_{2y}(k_{1y} - k_{2y}) > 0,$$

if the sign of the energy is the same for all three waves, i.e. nonlinear interaction causes a spectral cascade of waves towards the small values of $|k_{1y}|$, which may result in an emergence of structures elongated in the direction normal to the inhomogeneity gradient and in a formation of zonal particle flows in this direction. Then, it is possible to suggest the turbulent transport due to low-frequency
convective oscillations to be maximal in the same direction (in the case of toroidal configuration of the confining magnetic field this phenomenon implies that plasma parameters are rapidly equalized in the poloidal direction).

If the waves from different branches interact, for instance \( f_1^+, f_2^+ \) and \( f_3^+ \), then the instability criterion can be reduced to the form \( k_i \cdot k_i \), implying \( |f_3^+| < |f_1^+| (|f_2^+| > |f_3^+|) \) for the case of favorable (unfavorable) curvature, i.e. an up-conversion phenomenon is possible in a nonequilibrium plasma due to the nonlinear interaction of positive energy and negative energy waves.

It is to be noted that the double cascade of waves accompanied by plasma motion anisotropy is a typical feature of the weak nonlinear interaction of low-frequency waves, and it is the form of plasma self-organization /5/.
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Abstract. Drift-cyclotron instability saturation of the plasma with the density and temperature inhomogeneities has been studied. Basic mechanisms of the instability saturation and the turbulence level are established. The anomalous particle and heat fluxes are determined.

The drift cyclotron instability (DCI) is known to develop in the inhomogeneous plasma immersed in the magnetic field [1], its frequency and growth rate being

$$\omega(k) = n_0 \omega_c \left( 1 + \frac{1}{2 \pi} k \rho_i \right),$$

$$\gamma(k) = \frac{T_e}{\omega_c^2} \left[ 2e - e^* \left( \frac{1}{2} e - \frac{1}{2} e^* \right) \right] \exp \left( -\frac{\omega^2}{2k^2 v_T e^2} \right),$$

where $\rho_i = v_{Te}/\omega_c$, $e = \omega/\sqrt{2} k \nu_T e^2$, $e^* = \omega^*/\sqrt{2} k \nu_T e^2$, $\omega^* = \omega^*/k_x$, and $\omega^* = \omega^*/k_x$.

DCI is excited by resonant electrons with the parallel velocity $v_{Te} = \omega^*/k_x$.

The turbulence level and anomalous diffusion coefficient estimates due to the drift-cyclotron parametric turbulence in the plasma with the homogeneous temperature were obtained earlier [2]. (The first attempt to analyze the nonlinear stage of DCI was made by A.B. Mikhailovsky [3] who pointed out that the basic DCI saturation mechanism in the stimulated scattering of oscillation off ions whereas the decay effects are negligible). The present report deals with the dynamics of the drift-cyclotron turbulence which is establishing for the plasma with the inhomogeneous density and temperature, and the particle and heat fluxes are determined.

Accounting for the stimulated scattering of ion cyclotron waves off bare ions the process of establishing the drift-cyclotron turbulence is governed by the equation for the spectral intensity of oscillations $I(k)$

$$\frac{1}{2} \frac{\partial I(k, t)}{\partial t} = \left[ \gamma(k) + \sum_n \left( \frac{\text{Re} \, \xi_n}{\omega(k)} \right)^2 \int dk' \text{Im} \, \xi_n(k, k') I(k') \right] I(k),$$

where $\xi_n(k, k')$ are the eigenfunctions.
\[ \text{Im} \ U_i(k, k_i) = \text{Im} \ U_i^{(h)}(k, k_i) + \text{Im} \ U_i^{(ch)}(k, k_i), \]

where
\[ \text{Im} \ U_i^{(h)} \approx -\frac{\sqrt{2}}{\pi} \frac{e^2 k_i k_{B} \rho_i^2}{k^2 \lambda_{D_i}^2 T_{i}^2} \frac{\omega_{ci}^3 (n-n_i)}{\omega(k)^2} \delta(\omega(k)-\delta\omega_i(k_i)), \]

\[ \text{Im} \ U_i^{(ch)} \approx \frac{\sqrt{2}}{\pi} \frac{e^2 k_i k_{B} \rho_i^2}{k^2 \lambda_{D_i}^2 T_{i}^2} \frac{\omega_{ci}^2 (n-n_i)}{\omega(k)} \delta(k_y-k_{y_i})(1-\eta_c) \delta(\omega(k)-\delta\omega_i(k_i)). \]

As in the case \( \nabla T_{e,i} = 0 \) [2] on the first stage of DCI nonlinear evolution determined by \( \text{Im} \ U_i^{(h)} \), the energy transfer to the low frequency range occurs. As a result on the oscillation density level
\[ \frac{W}{n_i T_{i}} \approx \frac{T_{e}}{T_{i} L_{A}}, \]

where \( L_{A} = L_{n_i} \) at \( \eta_c < 1 \) and \( L_{A} = L_{T_i} \) at \( \eta_c > 1 \), the ion cyclotron waves with \( \omega = n \omega_{ci} \) \( (n \gg 2) \) are suppressed and the only branch with \( \omega = \omega_{ci} \) survives. Due to this circumstance the matrix element \( \text{Im} \ U_i^{(h)} \) vanishes because now \( n=n_i \) for interacting waves. The consequent DCI evolution is governed by the matrix element \( \text{Im} \ U_i^{(ch)} \).

The DCI saturation process develops differently depending on the values of \( \eta_i \) and \( \eta_e \) magnitudes. In cases \( \eta_i < 1 \), \( \eta_e < 1 \) and \( \eta_i > 1 \), \( \eta_e > 1 \), the stimulated scattering of ion cyclotron waves off bare ions leads to the energy transfer over the wavenumber spectrum in the linear damping region, the DCI saturation levels \( W \) becoming equal to
\[ \frac{W}{n_i T_{i}} \approx \left( \frac{T_{e}}{T_{i} n_e} \right)^4 \eta_e < 1, \eta_i < 1, \]
\[ \frac{W}{n_i T_{i}} \approx \frac{L_{T_i}}{L_{T_e}} \left( \frac{T_{e}}{T_{i} n_e} \right)^4 \eta_i > 1, \eta_i > 1. \]

In the estimate [2] for \( W \) the factor \( (T_e/T_i)^2 \) is missing as compared with (7).

In cases \( \eta_i > 1 \), \( \eta_i < 1 \) or \( \eta_e < 1 \), \( \eta_i > 1 \), the energy transfer occurs in the region of maximum \( k \) under the condition of \( k \) conservation for all interacting ion cyclotron waves i.e., in this case \( k_y \rightarrow k_{iy} \), \( k_x \rightarrow 0 \). Now \( \text{Im} \ U_i^{(ch)} \rightarrow 0 \) and the saturation level is determined by the strong turbulence level, based e.g., on the account of cyclotron resonance nonlinear broadening (see [2]). In this case the DCI saturation levels are:
\[ \frac{W}{n_i T_{i}} \approx \left( \frac{T_{e}}{T_{i} n_e} \right)^4 \eta_e < 1, \eta_i > 1, \]
\[ \frac{W}{n_i T_i} \sim \left( \frac{T_e}{T_i} \right)^\eta \left( \frac{\rho_i}{L_{te}} \right)^{\eta_i}, \quad \eta > 1, \ \eta_i < 1. \]  
(10)

Note that the level (7) obtained in the case \( \eta < 1 \), \( \eta_i < 1 \), also happens to be the order of the DCI saturation level establishing as a result of ion cyclotron resonance nonlinear broadening. The broadening is negligible for \( \eta > 1 \), \( \eta_i > 1 \) when \( L_{ti} < L_{tc} \), but it is dominant in the opposite case when \( L_{ti} > L_{tc} \). In the latter case the DCI saturation level is determined by the estimate (10).

The electron heat flux \( Q_e \) across the magnetic field is due to electron scattering off ion cyclotron oscillations and it is determined from the quasilinear kinetic equation for electrons

\[ Q_e = \frac{e^2}{m_e} \int \frac{dk}{k} \left\{ \frac{K}{\omega_{ce} \omega_{ce}'} \left[ k_x \psi(k) \right] + \frac{K}{\omega_{c0} \omega_{ci}} \left[ k_y \psi(k) \right] \right\} \frac{W}{P_i} \frac{c T_i}{e B_0}, \]  
(11)

in which the levels \( W \) are determined by the estimates (7)-(10). Hence, the temperature conductivity coefficient \( \chi_e \) may be obtained conventionally

\[ \chi_e = \frac{\frac{Q_e}{P_e}}{T_e} \sim \frac{D_B}{n_i T_i} \frac{L_{te}}{L_{tc}} \]  
(12)

where \( D_B = c T_e / e B_0 \). Similar expression in which \( L_{tc} \) is changed for \( L_{te} \) has been obtained for diffusion coefficients for electrons and ions. The diffusional flow appears to be ambipolar [2].

This transport appears to be weaker than the transport due to long wavelength drift turbulence that may develop in long devices with \( L_{te} > 10a \) [1]. In short traps \( L_{ti} < 10a \) and \( L_{ti} / \rho_i > (m_i / m_e)^{1/2} \) the transport is determined by the drift-cyclotron turbulence considered.
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Investigation of beam-plasma interaction presents a great interest for development of new methods in amplification and generation of electromagnetic waves, acceleration of charged particles in plasma, high-frequency heating of plasma and so on.

In the present work, we shall study the nonlinear interaction of a homogeneous beam of electrons of an arbitrary density with an inhomogeneous plasma layer. When the beam density is small as compared with the plasma density and beam Langmuir frequency is small as compared with the wave frequency, the wave phase velocity is close to the beam velocity. In this case, nonlinear interaction associated with the plasma can be neglected as compared with that associated with the beam.

For simplicity, we consider the case of one-dimensional electrostatic oscillations when the direction of beam propagation, plasma density gradient and wave electric field coincide with the x-axis. An external static magnetic field $H_0$ perpendicular to both beam and plasma is also considered.

The initial set of equations describing the oscillations has the form:

$$\frac{\partial V_s}{\partial t} + V_s \frac{\partial V_s}{\partial x} = -\frac{e}{m} E - \Omega V_s, \quad \Omega = \frac{e H_0}{mc}$$ (1)

$$\frac{\partial N_s}{\partial t} + \frac{\partial}{\partial x} (N_s V_s) = 0$$ (2)

$$\frac{\partial E}{\partial x} = -4\pi e \sum S$$ (3)

$S$ indicates the electrons type ($S = b$ for beam, $S = p$ for plasma). The velocity and density of both beam and plasma can be represented as:

$$V_b = U + U_b^{(1)} + U_b^{(2)}; \quad N_b = n_b^{(0)} + n_b^{(1)} + n_b^{(2)}$$

$$V_p = 0 + U_p^{(1)} + U_p^{(2)}; \quad N_p = n_p^{(0)} + n_p^{(1)} + n_p^{(2)}$$

The symbol $(o)$ denotes the unperturbed quantities, $(1)$ denotes...
the perturbed values with frequency \( \omega \) (grounded waves associated with an electric field \( E_1 \)), and (2) denotes the perturbed values with frequency \( 2 \omega \) (generated waves associated with electric field \( E_2 \)).

Above values satisfy the relations

\[
\begin{align*}
\frac{\partial u}{\partial t} = & \frac{\partial u}{\partial x} = \frac{\partial n_b^{(o)}}{\partial x} = \frac{\partial n_b^{(u)}}{\partial x} = 0, \quad u > 0, \quad n_b^{(o)} > |n_b^{(u)}|, \\
|u| > |u_b^{(u)}|, \quad |u_b^{(o)}| < |\frac{\partial}{\partial t}|/2
\end{align*}
\]

From equations (1), (2) we can obtain the perturbations with frequency (grounded waves), in velocity and density of the beam and plasma as

\[
\begin{align*}
U_b^{(o)} = & -\frac{e}{m \mu \omega x} \int \frac{E_2(x)}{E_1(x)} e^{-i \omega x} dx, \\
N_b^{(o)} = & -\frac{e n_b^{(o)}}{m \mu \omega x} \int \left[ \frac{\partial}{\partial x} \left( e^{i \omega x} \int \frac{E_1(x)}{E_1(x)} e^{-i \omega x} dx \right) \right] dx, \\
N_p = & -\frac{\omega}{m \omega x} \left( \frac{\partial}{\partial x} \left( n_p^{(o)} E_1(x) \right) \right)
\end{align*}
\]

where, \( \omega = \omega + i \alpha \) includes the effect of the external magnetic field.

From Poisson's equation (3), we have \( \partial E_1/\partial x = -4 \pi e (n_b^{(o)} n_p^{(o)}) \), and using the values \( n_b^{(o)}, n_p^{(o)} \) we can obtain the following differential equation:

\[
\begin{align*}
(\omega^2 - i \omega \mu \omega x) [E_1(x) E_1(x)] + \omega^2 E_1(x) = C_1, \\
E_1(x) = 1 - \frac{\omega^2}{\omega x}, \quad \omega = \frac{4 \pi e^2 n_b^{(o)}}{m}
\end{align*}
\]

where \( C_1 \) is integration constant which can put equal to zero when we consider that in the region of medium's homogeneity the oscillations with infinite wavelengths are absent.

Let us set \( \omega + \omega' = 2 \omega_1 \), and under the condition \( \omega + \omega' \ll \omega \) we can rewrite equation (7) in the form:

\[
\begin{align*}
(\omega^2 - i \omega \mu \omega x) [E_1(x) E_1(x)] + \omega^2 E_1(x) = 0, \quad \omega \omega' = \omega_1^2
\end{align*}
\]

Writting the field of the grounded waves in the form

\[ E_1(x) = \frac{F_1(x)}{E_1(x)} e^{i \omega_1 x} \]

equation (8) becomes

\[ \frac{\partial^2 F_1(x)}{\partial x^2} + \frac{K^2}{\epsilon_2 F_1(x)} = 0, \quad K^2 = \frac{\omega_1^2}{\omega^2}. \]

In similar way we can get the perturbations - with frequency \( 2 \omega \) - in the velocity and density of the beam and plasma as:

\[
\begin{align*}
u_b^{(o)} = -\frac{1}{u} \int \frac{E_2(x)}{m^2} \left( \frac{\partial n_b^{(o)}}{\partial x} + \frac{\partial u_b^{(u)}}{\partial x} \right) e^{-i \omega x} dx \,,
\end{align*}
\]

where \( \omega = \omega + i \alpha \) includes the effect of the external magnetic field.
Let us find the solution of (14), i.e., the fields associated with waves of frequency \( \approx \omega \). We consider the case of plasma layer of width \( a \) such that: \( n_p^{(0)} = 0 \) in regions \( x < a \) and \( x > a \), and \( n_p^{(0)}(x) \) is arbitrary continuous function of \( x \) in region \( 0 < x < a \).

In the region \( x < a \), we have: \( \omega_p = \omega \), \( R = R_b = R(n_p^{(0)}) \), \( \varepsilon = 1 \), and we can obtain the following solution:

\[
F_1(x) = \frac{1}{2ik} e^{ik(x-a)} \int_a^x R_b e^{ik(x-x)} dx + C_2 e^{-ikx} - \frac{1}{2ik} e^{ikx} \left( \int_a^x R_b e^{ik(x-x)} dx + C_3 e^{ikx} \right), \quad x < a
\]

where, \( C_2 \) and \( C_3 \) are integration constants, and since we are looking for the solutions of the generated waves, the terms \( C_2 e^{ikx}, C_3 e^{-ikx} \) - which describes grounded waves - must be taken to be zero.

In a similar way we can obtain a solution in the region

\[
F_2(x) = \frac{1}{2ik} e^{ik(x-a)} \int_a^x R_b e^{ik(x-x)} dx - \frac{1}{2ik} e^{ikx} \left( \int_a^x R_b e^{ik(x-x)} dx + C_3 e^{-ikx} \right), \quad x > a
\]
To solve equation (14) in the region of inhomogeneous medium \( \alpha \leq x \leq \alpha \), we make use of the condition

\[ K \alpha \ll 1, \forall \epsilon(x) \geq \alpha, \forall \epsilon(x) \ll \alpha \]

which enables us to use the method of successive approximation. Accordingly, we can derive the following solution:

\[
F_2(x) = \int_0^x \int_0^{x'} \frac{d^2}{dx^2} \int_0^{x''} \frac{d^2}{dx^2} \int_0^{x'''} \frac{d^2}{dx^2} R + \\
+ C_4 \left( x - k \int_0^x \int_0^{x'} \frac{d^2}{dx^2} \right) + C_5 \left( 1 - k \int_0^x \int_0^{x'} \frac{d^2}{dx^2} \right)
\]

(18)

\( C_4 \) and \( C_5 \) are the integration constants which can be determined from the condition of continuity of the functions \( F_2(x) \) and \( \partial F_2(x)/\partial x \) at \( x = \alpha, \alpha \) and in terms of the amplitudes of the ground waves as:

\[
C_4 = \frac{2}{m \epsilon u^2} \left( k^2 A^2 - k^2 B^2 \right),
\]

\[
C_5 = \frac{-i \epsilon}{m \epsilon u^2} \left( k^2 A^2 + k^2 B^2 + \frac{2 \omega}{\epsilon} AB \right), \quad k = \frac{\omega}{\epsilon} + ik
\]

The amplitudes \( A, B \) define the solution of equation (9) in the region \( x \leq \alpha \) as:

\[
F_2(x) = A e^{ikx} + B e^{-ikx}, \quad x \leq \alpha, \epsilon = 1
\]

(19)

It seems from (15) and (18) that the presence of external magnetic field may lead to sharp increase in the amplitude of generated waves at \( 2\omega \) in the plasma layer.

As seen, the amplitudes of the exponentially growing oscillations at twice the frequency is expressed through the amplitudes of the beam Langmuir oscillations \( A, B \) in the region where is no plasma present. Thus, once there are Langmuir oscillations in the beam, even in the presence of external magnetic field, their frequency being equal to \( \omega \) in the laboratory frame, and the oscillations with frequency \( 2\omega \) are always generated at the inlet of the beam into the plasma when the beam in the plasma is unstable in relation to the excitation of oscillations with frequency \( 2\omega \). This lead to the conclusion that far enough from the plasma boundary inwards, the external magnetic field may increase the amplitude of grounded waves, but still the electric field of waves with double frequency would be stronger than that of basic frequency.
A PERCOLATION MODEL FOR THE TRANSPORT IN THE DRIFT MODE POTENTIAL STRUCTURE
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The electrostatic drift wave instabilities are believed to play the most important role in the anomalously large heat and particle transport in tokamaks. Formally, the origin of the transport is the phase relation between the electron density perturbation and the collective electric field and is determined by the dissipative part of the electron propagator /1/.

In the case of a stationary drift mode, the transport exhibits some specific features leading to a nonuniform distribution of the density in the structure determined by the wave potential. This problem has been recently investigated using the method of multiple space scales /2/ and, alternatively, considering the transport of a passive component (heat) in the convective background /3/. However, a certain fraction of particle density contributing to the enhanced transport has been ignored in these studies. These are the particles performing large jumps along the separatrices of the quasiperiodic stationary potential distribution. A jump allows the particle to leave a cell of the potential (in which it performs usual $\mathbf{E}\times\mathbf{B}$ oscillations) and to stick to another, neighbour potential cell. The cause of the jump may be simply the collisions or the periodic opening up of the potential lines when two or more drift waves are present /4/. This effect was observed in the numerical simulations for the first time in Ref. /4/ and it was found that the contribution of this fraction of anomalous trajectories to the determination of an "overall" diffusion coefficient was rather high (for some conditions, 764 particles from 2000 performed large jumps). However, we consider that this contribution is not of diffusive type and must be treated separately, with a different method.

In principle, it is possible to have a chain of "favourable" events i.e. successive jumps along the separatrices of the stationary potential distribution which can permit a particle to reach regions situated far from the plane taken as origin. The importance of this source of anomalous transport depends on the number of particles performing $\mathbf{E}\times\mathbf{B}$ motion in a narrow region along the separatrices and on the probability of the event consisting in the successive jumps.

In the present paper we propose a possible description of this transport, based on the analogy with the percolation on a 2-dimensional...
lattice. In an idealized form, the stationary drift mode electrostatic potential distribution in a plane orthogonal to B is represented as a 2-dimensional periodic structure with the separatrices being the bonds of a Z lattice. We also simplify the problem assigning the probability p to the event that a particle at a site leaves and 1-p to the event that the particle remains. A measure of the penetration of the particles is given by the correlation length $\xi(p)$, with which the probability $P_p$ that the length of a path exceeds a given value n, is bounded as follows /5/:

$$C_1 \exp(-n/\xi(p))/n \leq P_p \leq C_2 \exp(-n/\xi(p))/n$$

where $C_1$ and $C_2$ are constants. The unit of length is $k_e^{-1}$, with the typical scaling $: k_e \xi \sim 0.1$, $p_s = n_e B_e^2$. Numerical simulations /5/ give small correlation length at small p which imply very low probabilities that particles escape beyond the drift mode layer.

It is known that the probability $\Theta(p)$ of leaving to infinity (i.e. the particle is lost) exhibits a threshold at $p_\Theta$. For 2-dimensional percolation this value is $p_\Theta = 1/2$. It is interesting to note that in the frame of this analogy, this contribution to the transport is connected to a threshold condition for the local rate of the process which determines the jumps (i.e. collisions or opening up of potential lines), which clearly distinguishes it from usual transport mechanisms.

In the vicinity of the threshold there are estimates based on characteristic exponents which allows to write:

$$\Theta(p) \sim (p-p_\Theta)^{\beta}, \quad 0 < \beta < 1 \quad \text{and} \quad \xi(p) \sim (p-p_\Theta)^{-\nu}, \quad 1 < \nu$$

The loss of particles $\Phi$ (cm$^{-3}$s$^{-1}$) results from multiplying $\Theta(p)$ with the fraction of density which can perform large jumps. For the collision induced percolation, $p$ scales as $n_t^{-3/2}$, but the (higher) particle density around the separatrices of the vortices introduces the dependence of $\Phi$ from the field amplitude $B / 2,3$/. For the case treated in Ref. /4/, the probability $p$ is determined by the rate of the process of opening up of the potential lines. Here, the scaling of $\Theta$ near $p_\Theta$ with critical exponent $\beta < 1$ explains the slow dependence on $B$ of the diffusion, observed in numerical simulations. We note that $\Phi$ does not depend directly on the gradient of the density.

These qualitative results were confirmed by the method of functional integration which can take into account the effect of these anomalous trajectories /6/.

Study of Sawtooth Oscillation in Tokamaks

Li, Weiqiang
( Univ. of Sci. & Tech. of China, Hefei, China)

Sawtooth oscillation has been studied by many authors since its discovery by S. Von Goeler[1] in 1974. B.B.Kadomtsev's[2] resistive reconnection tearing mode theory seems consistent with the experiment observation and is accepted as a normal explanation of sawtooth. However, recent experiment evidences from large tokamaks[3-13] clearly turn out that resistive mode may not be the cause of sawtooth. Therefore research on mechanism of sawtooth is needed for further understanding.

In considering physical mechanism of sawtooth crash, several basic questions should be kept in mind:
1. What kind of instability drives sawtooth crash?
2. What is mechanism of sawtooth crash process?
3. How can the crash have a form of relaxation process?
4. How can sawtooth be suppressed by additional heating?
5. What is double sawtooth or compound sawtooth?
6. What does m=1 oscillation mean?

From the point of view of fast sawtooth crash time scale, one can easily relate it to ideal m=1 mode. M.N.Bussac[14] had calculated ideal m=1 mode in toroidal geometry with circular section. Recently M.F.F.Nave and J.A.Wesson[15] modified the model using a flat center current profile assumption | l-q(0) | << 1. Bp =0 is achieved with q(0)=1. The mode is pressure driven and is not consistent with experiment observation[16]. Other kind of theories[17,18] are developed recently concerning sawtooth, but problems are still quite unclear. A recent computer simulation reveals a possible mechanism of sawtooth[19]. A.Y.Aydemir has calculated ideal m=1 mode in a weak shearing toroidal system. He concludes that if | l-q(0) | << 1 and q(0)>1, then m/n=1/1 mode is unstable even for B=0.

Internal ideal MHD mode has two driving forces: pressure gradient driven internal interchange mode and current driven internal kink mode. Actually, before Bussac, A.A.Ware[20] had considered ideal MHD mode in a toroidal tokamak. At plasma center, dp/dr=0, \( A = -3/4 \). We still have a weak shearing assumption, \( k_n \sim O(r^3/R^3) \), ignoring mode coupling. Choosing a single mode perturbation:
\[
\frac{\zeta}{\gamma} = \zeta r \exp[\text{im}(\exp-m\phi)]
\]
and
\[
k_n B = (m_\gamma B^k - (n\phi) B_t
\]
energy principle gives:
\[
\left( \varepsilon \right) _{\text{tot}} = \int \left( (k_n B)^2 \left[ \left( m^2 - 1 \right)^2 + \frac{r^2}{q_0^2} \right] \right) \frac{m^2}{m^2} + 
\frac{\gamma^2}{2} \frac{\dot{\gamma}^2}{\gamma} \left( (k_n B) B_t \right) \frac{r}{m^2} \left[ 2\dot{\gamma}^2 + 7\dot{\phi} + 9 - 3m^2 \right] + 
\dot{\gamma}^2 \left( (k_n B) B_t \right) \frac{\dot{\gamma}}{r} \left[ 1 - \frac{\dot{\phi}^2}{c^2} \right] + 
\frac{\gamma^2}{2} \frac{\dot{\gamma}^2}{\gamma} \frac{\dot{\phi}^2}{\gamma} \left[ 1 - \frac{\dot{\phi}^2}{c^2} \right]
\]
Let \( A = 2 \lambda^1 + 7 \lambda^2 - 3 n^2 / m^2 = 1.875 \) (Note: the factor before \( n/m \) is 2 obtained by Ware, rather than 3 here. However it does not change the physics involved).

The first term is definitely positive and could be minimized by flat current profile assumption or \( |k_B| < 1 \) and eigen-function choosing of displacement. Instabilities are determined by other two terms. Necessary condition for current driven local internal kink \( 1/1 \) mode instability is \( k_B < 0 \), that is: \( 1 - q < 0 \). With \( q \ll 1 \), ideal kink mode is stable. Since \( dp/dr < 0 \), pressure gradient interchange mode is unstable if \( q < 1 \). With \( q \gg 1 \), interchange mode is stable.

Considering \( q(0) < 1 \) case, for unstable interchange mode, we need: \( |\omega_W| > |\epsilon_W| \), or: \( B_p > B_{pcrit} = A/4 = 0.5 \). Pressure gradient has to be large enough for interchange mode unstable under \( q(0) < 1 \). This is similar to that obtained by Bussac[14], where \( B_{pcrit} = 0.3 \). For the same reason, pressure driven instability could not response to sawtooth oscillation.

Now we discuss in case of \( q(0) > 1 \). Only kink term is unstable here, and pressure term could be ignored. Comparing shearing energy with kink mode energy, plasma is locally unstable in region of \( (1, 1 + \Delta qC) \). \( \Delta qC \) is estimated by: \( |\omega_W| > |\epsilon_W| \). That is: \( \Delta qC = 3.75 r^2 / R_e^2 \). With \( r_e / R_e = 0.05 \), we have \( \Delta qC = 0.01 \). Although unstable region is very narrow in \( q \)-representation, it does cover wide region of central plasma. Thus, central plasma will suffer instability of ideal \( m=1 \) mode in region of \( r < r_e \), and \( q(r) > 1 + \Delta qC \).

Ideal MHD sawtooth model describes sawtooth process in this way. At the beginning of sawtooth, plasma is stable anywhere. \( q(0) > 1 + \Delta qC \). With Ohmic heating, \( q(0) \) decreases and finally falls into the unstable region \( (1, 1 + \Delta qC) \). Then \( m/n = 1/1 \) ideal kink mode grows quickly and disturbs center plasma \( (r > r_e) \). At non-linear stage, center hot plasma is pushed out and replaced by outer cold plasma. Such a process has a mode of \( m=1 \), but soon becomes \( m=0 \) because of large conductivity along magnetic surfaces. Therefore, variation of temperature has a sawtooth behavior when the process repeats.

Note the dependence of \( \omega_W \) on \( r \) that \( \omega_W = 0 \) at \( r = 0 \). Center plasma is always in an arbitrary equilibrium state and is stabilized by inertial. At the beginning of sawtooth rising phase, although center plasma falls into region of \( (1, 1 + \Delta qC) \), it contributes little mode energy. When outer region is unstable, perturbation is localized by steady center plasma through shearing effect. Such disturbance is regarded as precursor \( m=1 \) oscillation. At the time of crash, mode energy grows large enough to disturb center plasma to move together with the outer. \( |d\omega_W/dr| \) decreases and mode energy increases. This positive feedback process makes mode energy grow more rapidly. As long as plasma at center axes is disturbed, crash occurs. One could never see precursor oscillation at the axes. The marginal stable plasma center happen to be the cause of relaxing sawtooth crash.

At the time of crash, only kink term is important. Crash time could be estimated using energy principal, which gives:

\[ t_c = \frac{2/\Delta q}{R_0} \frac{\nu_j}{\Delta q} \]

Put in JET parameters: \( t_c = 1.6 \times 10^5 (\Delta q)^{1/2} \) (s). Choosing \( \Delta q = 0.005 \),
we have \( t_c = 25 \) \( \mu s \). This is consistent with experiment. And estimated \( t_c \) do not vary significantly as tokamak size changing.

Now, we are trying to interpret other sawtooth characteristic which could not be understand by other model.

1. Sawtooth crash with additional heating: If we suddenly change the profile of \( q \) at the center so that \( q(0)<1 \), center plasma would be stable again, leaving a very localized unstable region outside center. Sawtooth crash could be suppressed in this way. Actually there are many methods to change \( q \) value. Additional heating, no matter ICRH, ECRH, NBI, would raise plasma parameter obviously. There are two mechanism which could result decrease of \( q \). One is diamagnetic effect to cut toroidal field \( B_t \). It can result in variation of \( q \) by \( dq = -0.5A B \). Putting in JET parameter gives \( dq = 0.002 \). Although it is smaller than \( dq_c \), taking account of marginal stable center plasma, \( dq_c \) may be reduced to 0.002. The other is bootstrap current. It is estimated in JET that bootstrap current will increase from 50kA to over 100kA during monster period. It makes \( q \) decrease of 1.0-2.5\%. Part of current diffuses into center and together with diamagnetic effect, sawtooth could be suppressed. \( q \) value can be decreased directly during LHCD. Therefore sawtooth could also be suppressed during current driving phase.

2. Double sawtooth or compound sawtooth: At large devices, outer perturbation could be very large but leave center plasma at the axes undisturbed. If local perturbation outside is large enough, energy transport would be increased greatly. Partial crash thus occurs locally there. After partial crash, residual displacement of surfaces would return to its original position. This result a damping \( m=1 \) oscillation.

3. Helical coil experiment: When the plasma is perturbed by imposed helical current, magnetic island may be produced at the resonant surface. In our model, \( q=1 \) anywhere during sawtooth period, no \( q=1 \) surface exists in plasma. Therefore \( m/n=1/1 \) helical current would have no effect on sawtooth. However, \( m/n=3/2 \) helical current would cause a island at \( q=1.5 \) surface. Extra energy transport makes temperature profile be sharper at the center, and amplitude of sawtooth larger. In the case of monster sawtooth, \( q(0)=1 \) at the center as assumed, \( m/n=1/1 \) current would disturb the plasma seriously. This is to be verified by experiment.

4. Further experiment suggestion: We have several other methods to attain \( q(0)<1 \) simply by adjusting discharge parameters. One is to increase current suddenly during sawtooth period. The other is, more simply, to cut toroidal field. When the field is modulated by 1% long period sawtooth, \( q(0) \) is modulated. Sawtooth can thus be suppressed even at small tokamaks.

5. \( m=1 \) oscillation during sawtooth: The precursor \( m=1 \) oscillation is a ideal MHD mode. The amplitude of oscillation is nonlinearly saturated before crash. Growth rate of saturated level is not the growth rate of \( m=1 \) ideal mode, but related to Ohmic heating power.

In conclusion, we have developed a theoretic model of
sawtooth oscillation based on ideal m=1 internal kink mode. Only flat current profile is assumed and this assumption is consistent with process of sawtooth activity in plasma center. Sawtooth crash instability region is localized in (1, 1*ucr), but not q<1. Sawtooth oscillation is found possible to be eliminated from discharges. Many phenomena associated with sawtooth are explained based on the model.

The author would give his thanks to Prof. Z.L. Xiang; Prof. B.R. Shi; Prof. L. Wong and Prof. C.X. Yu for their help in the work.
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One important issue in tokamak plasma confinement is to understand the role of radial electric fields on the particle transport. Although they can be calculated from the standard neoclassical theory, perturbative experiments (1) and measurements in actual plasmas (2) have revealed the difficulties encountered for it to understand the observed effects. From the experimental point of view the difficulties are not lesser, on the one hand the only available direct method is the heavy ion beam probe which is not a routinely diagnostic. On the other hand measurements of spectral line shifts, for determining poloidal plasma rotation and subsequently deduce electric fields, are not direct ones and suffer from inaccuracies due to the limited applicability of extremely high resolution techniques in fusion plasmas. In this work this problem has been approached by a new method based on using conventional high resolution techniques combined with numerical code and searching for a more sensitive feature than the spectral line shift for performing the comparison between model and experimental data. A code for predicting spectral line shapes oriented to determine poloidal rotation profiles in the TJ-I tokamak has been developed. Its performances and limitations to account for the actual spectral line shapes are discussed.

Impurity and hydrogen line shape measurements are performed in the TJ-I ohmically heated tokamak \((R_0=30\, \text{cm}, a=10\, \text{cm}, B_T<1.5\, \text{T and } I_p<60\, \text{kA})\) by using a 1 m monochromator provided with spatial and temporal resolution capabilities. The line shape is scanned within 1 to 4 ms by means of a rotating refractor plate which is synchronized to the tokamak discharge lasting typically between 20 - 30 ms. The refractor plate delivers a signal valid as a relative wavelength marker. The line shape, which appears like a pulse, presents a delay with respect to the former reference which is proportional to the spectral shift. The optical system line of sight is chosen by a rotatable mirror electronically positioned. This mirror can be replaced by a fast rotating polygonal prism to obtain line integrated emission profiles.

The tokamak was operated for this experiment with hydrogen, and besides the \(H_\beta\) near UV and visible lines of oxygen and carbon were selected for this study.
We have developed a code for unfolding the information contained in the spectral line shape. The actual measured shape depends on the temperature and rotation profiles as well as the magnetic field structure due to the Zeeman effect. In order to get local information from line integrated measurements the code takes into account all these effects and instead of trying to unfold each process separately, we compare the resulting line shape deduced by the numerical code with the experimental one. The plasma has been modeled by a set of non concentric flux contours which shape is given by the following parametric equations, covering most cases of practical interest,

\[
Z(\rho) = \varepsilon(\rho) \rho \sin \theta \\
R(\rho) = R_0(\rho) + a \rho \cos \theta + (b/a) \sin \theta
\]

where \( \rho \) is the normalized minor radius (0 < \( \rho \) < 1), \( \varepsilon \) is the ellipticity (\( \varepsilon = b/a \)), \( a \) is the minor radius in the midplane, \( b \) is the maximum displacement along the Z axis, \( \theta \) is the polar angle (0 \( \leq \theta \) \( \leq \) 2\( \pi \)), \( R_0 \) is the major radius of the flux surface, \( \delta \) is the triangularity (\( \delta = c/a \)), and \( c \) is the triangularity shift of the major radius along the midplane.

The plasma is partitioned into a discrete set of shells, typically 50, within each of these the ion temperature, emissivity and rotation velocity of the sensed particles are assumed to be constant. Analytical profiles are used for these parameters and the plasma is allowed to rotate as a non rigid body as suggested by the experimental data. For a fixed observational geometry, the code performs the average along the selected optical pixel of a set of shifted (according to its local rotation velocity), broadened gaussian (according to the local ion temperature) splittet by the local magnetic field due to the Zeeman effect. The intensities and wavelengths of the splitted components are calculated (3) under the assumption of LS coupling. The resulting simulated line is analyzed and characterized by the same method and parameters (shift, apparent temperature and line bisector) as used to study the actually measured spectral line. Construction of the bisectors of the spectral lines involves drawing horizontal-line segments from each measured point on the left half of the profile to interpolated points on the right hand of the profile; the midpoints of these segments comprise the measured bisector. The code allows to overcome the limitation of measuring along a chord to deduce local ion temperature and shift values, and at the same time the line bisector has a precise physical meaning. The model allows to distinguish between line asymmetries due to non rigid rotation of the plasma from those caused by other mechanism even if they can not be identify by the present model. The particle convection should be included, since in some cases its velocity field can compete with plasma rotation velocities. This effect will be later evident on analyzing hydrogen lines asymmetries.
We have measured the shift of the OV 2781 Å, in third order, along different plasma chords by using a shot to shot technique running a set of good reproducible tokamak discharges. The results obtained are plotted in Fig. 1, in which the line shift in mÅ is represented versus the chord radius for three different toroidal fields 1.5 T (the most complete sequence), 1 and 0.8 T. The main conclusions derived from these data are as follows: the plasma rotate poloidally in the electron diamagnetic drift direction with a velocity decreasing as the toroidal field is reduced and reversing its sign for the lowest toroidal field. In the best documented case (1.5 T) its absolute value is significant higher than \( v_{de} \). These data are consistent with a negative potential plasma core for 1.5 - 1 T and positive for 0.8 T. This observed trend of poloidal velocity with toroidal field contrast with the observation made in the FT-1 by diagnostic pellet injection (4), in which the poloidal velocity diminished on rising the toroidal field. However, the present TJ-I observation is consistent with the increasing of particle confinement with toroidal field measured by the laser blow-off technique (5).

Although we do not have line shift data at the plasma edge, the symmetrized shift data, plotted in Fig. 2, are in better agreement with a plasma rotating non like a rigid body. The poloidal rotation profile has been chosen to match not only the measured shifts but also the asymmetry of the line (bisector) measured along a chord of radius 4 cm, which is depicted in Fig. 3. The OV emissivity profile used in the analysis code was chosen to match the line integrated emission profile measured by a polygonal rotating mirror.

![Fig. 1. Plot of line shift versus chord radius for three different toroidal fields.](image1)

![Fig. 2. Comparison of the symmetrized shift profile with the numerical code results to deduce the shown \( v_0 \) profile.](image2)
Our present analysis based on the matching by the code of the line asymmetry, measured through the median line bisector, yields an inversion of the poloidal velocity profile at the plasma edge, which is not surprising because it has also been observed in other tokamak (2).

We have also studied the Hβ line asymmetry by measuring its bisector along a fixed chord for different puffing levels. Fig. 4 depicts the systematic behaviour of Hβ bisector varying the plasma density. However, the first attempt to get information about the rotation profile, mainly at the edge, by studying this asymmetry as a function of the chord radius had failed because it seems that other mechanism besides rotation contribute significantly to the asymmetry. The fact that cold and fast atomic hydrogen are not tied to the magnetic field could be a difficult point to analyze with a model that ignore the toroidal angle.

Fig. 3. Smoothed OV line profile; expanded Fig. 4. Variation of Hβ line bisector, measured along fixed chord, at different plasma densities.
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(4) D. G. Bulyginskij et al. in Proc. IAEA Conf., paper CN-44/F-II-4 (198).
The absolute neutron rate of a fusion plasma is usually measured with counter arrays calibrated in situ at low neutron rates with an appropriate neutron source inside the vessel. In actual fact, however, these counters are used up to the much higher rates produced by plasma discharges. It is thus of great importance that the calibration be independently checked at high neutron yields. This can be done by a yield determination using activation methods or nuclear emulsions. Results from activation measurements are available a few hours after the discharge, but they have a poor energy resolution. The advantage of emulsions is their good energy resolution, but it usually takes weeks till the results are available.

Our intention is to combine both methods on ASDEX.

Application of both methods, activation and emulsions, to tokamaks requires solution of three problems. Firstly, one has to measure either the absolute value of the number of activated nuclei N_{In} in the In sample or of the number of tracks N_p in the emulsion. Secondly, one has to determine the response of the detector, i.e., the relation between N_{In} or N_p and the neutron fluence \Phi at the position of the detector. Thirdly, one has to know the relation between this neutron fluence \Phi and the neutron yield Y of the discharge. The last two problems could be solved together by calibration with a strong neutron source in situ or by a numerical simulation. Such in situ calibration is not possible on ASDEX, and so we have to use Monte Carlo simulations.

**Activation measurements**

For the activation measurements the reaction ^{115}\text{In}(n,\gamma)^{116}\text{In}^m and the subsequent \gamma emission of ^{116}\text{In}^m at 335 keV is used. The number of \gamma-ray emissions per disintegration is \text{r}_\gamma = 0.459 and the decay time 1/\lambda = 23319.72 s [1].

Our In samples are disk-shaped with a diameter of 5 cm and thickness of 0.3 cm. They were placed inside a Cd box with a wall thickness of 0.1 cm located in front of a large quartz window and exposed over series of \text{n} discharges. In order to account for the decay of ^{116}\text{In}^m during the shots of one series, a reduced yield of the series is calculated as

\[ Y_{\text{red}} = \sum_{i=1}^{n} Y_i \exp(-\lambda(t_n - t_i)), \]

where \text{t}_i are the instants of the different shots and \text{Y}_i their neutron yields as determined by the counter array. This procedure is justified because we find a linear relation between the results of the counters and the yield.
The $\gamma$ emission was measured with a Ge counter over a time interval $\Delta t = 1000 \text{ s}$ starting at $t_c$. The counter efficiency, i.e., the number of counts per $\gamma$ decay, was determined by means of an absolutely calibrated source of the same size as the In samples but with a much smaller thickness of only $0.03 \text{ cm}$. The efficiency therefore had to be corrected for geometric effects due to the thickness of the samples and the $\gamma$ absorption in the In. The final result at $335 \text{ keV}$ is

$$\varepsilon = \frac{Z}{N_\gamma} = 0.048 \text{ counts/decay} \pm 10\%.$$

The activity of the sample at $t_n$ in the $\gamma$-line considered is calculated from the measured number $N_\gamma$ of $\gamma$ decays by

$$A_0 = N_\gamma \frac{\lambda \exp(\lambda(t_c-t_n))}{(1-\exp(-\lambda\Delta t))}.$$

Fig. 1 gives the reduced neutron yield per discharge $Y_{\text{red}}/n$ determined with the different counters as a function of the activity per discharge and per gramme of the sample $A_0/nM$ in Bq/g. $M$ is the mass of the sample. We get the linear relation $Y_{\text{red}} = 2.2 \times 10^{13} A_0/M$.

With the errors of all calibrations involved being taken into account, our final experimental result for the relation between the In activity and the total neutron yield is

$$A_0/MY = 4.6 \times 10^{-14} \text{ Bq/g Y} \pm 15\%.$$

**Monte Carlo calculations**

The relation of the neutron fluence $\Phi$ at the position of the In sample and the total neutron yield $Y$ of the discharge is to be determined in three steps. Firstly, one has to calculate the fluence factor $f_{\text{obs}} = \Phi_0/Y$ from the observed part of the plasma volume and its corresponding neutron fluence $\Phi_0 = \int [Y(r)/4\pi s(r)^2] \, dr$ at the detector position. Here $Y(r)$ is the local source strength and $s(r)$ is the distance between the point of emission and the detector.

1: vessel, 2: quartz window, 3: flange, 4: lens (BK7, Al casing, (light scattering system) 5: shields and shutters for protection of quartz 6: nuclear emulsion collimators (PE) 7: In sample with Cd box

Fig. 2: Detail of the computer model of ASDEX near the position of the In sample, vertical (left) and horizontal (right) cut through the centre of the quartz window.
Secondly, one has to take into account the fluence attenuation factor $F_{abs}$ for the neutron absorption between the plasma and detector. Thirdly, one has to determine the fluence enhancement factor $F_{col}$ caused by the background of scattered neutrons. So we have $F = F_{abs} F_{col}$ and the absolute neutron yield is given by $Y = \Phi / F_{obs} F_{abs} F_{col}$.

For ASDEX all three factors are simultaneously determined by neutron migration calculations using the VINIA software [2]. The results of these calculations are used as input for the 3DMCSC-RWR software which simulates the response of the In sample to the incoming neutron fluence and gives the activation of the sample as output.

As ASDEX provides no observation port for the neutron diagnostics, the In sample was exposed in front of the large quartz window for the Thomson light scattering system, as shown schematically in Fig. 2. It is the same position which we are using for emulsion measurements and allows thus for a comparison of activation and emulsion measurements.

At this position we find from the Monte Carlo calculation for the neutron fluence

$$f_{obs} = 1.75 \times 10^{-6} \text{ neufr.}/\text{cm}^2 Y \pm 2\%, \quad F_{abs} = 0.28 \pm 2.5\%,$$

$$F_{col} = 4.5 \pm 24\%, \quad \Phi/Y = 2.2 \times 10^{-6} \text{ neufr.}/\text{cm}^2 Y \pm 19\%.$$  

Since the fluence enhancement factor for this position is so large, the most sensitive point in the calculation of the activation is the contribution of the scattered fluence. However, the strong decrease of the In activation cross-section below 2 MeV (Fig. 3) somewhat reduces the relative contribution of the scattered fluence to the activation.

The detecting points inside the In sample, i.e. the points where the activation reaction takes place, were already randomly selected in the Monte Carlo simulation of the neutron migration through the ASDEX device. The neutron absorption inside the In sample is taken into account in calculating the number of activated nuclei $N_a$. From this number an effective activation cross-section $<\sigma>$ could be deduced by means of the relation $N_a = N_N \Phi <\sigma>$, where $N_N$ is the total number of $^{115}$In nuclei in the sample. Furthermore, the activity $A$ of the sample is calculated by $A = r_{r_b}^\gamma N_a$. The numerical results for fluence, activation and $<\sigma>$ are given in Table 1.

**Discussion of results**

The scattered neutron background contributes 73% to the neutron fluence, 52% being above 2.1 MeV and 26% below. The scattered fluence causes 72% of the activation, only 10% of which comes from the background below 2.1 MeV. Within their error bars the numerical and experimental results for the activity per emitted neutron agree very well. In the past we measured the neutron energy spectrum at the position of the In samples by means of nuclear emulsion [3]. This will allow us to check the Monte-Carlo calculations in detail. Furthermore, the determination of $\Phi$ from the emulsion measurements suffers much less from the scattered background. Here we will use only the energy region above 2.3 MeV where we have $F_{col} = 1.57 \pm 4\%$ and $\Phi/Y = 7.7 \times 10^{-7} \text{ neufr.}/\text{cm}^2 Y \pm 3.5\%$. The combination of In activation, nuclear emulsion and Monte Carlo simulation is expected to offer a possibility of checking the counter calibration in situ at high neutron rates.

---

![Fig. 3: The $^{115}\text{In}(n,n')^{115}\text{In}^m$ reaction cross-section [1].](image-url)
The effective activation cross-section essentially depends on the scattered neutron spectrum as is obviously seen from the results in Table 1. Our overall result of \( \langle \sigma \rangle = 252 \text{ mbarn} \) agrees well with the value given by Gentilini et al. [4]; they found \( \langle \sigma \rangle = 266 \text{ mbarn} \) for a plasma focus device using the neutron energy spectrum measured with nuclear emulsions. In their work on PLT Zankl et al. [5] used \( \langle \sigma \rangle = 343 \text{ mbarn} \), i.e. the value for 2.5 MeV, but they expected a correction of 15 to 40% due to scattered fluence.

The main problem in Monte Carlo simulations are the large contributions to the scattered background coming from parts of the device which are very close to the detector; they introduce large error bars in the result. Therefore a new technique is now being used to improve the statistical fluctuations. In our case the most critical contributors are the quartz window and its flange (see Table 2). It is obvious that the contribution of the scattered fluence to the activation could not be reduced by means of shields or collimators, because the main sources are in front of the In sample and a shield would essentially contribute to the scattered background. An improvement is expected to be obtained by exposing the In inside the vessel at a distance of about 10 cm from the plasma edge. Preliminary results for this position are also given in Table 1. There the contribution of the scattered fluence to the activity now coming mainly from the vessel will be less than 30%, while the total activity is enhanced by a factor 6, thus essentially improving the statistics.

**Table 1: Numerical results**

<table>
<thead>
<tr>
<th></th>
<th>scattered neutrons</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3...2.1 MeV</td>
<td>2.1...3.0 MeV</td>
</tr>
<tr>
<td>direct neutrons</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| \( \Phi / \gamma \) | 4.91 ± 1.5%       | 5.68 ± 25%    | 11.46 ± 61%          | 22.04 ± 48% \( 10^{-7} \text{ neutr./cm}^2 \gamma \)
| A / MY           | 15.23 ± 4%        | 5.53 ± 25%    | 33.38 ± 61%          | 54.13 ± 48% \( 10^{-15} \text{ Bq/g} \gamma \)
| \( \langle \sigma \rangle \) | 316               | 99         | 295                  | 252 \text{ mbarn} |
| inside the vessel (10 cm from plasma edge) | | | |
| \( \Phi / \gamma \) | 45.0 ± 8%        | 18.2 ± 46%    | 13.6 ± 17%          | 76.8 ± 13% \( 10^{-7} \text{ neutr./cm}^2 \gamma \)
| A / MY           | 142.8 ± 9%       | 14.1 ± 46%    | 40.7 ± 18%          | 197.6 ± 14% \( 10^{-15} \text{ Bq/g} \gamma \)

**Table 2: Contributors to the scattered neutron fluence and corresponding activity**

<table>
<thead>
<tr>
<th>Scattered fluence ( 10^{-7} \text{ neutr./cm}^2 \gamma )</th>
<th>Activity ( 10^{-15} \text{ Bq/g} \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3 ... 2.1 MeV</td>
<td>2.1 ... 3.0 MeV</td>
</tr>
<tr>
<td>quartz</td>
<td>1.24 ± 40%</td>
</tr>
<tr>
<td>port</td>
<td>2.08 ± 43%</td>
</tr>
<tr>
<td>core, coils</td>
<td>1.23 ± 31%</td>
</tr>
<tr>
<td>vessel</td>
<td>0.43 ± 16%</td>
</tr>
<tr>
<td>divertor</td>
<td>0.27 ± 10%</td>
</tr>
<tr>
<td>collimators</td>
<td>0.26 ± 10%</td>
</tr>
<tr>
<td>rest**</td>
<td>0.11 ± 19%</td>
</tr>
</tbody>
</table>

* parts 3, 4, and 5 from Fig. 2, ** Tokamak hall, air, diagnostics
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Three principal effects of plasma rotation on neutron production and measurement on ASDEX are discussed in this paper: firstly, the change of the neutron rate during D injection into D plasmas; secondly, the shift of the neutron energy spectra; and, thirdly, changes in the neutron absorption in quartz associated with the energy shift.

D injection into deuterium plasma

The dependence of the neutron rate $Q$ during D injection on the plasma rotation velocity is investigated by means of our neutron rate interpretation and prediction code (NR code) [1]. For the ASDEX plasma parameters during D injection the neutron rate is dominated by beam-target reactions of the injected ions with the thermal plasma [13]. It is given by

$$Q_{\text{inj}} = \frac{n_p}{n_e} \int D(r) \left[ \int n_e \tau_{W/\text{rel}} [\omega]_{\text{inj}} dW \right] dr.$$  

Here $D(r)$ is the profile of the deposition rate of the injected ions and $(\tau_{W/\text{rel}}/W)$ their velocity distribution function resulting from the classical energy relaxation; $n_p$ is the target deuteron density, $n_e$ the electron density and $\tau_{W/\text{rel}}$ the energy relaxation time; the energy relaxation parameter $n_e \tau_{W/\text{rel}}$ is a function of $W$ and $T_e$ and is independent of the density; $[\omega]_{\text{inj}} = f(W, T_D)$ is the fusion reactivity for a deuteron with energy $W$ in a target plasma with ion temperature $T_D$. Plasma rotation causes a reduction of the relative energy $W$ and therefore a reduction of $[\omega]_{\text{inj}}$ and $n_e \tau_{W/\text{rel}}$, but for the parameters of the ASDEX plasma an increase in $n_e \tau_{W/\text{rel}}/W$. The effects of the plasma rotation on the fusion reactivity and fast ion distribution function thus partially compensate each other.

Fig. 1 shows the dependence of $[\omega]_{\text{inj}}$ on the rotation velocity for the injection energy $W_{\text{inj}} = 45$ keV used on ASDEX.
and for one-half and one-third of this energy, because the neutral beam always contains ions with these three energies. Furthermore, as an example of higher injection energies, the curve for \( W_{\text{inj}} = 90 \) keV is given. Since \([n_{\text{inj}}]\) rises faster for low \( W \) than for higher values, and the influence of the rotation on the reactivity is more pronounced at low injection energies.

As an example we consider ASDEX discharge \#24896 at 1.25 s with an injection power \( P_{\text{inj}} = 2.8 \) MW, \( T_e = 1.7 \) keV, and \( T_D = 2.0 \) keV. For the same plasma parameters but with H injection the rotation velocity determined by CXRS measurements was \( \nu_{\text{rot}} = 2.2 \times 10^7 \) cm/s. As \( \nu_{\text{rot}} \) is proportional to the square root of the mass of the injected ions [2], we expect \( \nu_{\text{rot}} = 3.1 \times 10^7 \) cm/s for D injection. Table 1 gives the neutron rate for the three species of the beam calculated with and without allowance for this plasma rotation. As the neutron production is dominated by the ions with the largest injection energy, the overall effect is a reduction of less than 4% in the neutron rate. The measured neutron rate is \( 3.3 \times 10^{13} \) neutr./s, but its error is essentially larger than the rotation effect.

Table 1: Neutron rates for ASDEX discharge \#24896

<table>
<thead>
<tr>
<th>Injection Energy (keV)</th>
<th>Neutron Rate (Neutr./s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>45.0</td>
<td>2.78 \times 10^{13}</td>
</tr>
<tr>
<td>22.5</td>
<td>3.70 \times 10^{12}</td>
</tr>
<tr>
<td>15.0</td>
<td>4.24 \times 10^{11}</td>
</tr>
</tbody>
</table>

The plasma rotation velocity increases with the injection power and is inversely proportional to the plasma density [2]. For illustration Fig. 2 shows the dependence of the neutron rate for the 45 keV species as a function on \( \nu_{\text{rot}}(0) \). As the relative energy \( W \) decreases quadratically with \( \nu_{\text{rot}} \), the effect of rotation on the neutron rate appreciably increases with \( \nu_{\text{rot}} \). According to these results we would expect for high injection powers and low plasma densities an observable effect of plasma rotation on the neutron rate.

Obviously, the neutron rate will depend on the rotation velocity profile. But assuming \( \nu_{\text{rot}}(r) = \nu_{\text{rot}}(0) (1 - (r/a)^\alpha)^\beta \) (\( a \) = normalization radius), we find for variations of \( \alpha \) and \( \beta \) between 0.1 and 2 only an effect of at most 2.5% on the neutron rate.

![Fig. 2: Neutron rate as a function of rotation velocity.](image)
Shift of the neutron energy spectra (H injection)

The shift of the neutron energy spectra is well known. It could be observed by means of tangentially orientated measurements of the spectra. In the past [3] we simultaneously measured spectra with nuclear emulsions while observing the plasma in the forward and backward directions with respect to the direction of injection (Fig. 3). For tangential measurements the resulting energy shift is determined by integration along the lines of sight over different rotation velocities as well as over different angles of neutron emission with respect to the direction of rotation.

As it is very complicated to calculate the resulting spectral fluence at the position of the detector by analytical methods, we are using a reduced output of the VINIA-3DAMC software in which we consider only the emission and absorption, but not the scattering of neutrons in the ASDEX facility. The plasma data necessary for the input are taken from measurements on typical plasma discharges with H injection in deuterium plasmas with a plasma current of 380 kA. The neutron emission profile is calculated from these data with the NR code. For the rotation velocity profile we are using \( a = 42 \text{ cm, } \alpha = 2.0, \beta = 0.9 \) [4].

The resulting line shift is obviously expected to be determined mainly by \( v_{\text{rot}}(0) \), \( T_D(0) \) and the profile parameters of \( Q, v_{\text{rot}}, \) and \( T_D \) will be of minor importance. This is confirmed by the numerical results. Fig. 4 gives the calculated relative energy shift \( \Delta E \) (circles) between the two tangential spectra as a function of \( v_{\text{rot}}(0) \). Variation of \( T_D(0) \) between 1 and 5 keV only resulted in changes of the line shift smaller than the energy resolution of the calculations, presently taken as 10 keV. The influences of the velocity profile are still under investigation. For comparison in Fig. 4 the values of the total line shift are shown which would result from exact tangential observation of the central rotation velocity alone (dotted line).
From Fig. 3 the measured line shift is found to be $\Delta E = 95 \pm 10$ keV. The injection power for these measurements was 3.6 MW. This value yields in Fig. 4 a central rotation velocity of $v_{rot}(0) = 4.9 \times 10^7$ cm/s $\pm 20\%$. This is essentially higher than the value deduced earlier [3], because we have now taken into account the integration over the different angles of neutron emission. In Fig. 5 we compare our results from the neutron energy spectra with CXRS measurements and mode frequency determination; they agree very well.

Absorption effects in quartz

We measured the neutron spectra through a quartz window. Owing to the strong increase of the neutron cross-section of oxygen at 2.45 MeV (Fig. 6) the absorption for the two spectra in the quartz is different and thus the ratio of the observed neutron fluences in the two directions mentioned becomes a function of the rotation velocity. This ratio was also calculated with the VINIA software. The results are given in Fig. 7 together with the value determined from the neutron spectra in Fig. 3. The agreement is good, thus this effect may offer a new possibility for measuring the rotation velocity.
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The neutron production in a deuterium plasma is determined solely by the ion distribution function. In the case of thermonuclear plasmas this distribution function is given by two simple plasma parameters, the ion density and the ion temperature. Unfortunately, neither is easy to measure and so they are not always available. Furthermore, in some situations we cannot expect a simple relation between the deuteron density and other plasma parameters. This situation complicates parameter studies for the neutron production in tokamaks and it is thus sometimes impossible to find clear correlations between the neutron rate and other experimental parameters such as the heating power, electron density, and plasma current.

Thermonuclear neutron production

The total neutron rate \( Q \) of a thermonuclear plasma is given by the volume integral

\[
Q = \frac{1}{2} \int n_D^2(r) [\langle \alpha \rangle]_r \, dr = \frac{1}{2} n_D^2(0) \int f_D^2(r) f_{\langle \alpha \rangle}^2(r) \, dr. \tag{1}
\]

Here \( n_D(r) = n_D(0) f_D(r) \) and \( [\langle \alpha \rangle]_r = [\langle \alpha \rangle]_0 f_{\langle \alpha \rangle}^2(r) \) are the local profiles of the deuteron density and reactivity. The profile function of the neutron rate is \( f_Q(r) = f_D^2(r) f_{\langle \alpha \rangle}^2(r) \). The profile functions for the deuteron density and temperature have not been measured, but in ASDEX we have very flat profiles for \( Z_{\text{eff}} \) and so we can use the measured density profile function of the electrons for the ions as well. Furthermore, the same temperature profile function can be expected for electrons and ions with the heating methods considered here, namely minority ICRH and H injection [1].

We are using our NR code [2] to determine the deuteron density from the measured neutron rate \( Q \). First we consider the ratio

\[
Q^* = Q / \frac{1}{2} n_D^2(0) = \left[ \langle \alpha \rangle \right]_0 \int f_Q(r) \, dr = \left[ \langle \alpha \rangle \right]_0 \frac{V}{Q(0) / \langle Q \rangle}, \tag{2}
\]

where \( V \) is the plasma volume and \( Q(0) / \langle Q \rangle \) the peaking factor of the neutron emission profile. The ratio \( Q^* \) is only a function of this peaking factor and the central deuteron temperature, which determines the central reactivity.

Figs. 1, 2 and 3 give \( Q^* \) as a function of the deuteron temperature for minority ICRH and H injection L-mode and H-mode discharges in deuterium plasmas. For H injection the deuteron temperature was determined from CX measurements. For ICRH this was
only possible for some discharges but from these we found $T_D = T_e$ for the parameter region used in Fig. 1. L-mode results are given for a single set of plasma current $I_p = 380$ kA and toroidal magnetic field $B_{tor} = 2.2$ T. H-mode results are given for two different currents and fields, and ICRH results for all currents and magnetic fields used in the minority heating experiments.

Figs. 1 to 3: $Q_r = Q / \frac{1}{2} n_D^2(0)$ as a function of the deuteron temperature,

1) minority ICRH, 2) H injection, L-mode, 3) H injection, H-mode.

For fixed temperature the influences of the current and magnetic field on Q are only due to the influences on $Q(0)/\langle Q \rangle$. In order to show this more clearly, in Figs. 4 to 6 $Q(0)/\langle Q \rangle$ is given on a linear scale as a function of the deuteron temperature. $Q(0)/\langle Q \rangle$ ranges between 10 and 18 and is thus essentially larger than the peaking factors for the density and temperature profiles owing to the quadratic dependence of Q on $n_D$ and the strong

Figs. 4 to 6: $Q(0)/\langle Q \rangle$ as a function of the deuteron temperature,

4) minority ICRH, 5) H injection, L-mode, 6) H injection, H-mode.
temperature dependence of $[\sigma v]$. Furthermore, $Q(0)/\langle Q \rangle$ decreases with increasing ion temperature because the reactivity $[\sigma v]$ rises faster for the lower temperatures in the outer regions of the profiles than for the maximum temperature in the centre.

At present, our data base is not sufficient to derive scaling laws for $Q(0)/\langle Q \rangle$ with $I_p$ and $B_{\text{tor}}$, but Figs. 4 and 6 show a clear increase of $Q(0)/\langle Q \rangle$ with $B_{\text{tor}}$ for fixed $I_p$. There also seems to be an increase with $I_p$ for fixed $B_{\text{tor}}$. Owing to eq. 2 an increasing peaking factor for the neutron rate results in a decrease of $Q^*$. For comparable currents and fields $Q(0)/\langle Q \rangle$ and hence $Q^*$ are the same for minority ICRH and H injection.

If the ion temperature is known, the measured neutron rate $Q$ offers the most direct way of determining the deuteron density: it is given by $n_D(0) = \sqrt{2Q/Q^*}$. This expression directly demonstrates the problems of this procedure; errors in the determination of $T_D$ will essentially affect the results for $n_D$. For ICRH our results for $n_D$ are in general too high. This may be caused by a systematic error in the ion temperature or by non-thermonuclear effects and needs further investigation. The results for H injection are more reasonable. We restrict the discussion here to the L-mode case with the single current and field set used above. Fig. 7 gives $n_D$ as a function of $T_D$. A decrease of $n_D$ with increasing temperature is expected because the plasma is heated by H injection, but it may be overestimated owing to the problems mentioned. Nevertheless $n_D$ decreases and $T_D$ increases as the heating power per mean electron density $P_{\text{inj}}/\langle n_e \rangle$ (Fig. 8), and so the results do not seem to be affected too much by errors in temperature determination.

Finally, we want to demonstrate in Fig. 9 that the large scattering of the values for $n_D$ and $T_D$ in Figs. 7 and 8 results in widely spread values if one tries to scale the measured neutron rate $Q$ with the heating power. As Fig. 9 gives the results for a fixed current and field set, it is obvious that one cannot expect to find scaling laws of the measured $Q$ with the direct parameters of the discharge, such as the heating power, current, magnetic field, and electron density.
Neutron production during D injection

There are always two contributions to the neutron rate during D injection in deuterium plasmas, the thermonuclear production and the beam-target production. As the target temperatures in ASDEX are mostly below 3 keV, the thermal contribution only amounts to a few per cent [2] and is therefore neglected in the following considerations. The beam-target neutron rate is given by

\[ Q_{\text{inj}} = \frac{n_D}{n_e} \int D(r) \left[ \int \left( n_e \tau_{\text{eW}} \right) [\tilde{v}]_{\text{inj}} dW \right] dr. \]  

The deposition rate profile \( D(r) \) gives the radial distribution of the injected ions. It is directly proportional to the injected power absorbed. \( \tau_{\text{eW}} \) is their velocity distribution function resulting from the classical energy relaxation. \( n_D \) is the target deuteron density, \( n_e \) the electron density, and \( \tau_{\text{eW}} \) the energy relaxation time. \( [\tilde{v}]_{\text{inj}} = f(W, T_D) \) is the fusion reactivity for monoenergetic deuterons with energy \( W \) in a target plasma with ion temperature \( T_D \). The energy relaxation parameter \( n_e \tau_{\text{eW}} \) is mainly a function of the electron temperature \( T_e \). Thus \( Q_{\text{inj}} \) is mainly a function of the injection power and the electron and ion temperatures.

For D injection we find from CX measurements \( T_D = 1.2 T_e \). In the parameter region considered here we have approximately \( n_e \tau_{\text{eW}} \sim T_e \). It is therefore sufficient to discuss \( Q_{\text{inj}} \) as a function of the product \( P_{\text{inj}} T_e \), as shown in Fig. 10. For the L-mode discharges we are in the region where \( T_e \) saturates and becomes independent of the injection power and plasma density. Therefore, \( Q_{\text{inj}} \) is proportional to \( P_{\text{inj}} T_e \). For the H-mode discharges \( T_e \) still depends on \( P_{\text{inj}} \), and so \( Q_{\text{inj}} \) in Fig. 10 becomes larger for H-mode discharges than the extrapolated values for L-mode discharges.

The peaking factor \( Q(0)/\langle Q \rangle \) for the neutron rate for D-injection is also dominated by the beam-target reactions and therefore it shows behaviour completely different to that for H injection. The small thermonuclear contribution has \( Q_{\text{therm}}(0)/\langle Q_{\text{therm}} \rangle \approx 10 \) as for H injection. The peaking factors of the deposition profile and density are of the same order, namely \( D(0)/\langle D \rangle \approx n(0)/\langle n \rangle \approx 2...3 \). The fusion reactivity \( [v]_{\text{inj}} \) is a linear function of \( T_D \) for the parameter region considered and we thus have \( Q_{\text{D-inj}}(0)/\langle Q_{\text{D-inj}} \rangle \approx 5 \) for D injection.

Fig. 10: Neutron rate during D injection as a function of \( P_{\text{inj}} T_e \).
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CENTRAL MASS FEEDBACK CONTROL USING THE DISCRETE ALFVEN WAVE SPECTRUM
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Introduction Discrete Alfvén Waves (DAW) in TCA plasmas have been well documented both experimentally and theoretically [1]. Their dispersion relation depends on several important internal plasma parameters, such as the central effective mass, for which no other measurement technique has yet been developed.

By frequency tracking a single DAW during a current flat-top, we obtained a real-time estimate of the central effective mass. Using this measurement, we have been able to feedback control both the effective mass and the electron density of the plasma.

Theoretical background The shear Alfvén wave dispersion relation is given by:

\[ \omega^2(r) = \left( \frac{B_0^2}{\mu_0 \rho(r)} \right) \frac{(n + \frac{m}{\rho(r)})^2}{R_0^2} \left(1 - \frac{\omega^2(r)}{\omega_{\text{ci}}^2}\right) \]

where \( n, m \) are respectively the toroidal and poloidal wavenumbers, \( \rho(r) = n_e(r) A_{\text{eff}}(r) m_p \) the mass density and \( m_p \) the proton mass.

Since we have \( \omega_{\text{DAW}} = \min \omega(r) = \omega(r=0) \) and assuming \( \omega^2 \ll \omega_{\text{ci}}^2 \), this becomes:

\[ \omega_{\text{DAW}}^2 \sim \frac{(n + \frac{m}{\rho(r)})^2}{A_{\text{eff}}(0) n_e(0)} \]

Some common values for \( A_{\text{eff}} \) are 1 for hydrogen, 2 for deuterium and most fully stripped impurities, 3 for tritium only.

Results from a 1-D simulation code fully confirm 2). However, particular attention must be paid to several parameters that may modify the approximate form of the DAW dispersion relation and which do not appear explicitly here, such as: a) the plasma current and its profile (other than \( q(0) \)); b) the density profile (other than \( n_e(0) \)); c) the position of the magnetic axis.

Experimental setup The diagnostic uses a small double-bar antenna situated on the outer equatorial midplane mounted on a rotating flange which allows it to be tilted with respect to the magnetic field lines. This antenna is fed by a 100W amplifier which provides an oscillatory current up to 15 A via a wideband matching circuit in the 1-6
MHz range. The system (fig. 2) has been designed to operate ultimately together with the high power Alfvén wave heating of TCA.

The plasma response to the excitation is detected by an RF pickup coil which gives the toroidal wavefield component \( b_0 \), both in amplitude and in phase. Alfvén resonances are easily identified by amplitude peaks and phase rotations of 360°. Since the phase changes rapidly during a resonance, a phase-locked loop can be used to track a peak [2]. Earlier results [3,4] have proven this method to be sufficiently accurate to track a DAW with a bandwidth up to 10 kHz.

Once we know the DAW frequency and the mode numbers \((n,m)\), the effective mass, or rather its inverse, can be computed in real time using a set of analog multipliers. For real-time calculations, the central electron density is approximated by taking the line-averaged density signal and multiplying it by a constant. This may introduce a small error when sudden gas puffs temporarily broaden the density profile, but this could ultimately be compensated.

Next, we feedback control both the plasma effective mass and the electron density. A 2-input, 2-output feedback loop (fig. 3) compares the analog signals \( 1/A_{\text{eff}} \) and \( \bar{n}_e \) with two values programmed by the operator. The resulting errors \( \varepsilon \) are crosscoupled and the outputs act separately on both the hydrogen and deuterium gas valves.

**Temporal evolution of the effective mass** We tested the mass control system by running it with several different target values. It works well provided that the target density can be reached smoothly. Reasonable ranges are \( \bar{n}_e_{[^9]D}>1.5 \) and \( A_{\text{eff}}=1.2-2 \). An absolute calibration of \( A_{\text{eff}} \) was carried out in a deuterium conditioned vessel, in which case the effective mass the least sensitive to impurity concentrations, and thus as close as possible to 2. Subsequently, all experiments were run during the current flat-top \((I_p=130 \, \text{kA}, q(a)=3.1, (n,m)=(-2,-1) \text{ or } (-1,-1))\). The error on the measured effective mass for a single shot is estimated to be less than 3%.

We studied the temporal evolution of \( A_{\text{eff}} \) by puffing hydrogen into deuterium plasmas. The values of \( A_{\text{eff}} \) and \( \bar{n}_e \) may be used to estimate the gas recycling rate at the centre of the plasma. Fig. 1 presents a shot with mass control, during which both \( A_{\text{eff}} \) and \( \bar{n}_e \) evolve asymptotically towards the preset target values. The offset errors and the relatively low convergence time \((\tau = 7 \, \text{ms})\) can be reduced by optimizing the PI control circuits.

**Conclusion** We report the first attempt to estimate and control the plasma central effective mass by tracking the frequency of a global Alfvén eigenmode. The control system is easy to use, although several internal plasma parameters must be taken into account. Since deuterium and tritium have different effective masses, the diagnostic also offers a way to measure D-T mixtures in next generation tokamaks.

**Acknowledgements** We are grateful for the continuous support of the TCA team in carrying out this study, which was partly funded by the Fonds National Suisse de la Recherche Scientifique.
Figure 1 Shot with both density and mass control working between \( t=67 \) and \( 89 \) ms. The plasma initially contains only deuterium. In a), the hydrogen gas input is approximately proportional to the valve signal, whereas the deuterium valve remains closed. The target density and effective mass are reached respectively with an error of 3% and 7% (\#28351, 130kA).
Figure 2: The frequency tracking and mass control circuits

Figure 3: Mass control schematic layout
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Development of collective Thomson scattering as a method to measure the ion temperature of a tokamak plasma has been successful and encouraging results have been obtained during experiments on TCA in H-, D- and He-plasmas. Using a laser source in the far-infrared spectral region allows scattering angles close to 90°, which results in excellent spatial resolution. The system installed on the TCA tokamak comprises an optically pumped D₂O laser emitting 0.5 J in a 1.4 μs pulse on its Raman transition at 385 μm. A heterodyne receiver with a Schottky barrier diode mixer has been chosen to detect the scattered radiation and analyze its spectral distribution in 12 channels of 80 MHz. Recent improvements of the mixer and 1st IF-amplifier yielded a system NEP of 2.2·10⁻¹⁹ W/Hz. As a consequence we have obtained results which allow for the first time to evaluate the ion temperature Tᵢ in a single laser shot.

Under the conditions of the scattering experiment on TCA the presence of impurity ions and the magnetic field were shown to have a noticeable influence on the shape of the spectrum. Fig.1 shows calculated spectra for parameters typical for a H-plasma in TCA. An example of a measured spectrum in hydrogen is presented in Fig.2. A value of Tᵢ = 330 eV is found, using a standard curve fitting routine with the ion temperature Tᵢ as the only free parameter. In order to determine the precision of a Tᵢ measurement that can be obtained by our present set-up, a series of experiments under reproducible plasma conditions have been carried out in H-, D- and He-plasmas. The results are listed in Table I. A statistical analysis yields a standard deviation of 80 to 100 eV which corresponds to a relative error of about 25%. However, it should be mentioned that uncertainties in the other plasma parameters (especially Z_eff) provided as input to the fitting routine will lead to systematic errors. As long as the errors in Tₑ and Nₑ are less than 10% their influence on the evaluation of Tᵢ is negligible.

During our first experiments a scattering geometry has been chosen where the difference wave vector k = kₛ - kᵢ is almost perpendicular to the vector of the total magnetic field B = Bₜ + Bₚ. Under these conditions a strong enhancement of the scattered intensity towards the centre of the spectrum is observed in agreement with the theoretical predictions. Although this influence can be taken into account by the fitting routine, the combined effect of the magnetic field and the impurity ions makes the interpretation of the spectra difficult, especially when the impurity content and Z_eff are not precisely known.

Therefore a second series of experiments has been carried out in a He-plasma after the geometry of the scattering experiment had been changed to avoid an orientation of k perpendicular to B (angle between k and B: 86°). In He, as long as Tₑ > Tᵢ, theory predicts a noticeable enhancement of the scattered intensity at a frequency corresponding to the ion-acoustic resonance. Under these conditions uncertainties in Z_eff do not strongly affect the shape of the spectrum in the region of interest and the evaluation of Tᵢ is more precise. Fig. 3 shows a typical spectrum for a He- plasma in TCA; the fitting routine yields Tᵢ = 260 eV.
The spectrum clearly shows the ion-acoustic feature in agreement with the theoretical model. As in the case of H- and D-plasmas we find a significant difference between $T_e$ and $T_i$, which at present is not yet fully understood. The $T_i$-values from collective Thomson scattering are also systematically lower than those measured by a neutral particle analyzer (NPA). These observations will be subject to further investigations.

So far the experiments have demonstrated that collective Thomson scattering is a valuable method to measure the ion temperature of a tokamak plasma. The measured spectra are consistent with theoretical predictions assuming density fluctuations at the thermal level. The influence of the magnetic field can be avoided by a suitable choice of the scattering geometry. In the presence of light impurity ions (e.g. O and C) additional information about $Z_{eff}$ is required to obtain optimum precision of a $T_i$ measurement.

**Fig. 1:** Calculated spectra for a H-plasma
The 4 cases show the influence of the magnetic field and the impurity ions
Case 1: Basic spectrum (no magnetic field no impurities)
Case 2: Impurities included ($Z_{eff}=2.5$)
Case 3: Magnetic field included ($B_t=1.5T$, orientation 1° from normal)
Case 4: impurities and magnetic field included
Plasma parameters: $N_e=5.5*10^{19}$ m$^{-3}$, $T_e=680$eV, $Z_{eff}=2.5$, $B_t=1.5T$
Table I  Summary of $T_i$ measurements

These results have been obtained during series of tokamak shots with reproducible plasma parameters. The standard deviation and the corresponding relative error value give an indication of the uncertainty of the measurement. However, it has been assumed that the other plasma parameters ($N_e$, $T_e$, $Z_{\text{eff}}$ and $\beta$), required by the fitting procedure to evaluate $T_i$, are exact.

<table>
<thead>
<tr>
<th></th>
<th>H-Plasma</th>
<th>D-Plasma</th>
<th>He-Plasma</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_e$</td>
<td>$5.5 \times 10^{19} \text{m}^{-3}$</td>
<td>$5.3 \times 10^{19} \text{m}^{-3}$</td>
<td>$5.0 \times 10^{19} \text{m}^{-3}$</td>
</tr>
<tr>
<td>$T_e$</td>
<td>680 eV</td>
<td>830 eV</td>
<td>600 eV</td>
</tr>
<tr>
<td>$Z_{\text{eff}}$</td>
<td>2.5</td>
<td>2.5</td>
<td>2.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T_i$(fit)</th>
<th>250 eV</th>
<th>310 eV</th>
<th>380 eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>320</td>
<td>450</td>
<td>430</td>
<td></td>
</tr>
<tr>
<td>440</td>
<td>320</td>
<td>370</td>
<td></td>
</tr>
<tr>
<td>230</td>
<td>460</td>
<td>410</td>
<td></td>
</tr>
<tr>
<td>260</td>
<td>220</td>
<td>470</td>
<td></td>
</tr>
<tr>
<td>370</td>
<td>300</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>460</td>
<td>480</td>
<td>470</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>490</td>
<td>270</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>450</td>
<td>400</td>
<td></td>
</tr>
</tbody>
</table>

mean $330 \pm 30$ eV $\ 390 \pm 30$ eV $\ 390 \pm 25$ eV

stand. dev. 80 eV 100 eV 80 eV

rel. error 25% 26% 20%
Fig. 2: Measured spectrum for a H-plasma
The spectrum is obtained from a single laser shot. The plasma parameters are:
\[ N_e = 7.9 \times 10^{19} \text{m}^{-3}, \; T_e = 590 \text{ eV}, \; Z_{\text{eff}} = 2.5, \; B_t = 1.5 \text{ T}, \; \text{angle } (k, B) = 89^\circ. \]
The fitting procedures yields an ion temperature of \( T_i = 330 \text{ eV}. \)

Fig. 3: Measured spectrum for a He-plasma
The spectrum is obtained from a single laser shot. The plasma parameters are:
\[ N_e = 8 \times 10^{19} \text{m}^{-3}, \; T_e = 620 \text{ eV}, \; Z_{\text{eff}} = 4.2, \; \text{angle } (k, B) = 86^\circ. \]
The fitting procedures yields an ion temperature of \( T_i = 260 \text{ eV}. \)
HIGH RESOLUTION SPECTROSCOPY ON THE FRASCATI TOKAMAK FT

R. Bartiromo, F. Bombarda

Associazione EURATOM-ENEA sulla Fusione, C. R. E. Frascati,
C.P. 65 - 00044 - Frascati, Rome, Italy

The bent crystal spectrometer installed on the Frascati tokamak FT is a high resolution ($\lambda/\Delta\lambda=20000$) instrument of the Johann type [1]. Over the last period of operation it was fitted with a crystal (quartz 213) suitable for observing the high ionization stages of chromium.

H-LIKE SPECTRUM

We believe it is the first time that the Cr XXIV resonance spectrum has been observed in high resolution. As usual, the interest in this measure is doublefold: on one hand, it is possible to test the accuracy of calculated atomic data and, on the other hand, to actually diagnose the plasma. In this paper, we only relate the observations more relevant to fusion plasma diagnostic.

The spectrum between 2.085 and 2.120 Å was recorded over a series of discharges at 8 T of magnetic field, 300±350 kA of plasma current, 3.0±10% of electron temperature and an average density of 3 to 7 $10^{13}$ cm$^{-3}$. Due to the limited spectral range available, it was necessary to set the instrument in four different positions and then join the various sections via software. The result is shown in Fig. 1. the experimental points can be compared with a simulated theoretical spectrum obtained by using the wavelengths and satellite intensity factors calculated by J. Dubau and his group for all the transitions with $n=2,3,4,5$ (private communication); similar results are obtained with data from other authors [2,3]. Except for a small discrepancy in the position of line T, the experimental data can be fitted well with a spectrum relative to

![Fig. 1 - Spectrum of Cr XXIV](image-url)
an electron temperature $T_e=3.0$ keV, with the absolute intensity normalized on the Ly $\alpha_1$ peak. The relative importance of including the high $n$ transitions blended with the resonance lines was evident in another set of observations on discharges at different $T_e$, where the measured intensity ratio $I(T)/I(Ly\alpha_2)$ could be made to agree with the theoretical curve only if the contribution of the high $n$ satellites were included in the calculation.

**SUPRATHERMAL ELECTRON EFFECTS**

The intensity ratio $R$ between a dielectronic recombination satellite line and the optically allowed resonance line is a function of $T_e$ only, but it can also provide a means of detecting the presence of suprathermal tails in the electron distribution function. This possibility was first suggested by the authors et al. in [4], following the observation on FT of strong deviations of the measured intensity ratio of the $n=3$ satellite line d13 to the w line of He-like Cr in low density discharges, and it was more thoroughly investigated and experimentally exploited in a set of observations on the Fe XXV spectrum [5]. In the following, we report some recent results again with Cr XXIII. The physical principles of this measure rely on the fact that a dielectronic satellite is excited through a resonant mechanism only by electrons with kinetic energy comprised in a narrow band of the distribution function. The resonance line, on the contrary, is excited by impact with all the electrons with an energy greater than the transition energy $E_0$. If a high energy tail is present, the intensity of the resonance line will be enhanced and, therefore, $R$ will be lower with respect to its thermal value. For a more quantitative analysis, it was pointed out in [5] that the excitation rate coefficient of the optically allowed line remains fairly constant for impact electron kinetic energies greater than about 3 times $E_0$, due to relativistic effects. It is, therefore, easy to deduce the fractional density $n_{st}$.

$$n_{st} = \left( \frac{1}{R_{exp}} - \frac{1}{R_{th}(T_e)} \right) \frac{C_{sat}(T_e)}{<ou>}$$

where $R_{exp}$ is the experimentally measured line ratio, $R_{th}(T_e)$ is the expected value relative to the bulk plasma temperature, $C_{sat}(T_e)$ is the effective excitation coefficient of the satellite line or lines considered, and $<ou>$ is the high energy average value of the excitation rate of the w line (2.2 $10^{-11}$ cm$^3$ sec$^{-1}$ for Cr XXIII). In Fig. 2 the suprathermal electron fractional density is plotted vs the relative deviation of $R$, for different temperatures. It can be observed that at higher temperatures, the method is decreasingly sensitive, but also less critically dependent on $T_e$, which, it is worth stressing here, must be independently measured.

The present experiment is intended for studying the effects of the 8 GHz LH wave on the electron distribution function. The power level was too low (~150 kW) to produce any important heating effect of the bulk plasma, but enough to induce an observable distortion of the ECE emission spectra. Discharges at 6 and 8 T, $I_p=350+450$ kA were produced with density as the varying parameter, ranging from 0.4 to 2.0 $10^{14}$ cm$^{-3}$. In general, it was possible to use the 2nd harmonic to measure $T_e$ at the plasma center, and the signal at 1.6 $\omega_{ce}$ as a monitor of the occurrence of suprathermal tails. The experimental ratio of the $n=3$ satellites to the w line was measured as described in [5]. The agreement between the ECE and the line ratio measured temperature has been checked as being reasonably good for thermal discharges.

The results can be summarised as follows: At 8 T there are no detectable signs of distortion in the distribution spectrum from the line ratio for $n_e \approx -9 \times 10^{13}$ cm$^{-3}$, even when the ECE spectrum is strongly affected; this could be interpreted as an off-center
Fig. 2 - Suprathermal electrons fractional density as a function of the relative deviation of the experimental line ratio \( R \)

Localization of the tails (the emission region of Cr XXIII is only \( \sim 1/3 \) of the minor radius around the center), but also as being due to an insufficient sensitivity of the method, at least for the higher temperature cases. At lower density, 1 to 8\%, or more, of suprathermal electrons were measured, but at 6 T the effects were marginally observable. At very low density (\( \sim 5 \cdot 10^{13} \text{ cm}^{-3} \)), the whole discharge could enter the slideaway regime, more or less independently of the RF. A quantitative analysis was in this case difficult to carry out due to uncertainties on the measured \( T_e \).

**SPACE RESOLVED MEASUREMENTS**

The cylindrically bent crystal spectrometer is characterized by a sensibly higher throughput than a flat crystal instrument. The spectrally resolved image line, however, gives no information on the spatial distribution of the emitting source, due to the astigmatic imaging of the reflected rays in the plane perpendicular to the diffraction plane. In order to obtain a space resolved image along the poloidal section of the tokamak, two horizontal slits could be used, although at the expenses of luminosity. A preliminary measurement of the \( T_i \) and emission profiles has been performed placing the first slit (5×120 mm) in a such position as to have the widest possible view of the plasma for the given dimensions of the detector (10 cm) and the Mylar window separating the high vacuum of the machine from the rough vacuum of the instrument, and a second slit in front of the detector, determining a space resolution of \( \sim 1.5 \text{ cm} \) in the plasma. Twenty-five discharges with almost identical parameters (\( B_T=6 \text{ T}, I_p=350 \text{ kA}, n_e=1.4 \cdot 10^{14} \)) were needed to obtain a measurement along eight different chords across the plasma section. The normalized \( T_i \) profile in Fig. 3 looks relatively peaked compared to the emission profile, which could be partially explained with the slightly
Fig. 3 - Normalized $T_t$ (dots) and w line emissivity $I_w$ (squares) profiles

varying condition of the discharges during the day, while the sharp drop in the intensity rate should be a profile effect combined with the Mylar window vignetting.
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Introduction

Electron cyclotron resonance heating (ECRH) experiments with three 60 GHz, 200 kW gyrotrons will be performed on the Rijnhuizen Tokamak Project (RTP). RTP tokamak has a major radius of 72 cm, minor radius of 17 cm, and B_T ≤ 22 kG (to be increased eventually to 28 kG), n_e ≤ 1 x 10^{20} m^{-3}, I_T ≤ 200 kA. Various heating schemes will be investigated, including X-mode inside launch with adjustable launch angle and O-mode outside perpendicular launch. Research topics include electron heat transport during modulated ECRH and profile control via localized heating. For such investigations, it is crucial to understand the ECR heating process. In this paper, we will discuss the feasibility of collective Thomson-scattering measurement of various (fully or partially) electrostatic waves involved in ECRH, e.g., X-mode and mode-converted electron Bernstein waves with ω/2π = 60 GHz, utilizing radiation sources in the infrared (IR) or far-infrared (FIR) region. The information thus obtained will help understand the physics mechanism(s) of the heating process with ECRF waves.

Collective scattering

Collective scattering monitors basically electron-density fluctuations. Hence its application to the measurements of coherent plasma waves is limited to those involving such fluctuations, i.e., (fully or partially) electrostatic waves. For ECRH, such scattering measurement will be useful primarily for X-mode heating schemes. Figure 1 shows the schematic of the dispersion curve of X-wave and the electrostatic Bernstein wave in the vicinity of ω_0 = ω_0e and ω_0 = ω_{UH}, where ω_0e is the cyclotron frequency and ω_{UH} is the upper-hybrid frequency, after Puri [1]. Mode conversion of the slow X-mode at the upper-hybrid resonance layer into an electrostatic Bernstein mode is depicted. This process is relevant to the inside launched X-mode heating and the outside obliquely launched O-mode heating with high density target plasma [2]. From the figure, for an observation window located at ω = ω_{cep}', one expects two relatively distinct waves: small k (long wavelength) X-mode with k = k_{cep}' = 12 cm^{-1} and large k (short wavelength) electron Bernstein mode with k = ρ_e^{-1} = 100 - 1000 cm^{-1} resultant from mode-conversion of the X-mode. For X-modes, the scattering is in the collective regime, i.e., α = (k_{D}'λ_{D}'^{-1}) >> 1 where Debye length λ_{D}'= 0.003 cm for typical RTP parameters. For Bernstein waves, the scattering is marginally collective, i.e., α = 1. This poses both as a difficulty and as a challenge for an accurate interpretation of measurement results from Bernstein waves. As ω approaches ω_{UH}, which, for a fixed wave frequency of ω_0, is equivalent to translating the scattering volume outward from cyclotron layer to upper-hybrid layer, wavenumbers of the two modes will converge. For Bragg scattering (k_{o} = k_{s} >> k_{w}), the scattering angle is given by sinθ = (k_s/2k_o), where k_o, k_s, and k_w are the wavenumbers of the probe radiation, the scattered and the scatterer wave, respectively. The wavelength range suitable for achieving reasonable collective scattering angle thus falls within the infrared (IR) and far-infrared (FIR) region (k_o = 50 - 7000 cm^{-1}).
However, the high wave frequency of 60 GHz renders simple homodyne measurement unattractive due to the resultant high intermediate frequency (IF). Therefore, a separate local oscillator (LO) at a different frequency is desirable so that a manageable IF can be produced.

**Scattering at large \( k_w \)**

For large-\( k_w \) electron Bernstein modes, we will employ two CO\(_2\) lasers whose output frequencies are different by \( \sim 60 \) GHz. Large wavenumber of IR radiation (\( \lambda = 10.6 \) \( \mu \)m, \( k = 5900 \) cm\(^{-1} \)) permits a manageable scattering angle of \( \sim 2^\circ \) up to \( \sim 5^\circ \) for \( k_w = 1000 \) cm\(^{-1} \). For small-\( k \) X-modes, the system can be configured as a far-forward scattering (\( \theta_s = 0 \)) system, where a high-dispersion grating can be used if necessary to separate the down-shifted scattered radiation from the probe beam. To achieve the necessary frequency separation between LO and probe beam, each laser will operate at one of two adjacent CO\(_2\) laser lines from the p-branch in either 9 \( \mu \)m or 10 \( \mu \)m band, which have a frequency difference in the vicinity of 60 GHz. Specifically, 10P38-10P36, and 9P36-9P34 have frequency differences of 60.23 GHz and 60.28 GHz, respectively [3]. Thus the beat frequency between the scattered radiation and the LO will be in the range of \( \sim 500 \) MHz. Fast IR detectors, such as Ge:Cu photoconductors counterdoped with Sb and HgCdTe photovoltaic detectors, are available for IF of up to a few GHz, with a noise equivalent power (NEP) of \( \sim 10^{-19} \) Watt/Hz. This amounts to a minimum detectable power of \( 10^{-10} \) Watt for an IF bandwidth of 1 GHz.

For an estimation of the measurability of the ECRF waves through IR scattering, a comparison with similar measurements [4] might be useful. For example, in ICRF heated Microtor discharges (\( P_{RF}/P_{OH} = 0.1-0.5 \)), typically \( n_e \) of \( \sim 10^{16} \) m\(^{-3} \) (\( \sim 0.1 \% \) of background density) was observed in association with mode-converted ion-Bernstein waves. In addition, the fluctuation level was found to increase as \( P_{RF} \) was increased. If we take this fluctuation level as the lowerbound for RTP (\( P_{RF}/P_{OH} \geq 1.0 \) at similar densities), then the collective scattering power \( P_s = 0.25 P_o (r_e L_w L_p)^2 \), where the probe beam power \( P_o = 100 \) Watt with \( \lambda = 10.6 \) \( \mu \)m, a scattering volume length \( L_w = 0.5 \) cm, and \( r_e \) is the electron radius, will be in the range of \( \sim 10^{-10} \) Watt. This figure is comparable to the expected minimum detectable power. Actual minimum scattered power level should be comparable to this, since the weaker density dependence (\( \sim n \)) of non-collective scattering power (\( \alpha \ll 1 \)) will be matched by higher density fluctuation level for large \( k \) electron Bernstein waves than that of ion waves for the same RF field strength (\( \sim kE \)). Therefore reasonable S/N values are expected. This measurement requires the CO\(_2\) lasers to operate at stable output frequency with respect to each other and to have no higher transverse spatial mode other than TEM\(_{00} \) during the tokamak discharge. For the low-power CO\(_2\) laser for LO, the nominal stability is 20 kHz per 100 ms and a similar value is expected for the high power laser. As an alternative for LO generation, possibilities of employing the technique of CO\(_2\) laser sideband generation via microwaves [5] will be investigated. This technique is well-established both in IR and FIR region for application in high-resolution Doppler-free molecular spectroscopy. It basically is a process of mixing the IR (or FIR) radiation with the output of a (tunable) microwave source on a nonlinear crystal such as CdTe or GaAs.

**Scattering at small \( k_w \)**

For measurement of small-\( k \) X-mode, an FIR scattering scheme will be employed [6]. The system is based on a heterodyne receiver system at 185 GHz, with a 245 GHz (\( k = 51 \) cm\(^{-1} \)) far-infrared laser output radiation as the probe and a multiplied solid-state Gunn oscillator at -185 GHz as the LO. Scattered FIR radiation whose frequency is down-shifted from 245 GHz to 185 GHz, is mixed with the LO on a low-noise GaAs Schottky diode.
mixer, to generate IF signals. One advantage of this FIR scattering scheme is that the plasma microturbulence can be measured simultaneously with the same collection optics. This is due to the fact that the frequency of FIR radiation scattered from microturbulence remains much closer to the probe frequency, which can therefore be separated from ECRF wave signal via an frequency-selective quasi-optical diplexer. Such information of microturbulence will help investigate simultaneously the ECRH effect on the turbulent transport. In a similar manner to IR scattering, the expected scattered power level from ECRF waves can be shown to be in $\geq 10^{-8}$ Watt range, for $P_t = 10$ mW at wavelength of 1.2 mm and $L_o$ of 3 cm. Mixers operating in the 170-260 GHz range with double-sideband NEP of $10^{-20}$ watt/Hz are available, resulting in a minimum detectable power level of $\sim 10^{-11}$ Watt with an IF bandwidth of 1 GHz. In this scheme, however, careful interpretation of the scattering geometry is necessary, since the wavenumbers of the probe and the scattered radiation are different and thus the scattering is not in the Bragg regime. In addition, enhanced harmonic ECE during ECRH observed in many tokamaks might have to be carefully discriminated against the scattered signal (3rd harmonic ECE falls in the vicinity of 185 GHz). These difficulties are absent for IR ($\lambda = 10.6 \mu m$, $k_o = 5900 cm^{-1}$) scattering, since $f_0 = 28$ THz $\gg f_{ce}$ and thus $k_o = k_s$ (Bragg scattering).

Ray path and experimental set-up

Unlike the low frequency ICRF waves, the ECRF waves behave more like rays. This means one should choose carefully the site of the scattering volume to intersect with the ECRF waves, especially along the toroidal direction. Consequently wave activity is more likely to be different when the measurement is made at a closer position to the ECRH port. For RTP, two port positions are available, one separated from ECH port by less than $10^0$ and another by $60^0$ toroidally. Figure 3 shows results from TORAY ray-tracing code for RTP parameters, simulating an X-mode inside launch at an angle of $45^0$ with respect to the major radius, which corresponds to a situation where the waves can travel the farthest toroidally. Note that the ray stops midway, past the plasma center, when it encounters the upper-hybrid resonance layer. However, the unabsorbed X-mode power reaching the upper hybrid layer is almost completely mode converted into electron Bernstein waves propagating backward, which are damped subsequently as they approach the cyclotron resonance layer. This is indicated schematically in the figure since TORAY does not calculate mode-conversion processes. Even though the ray for mode-converted Bernstein waves gives an impression of an almost parallel propagation as the wave approaches the cyclotron resonance layer, the wavenumber composition is still such that $k$ becomes more and more dominant over $k_{||}$ [2]. Therefore, the scattering will be confined almost within the poloidal cross section, unlike the expectations in ref.[6] where the possibility of a parallel scattering was discussed.
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Figure 1 Schematic of the extraordinary wave dispersion in the vicinity of ω_{ce} (after [1]). ω_{pe} = 1.5 ω_{ce}.

Figure 2 Schematic of the collective IR scattering system.

Figure 3 Toroidal projection of X-mode rays (solid line) for RTP calculated from TORAY code, launched from inside at 45° from the major radius and from the meridian plane, with beam divergence (FWHM) = 10°. B_T = 22 kG, I_p = 200 kA, n_e = 6 x 10^{19} m^{-3}. Rays for the mode-converted electron Bernstein waves (broken line) are added schematically, originating at the upper-hybrid layer where cold X-mode stops (after [2]).
DENSITY FLUCTUATION MEASUREMENTS IN THE TORTUR TOKAMAK
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Introduction

In the TORTUR tokamak (R = 0.46 m, a = 0.085 m, B_T < 2.9 T, Z_{eff} < 2) plasmas are produced by currents up to 55 kA during about 40 ms. By the application of elevated loop voltages, a stationary weakly turbulent state is brought about with an enhanced dissipation, due to low-frequency electromagnetic turbulence [1]. In this way, relatively high values of the electron and ion temperatures (up to 1 keV) are obtained at high plasma densities (< 10^{20} m^{-3}). Despite the weakly turbulent state of the plasma, the energy confinement time (< 2.5 ms) follows closely the values from currently used scaling laws. A typical TORTUR shot is shown in Fig. 1.

\[ \text{FIG. 1. Plasma current as a function of time for a typical TORTUR shot.} \]

Fluctuations due to plasma turbulence in TORTUR have been studied previously by means of collective scattering of 4 mm waves in a wide frequency range extending from 10 kHz up to 100 MHz [2,3].
Experimental set-up

The present set-up can measure collective scattering of 2 mm waves for a range of scattering angles (4°-40° and 80°-110°) and in the same frequency domain as used in the 4 mm scattering set-up. A schematic drawing of the 2 mm scattering device is given in Fig. 2. A part of the microwave power from a 65 mW klystron source is branched off by a beam splitter and is fed directly to the local oscillator input of a double-balanced mixer (homodyne detection). The other part of the microwave power is shaped into a gaussian beam which is focussed onto the centre of the plasma. This is performed by means of an oversized waveguide antenna, two lenses and a gold-coated mirror. The receiving system is identical to the beam launching system. By means of changing the angle and the position of the two mirrors it is possible to tune the device to various k-values (restricted to the poloidal plane). The scattering vectors are nearly parallel to the equatorial plane pointing in- or outwards. The finite dimensions of the scattering volume implies that measurements performed at the plasma edge are mainly sensitive to fluctuations propagating in the radial direction, whereas measurements near the plasma centre yield both radially and azimuthally propagating fluctuations.

\[ \text{Fig. 2. Schematic drawing of the collective scattering set-up.} \]

The range of k-values is 2 - 20 cm\(^{-1}\). The device allows also measurements at larger k-values, but here the spectral density is thought to be small. The one-dimensional k-resolution is typically 2 cm\(^{-1}\), dependent on the scattering angle. The spatial resolution is about 1 cm.

The mixer output is preamplified and divided in a low, an intermediate and a high frequency domain from 10 - 10\(^3\) kHz, 0.25 - 4 MHz and 0.7 - 100 MHz respectively. The signals are further amplified with adjustable amplification factors and real time recorded. The recordings start simultaneously during the shot and cover time slices of 4, 1 and 0.3 ms for the low, the intermediate and the high frequency domain, respectively. Fast Fourier Transform techniques are applied on the signals to obtain three separate frequency spectra. These can be combined to yield the complete spectrum from 10 - 10\(^3\) kHz.
Results

In Fig. 3, the spectral scattered power ($P_k$), observed at the plasma centre, is shown as a function of frequency ($f$). Curve A and B are observed at $k$-values of 5 and 15 cm$^{-1}$, resp. From curve A it is seen that for $f > 100$ kHz and $k=5$ cm$^{-1}$ the spectral power is proportional to $f^{-4}$. Curve C represents the noise level.

The total scattered power present in three frequency bands, roughly corresponding to the formerly mentioned domains, could be obtained by means of band filters and rectifiers. The time evolution of these three signals has been recorded for the full discharge duration. In Fig. 4 the power present in the frequency band 0.7 - 3 MHz is shown as a function of time. The spike in the beginning of the curve corresponds to the predischarge. This shows that the plasma behaviour is different for the predischarge and the plateau stage.
Fig. 4. The scattered power integrated in the frequency band 0.7 - 3 MHz during the TORTUR discharge.

In many shots, a strong correlation between the signals obtained from collective scattering and from the poloidal and toroidal pick-up coils has been observed, as is demonstrated in Figs 5a and 5b. The Fourier transforms of these signals have been compared. Narrow spikes of 30 kHz with higher harmonics are present in the spectra of the scattered signal and of the pick-up coils. These frequencies can be ascribed to MHD-modes with m=2 and n=1. This effect is not likely to be due to 'Bragg scattering'.

Fig. 5. The signals from (a) collective scattering at the plasma center at k = 7.5 cm^{-1} and (b) from a poloidal pick-up coil, as a function of time.
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THE OBSERVATION OF NON-THermal FEATURES BY TANGENTIAL THOMSON SCATTERING AT THE TORTUR TOKAMAK
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Introduction

Tangential Thomson scattering at TORTUR plasmas was set-up to determine the local current density \( J_\phi \). From a feasibility test it was expected that \( J_\phi \) could be measured in a single laser pulse with an accuracy of 20\% [1] at \( n_e = 5 \times 10^{19} \) m\(^{-3}\). Similar measurements were performed by Alladio and Martone [2] adding several shots to determine \( J_\phi \). Our experiment is the first that measures a complete tangential spectrum by a single laser pulse.

Experimental set-up

In the TORTUR tokamak [3] (\( R = 0.46 \) m, \( a = 0.085 \) m, \( B_T = 2.9 \) T) hydrogen plasmas are produced by plasma currents up to 55 kA during about 40 ms (see Fig. 1). At densities of \( 5 \times 10^{19} \) m\(^{-3}\) plasma temperatures up to about 800 eV are attained. Plasmas with relatively high values of poloidal beta are obtained during the mildly current-driven turbulent heating which occurs immediately after initial plasma formation, and are maintained during the plateau stage. Thomson scattering over 90° is applied to measure the local electron temperature, \( T_e \), and density, \( n_e \), at two radial positions, \( r = 5 \) and 60 mm, respectively. At \( r = 5 \) mm the scattering spectrum can be observed both radially as well as tangentially (see Fig. 2a). All observations are performed with the same high-transmission 20-channel polychromator which covers a spectral range of 600 to 800 nm [4]. The radial measurement of \( T_e \) and \( n_e \) can be performed with an accuracy of 1\%, which allows for the recording of non-thermal features in the electron velocity distribution. These phenomena can also be observed in the tangential direction although its collection efficiency is five times smaller. Adequate correction for plasma light is possible since it is sampled just before and after the laser pulse. During the plateau stage of the plasma these samples are equal within the statistical error. The laser beam is directed vertically through the plasma (Fig. 2a), while the scattered light is collected in the horizontal plane. From Fig. 2b it becomes clear that the scattering vector, \( k \), is under 45° with the horizontal plane, since \( \theta = \phi = 90° \). It should be emphasized that the observed spectrum represents the projection of the electron velocity distribution on \( k \).

Results

An example of a single shot \( J_\phi \) -measurement is given in Fig. 3 from which one gets \( (1 \pm 0.2) \times 10^7 \) A/m\(^2\). The sign of the wavelength shift corresponds to the actual current direction. Assuming Spitzer resistivity with \( Z_{eff} = 2 \) [5], \( T_e = 446 \) eV, \( n_e = 5.87 \times 10^{19} \) m\(^{-3}\) and \( V_I = 5 \) V one finds \( J_\phi = 8.3 \times 10^6 \) A/m\(^2\), corresponding to \( q_0 = 1.2 \). Earlier observations in the radial direction at TORTUR [1, 3] revealed the existence of distortions of the scattered spectrum. The present recordings confirm these radial spectra (Fig. 4a, b). Moreover, similar spectra are observed in the tangential direction (Fig. 4c, d). During the build-up phase of the plasma the non-thermal features on the radial spectra are stronger than
during the plateau (Fig. 4b). The amplitude and wavelength shift of these non-thermal features are influenced by plasma conditions, such as direction of the toroidal magnetic field, ion mass and $T_e$.

Discussion
Possible explanations for these kind of distortions were given by several authors who reported similar effects measured in the radial direction. Strong dips in the spectra of the L-2 stellerator were ascribed to trapped electrons [6]. Since observations in TORTUR were performed at the plasma centre the trapped electrons should be of no significance. At ALCATOR [7] and FT [8] the non-thermal features are explained by the existence of slide-away and suprathermal electrons resp.. Non-thermal spectra in THOR were ascribed to runaways [9]. The congruence between radial and tangential spectra in TORTUR demonstrates that the distortion of radial spectra can not be the projection of toroidal tail distributions. Furthermore the partial density of the observed non-thermal features ($-0.05 n_e$) is much larger than the run-away density $n_e$-tail $\leq 1.4 \times 10^{15} \, \text{m}^{-3}$ at $t = 10 \, \text{ms}$ which is calculated from the run-away production rate according to Knoepfel and Spong [10]. Our first explanation is to ascribe these features to the existence of magneto-sonic waves, such as the Alfvén wave, since the distortions are strongest at a wavelength shift which corresponds well to the Alfvén velocity [3,4]. This picture is supported by the presence of distinct frequency peaks near 3 MHz in the density fluctuation spectra, as recorded by collective scattering [3], but in contradiction to the found mass dependence. From the dispersion relation one expects stronger growth rates for these waves in the direction parallel to $B_T$ than perpendicular to $B_T$. Preliminary data acquisition indicates that the amplitude of the distortions in the tangential direction is larger than in the radial one and thus supports the given explanation. Further study and data-analysis is required to verify the hypothesis that the velocity distribution function is disturbed quasi-stationary by the presence of magneto-sonic waves.

Conclusion
Tangential and radial Thomson scattering at TORTUR plasmas demonstrate that the velocity distribution of mildly turbulent plasmas is non-Maxwellian, which is of great importance for transport computations. At $T_e \leq 500 \, \text{eV}$ the current density can be determined with an accuracy of 20% by a single laser pulse.
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Fig. 1: Typical plasma current.

Fig. 2: a) Experimental set-up for tangential and radial Thomson scattering, b) scattering geometry.

Fig. 3: A scattered spectrum from tangential observation, $t = 10$ ms, $\Delta \lambda_d = -2.5 \pm 0.5$ nm, $n_e = (5.87 \pm 0.16) \times 10^{19}$ m$^{-3}$, $T_e = 446 \pm 11$ eV. The dots represent the scattered and the open circles the plasma light.

Fig. 4: (next page) Scattered spectra and relative deviations, $\delta$, with respect to the fit, corrected for relativistic effects. a) radial direction, $t = 10$ ms, $T_e = 406$ eV, $n_e = 6.27 \times 10^{19}$ m$^{-3}$, b) radial direction, $t = 4$ ms, $T_e = 575$ eV, $n_e = 6.80 \times 10^{19}$ m$^{-3}$, c) tangential direction, $t = 18$ ms, $T_e = 551$ eV, $n_e = 5.29 \times 10^{19}$ m$^{-3}$, d) tangential direction, $t = 18$ ms, $T_e = 568$ eV, $n_e = 3.94 \times 10^{19}$ m$^{-3}$. 
A TIME-OF-FLIGHT SPECTROMETER FOR DETECTION OF LOW ENERGETIC HYDROGEN ATOMS

W. van Toledo, A.R. de Bree, R. van Buuren, H. de Kluiver and A.J.H. Donné

FOM Institute for Plasma Physics, 'Rijnhuizen', Association EURATOM-FOM, P.O. Box 1207, 3430 BE Nieuwegein, The Netherlands

Low energetic neutral hydrogen atoms that are released from wall and limiters of a tokamak as well as Franck-Condon neutrals may undergo charge exchange with plasma ions. The resulting fast neutrals are not confined to the magnetic field and thus contribute to energy losses, including those due to impurity radiation when the fast atoms sputter impurity ions from the wall. These processes determine the particle and energy transport from the plasma center and quantities as the sputtering coefficient, the reflection coefficient of the wall and the diffusivity of H or D in the wall material play a decisive role here. By detecting especially the cold neutrals from the boundary layer one gains information on the hydrogen or deuterium recycling and hence on the energy balance of the plasma. This paper shall be concerned with a time-of-flight method, that requires direct detection of hydrogen atoms and is able to detect hydrogen or deuterium atoms with an energy down to 10 eV.

The poor detection sensitivity of detectors like channeltrons, channelplates, etc. for low energetic neutrals requires conversion of the atoms into charged particles that must be accelerated towards the detector. The method ordinarily used is that of the Daly detector [1,2]. Its main disadvantage is that the emission coefficient varies two orders of magnitude in the energy range from 10 to 200 eV and drops sharply below 20 eV, that is in the energy region in which we are interested. To overcome this disadvantage a new detection method was proposed [3], drawing upon a suggestion made by Massmann et al. [4]. The method is based on conversion of hydrogen atoms from the plasma into H+ ions on a cesiated tungsten (110) surface. Because of the low work function of the surface the affinity level of the hydrogen atoms is easily populated by an electron from the surface.

![Diagram](image-url)

*Fig. 1. Schematic overview of the time-of-flight spectrometer*
The time-of-flight spectrometer (see Fig. 1) consists of a chopper disk with 16 equally spaced slits and running at 400 Hz, a flight tube and a detector housing. The open time varies from 6 to 10 µs and the duration of a spectrum from 150 to 250 µs. The various differential pumping sections are necessary to overcome the pressure fall from the torus (1 x 10^{-3} Torr) to the vacuum chamber (1 x 10^{-9} Torr). After passage through the tube the neutrals will hit the cesiated surface in the vacuum chamber (see Fig. 2). The cesium is contained in a so-called dispenser and is evaporated at a constant rate when current is applied through the dispenser. The generated H\(^+\) ions are detected by a channeltron which had to be mounted in a box to prevent it from being covered with cesium during or shortly after the dispenser activation period. Cesium is known to react violently with lead-glass (the main component of the channeltrons). The effect would be a strongly reduced pulse height of the channeltron output. When the cesiation is finished the dispenser is pulled into a cavity in a LN\(_2\) cooling trap situated above the tungsten target. In that position redundant cesium is trapped on the cooled surface. The dispenser is moved back in front of the crystal whenever cesiating of the surface is required. By the time the dispenser has been withdrawn, a shutter that covers the entrance of the box is opened, so that H\(^+\) ions reflecting from the cesiated surface can be detected. To this end a positive bias voltage of 1000 V is applied to the channeltron. Unfortunately, this bias voltage stimulates cold electronic emission from metallic parts outside the box that have been partially covered with cesium. These electrons are equally attracted by the field towards the channeltron and are a cause of severe noise during the first minute after cesiating. Placing grids at the entrance of the box could not prevent penetration of the field. A razor-blade dump was designed to prevent saturation of the channeltron due to excessive exposure to plasma light, which is led to the dump whereas the H\(^+\) ions are bent to the channeltron.

![Diagram of the scattering chamber](image)

*Fig. 2. The scattering chamber: 1. tungsten surface; 2. collimator; 3. razor-blade light dump; 4, 5. channeltrons; 6, 7 moveable shutters*
Positive hydrogen ions (H₂⁺) from the source mounted on the flight tube (see Fig. 1) have been made incident on the surface for calibration purposes. We were compelled to work with H₂⁺ instead of H⁺ ions because of the small H⁺ production of the ion source which would have made calibration cumbersome, especially at low energies. The dissociation of the incident ions near the surface has been taken into account. All incident ions are neutralized before reflecting from the surface, while the H⁻ formation process takes place after reflection. For this reason the neutralization of the positive ions does not interfere with the H⁻ formation process. This means that positive ions can be used for calibration purposes and that the results are valid for measurements with neutral atoms. This idea has been confirmed in work by Van Wunnik et al. [5].

Each efficiency value was obtained by determining the difference in the number of reflected particles from an activated and not activated surface and by dividing the outcome by the number of incident ions. The latter value is obtained by pulling downward the platform on which the surface and surface holder are mounted, together with a second shutter that protects a negatively biased channeltron (see Fig. 2) which detects the incoming positive beam. The two channeltrons are identical. All data have been corrected for noise in the channeltron output due to cold electronic emission and cesium.

The efficiency and consequently the detection sensitivity is maximum for a cesium coverage of about half a monolayer (≈ 3.3 x 10¹⁴ atoms/cm²). With this cesium coverage the conversion efficiencies were measured before using Faraday cups to show the feasibility of the proposed technique. The best results were found to occur when the neutral beam makes an angle of 78° with the surface normal (see Fig. 3, triangles). The calibration has been discussed in detail in Ref. [3]. The conversion efficiencies are exponentially dependent on v⁻¹, perpendicular to the surface normal, which has been predicted from theoretical considerations [6].

The found conversion efficiencies are smaller than those obtained by Faraday cups (see Fig. 3). One of the possible causes is that we are not able to monitor how the efficiency varies with cesium coverage unlike the calibration done with Faraday cups. As a result the cesium coverage might not have been half a monolayer. The optimum cesium coverage had to be found by adjusting the dispenser activation time and the dispenser current. The values were stored in a memory to assure the same coverage throughout the whole calibration. The accuracy of the data is in the order of 20%. The data below 20 eV are less accurate because the dissociation energy of H₂⁺ ions is in the order of the incident velocity per nucleon.
Very good vacuum conditions are required to prevent contamination of the surface. Under such conditions it is not necessary, as was originally intended, to perform a new surface activation between each two discharges. Only after half an hour of operation we saw a considerable decline of the efficiency, provided that the surface has been cleaned thoroughly before covering it with cesium. This is done by flashing the surface once at 2000°C before each activation. The time-of-flight spectrum in Fig. 4 extends to approximately 60 μs and is the product of adding 52 subsequent spectra obtained within one single plasma shot, taking a chopper open time indicator as reference signal. This has been done for statistical reasons. The small number of slits in the chopper disk and consequently the long duration of a single spectrum allows for a clear distinction between plasma signal and background. The latter consists of noise from cesium and cesium-induced electronic emission, and X-rays from the plasma. The spectrum in Fig. 4 is corrected for this background signal.

\[ \text{Fig. 4. Time-of-flight spectrum} \]

The X-ray induced background has been minimized by constructing the chopper disk out of 1 mm thick stainless steel. Only during the open time X-rays could reach the detector, but measurements done with a 2 μm macrofoil placed between surface and plasma did not bring forward any significant signal. The corresponding energy-resolved spectrum has to be corrected for the conversion efficiency (as measured with channeltrons) and the attenuation of the neutral flux due to residual gas in the TOF tube.
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DIRECT OBSERVATION OF HIGH FREQUENCY TURBULENCE DURING INJECTION OF HIGH-CURRENT RELATIVISTIC ELECTRON BEAM INTO PLASMA

I.V. Kandaurov, E. P. Kruglyakov, M. V. Losev, A. L. Sanin, L. N. Vyacheslavov
Institute of Nuclear Physics Siberian Division of the USSR Academy of Sciences, 630090 Novosibirsk, USSR

In the experiments on high-current relativistic electron beam (REB) interaction with a plasma for a study of the possibility of its heating owing to collective processes a key question is a type of oscillations excited by the beam in a plasma. At present, a great deal of the data obtained evidences that the beam excites in a plasma electron Langmuir oscillations at a frequency $\omega_{pe}$. The energy of these oscillations is then transmitted to plasma electrons [1]. However, so far none of the experiments enabled a direct observation of the occurrence of electron Langmuir turbulence. In the present paper an attempt is made of direct discovering and studying of HF plasma turbulence by the laser scattering method. The experiments were carried out on the GOL-M device [2] under the following beam and plasma parameters.

REB: energy of electrons, $E=0.5$ MeV, beam current $I_b \leq 90$ kA, electron beam density, $n_b \approx 10^{12} + 5 \cdot 10^{12}$ cm$^{-3}$, beam duration, $T_b \approx 100$ ns.

Plasma: density, $n_e = 2 \cdot 10^{15}$ cm$^{-3}$, plasma column length, $L = 750$ cm, magnetic field strength, $B_0 \leq 5$ T.

It is known that homodyne laser methods can be used for studying the low frequency turbulence. When an electron Langmuir turbulence is excited in a plasma these methods are not suitable (for a plasma density shown above the frequency of a plasma oscillations should be equal to $\omega_{pe}/2\pi \approx 4 \cdot 10^{11}$ Hz). Therefore, the system for observation of the laser radiation scattered by HF plasma oscillations was based on a classical scheme and consisted of three main parts: a laser, a spectral
instrument and detector. A system consisting of a pulse CO\textsubscript{2} single-transverse mode laser and the triple-passed amplifier provided a source of radiation. The selection of a necessary transition was performed by using a diffraction grating (150 lines/mm) in the laser resonator. To facilitate the formation of a transverse space discharge in the amplifier the triethyl-amine (p \simeq 1 Tor) was added to the CO\textsubscript{2}, N\textsubscript{2} mixture (total pressure is of the order of 0.5 atm), similar to that proposed in Ref. [3]. The laser system described could be operated within the range of 9-11 \mu m providing a pulse energy of 10 J. The laser pulse duration could be changed from 0.07 up to 2 \mu s. The spectral instrument was built on the base of a grazing incidence scheme with double reflections from the surface of diffraction grating (5x10 cm\textsuperscript{2}). The use of a lens with a focal distance of 30 cm provided a linear dispersion of 10 GHz/mm. Liquid helium-cooled SiB photoconductors were used as detectors. For an area 2x2 mm\textsuperscript{2} and a bandwidth of amplifiers 10 MHz the detector sensitivity threshold was 10\textsuperscript{-6} W.

To study the energy distribution of the Langmuir oscillations over wave vectors \vec{\kappa} the optical scheme should provide the registration of the scattered radiation in a wide range of angles \alpha with respect to the direction of laser beam propagation up to \alpha \simeq \frac{\omega_0 e}{\omega_\perp} (here \omega_\perp is the frequency of laser radiation incident on a plasma). For the wave length of the laser radiation \lambda \simeq 10 \mu m and plasma density n_e=2\cdot10^{15} \text{ cm}^{-3} this observation angle should be equal to \alpha \simeq 10^{-2} \text{ rad}. Under these conditions a considerable portion of laser radiation with non-shifted frequency together with the scattered by a plasma radiation reaches the spectral instrument. An extraction of a useful signal may only be possible if a spectral instrument of a super-high contrast is available. This problem has been successfully solved with the use of radiation of a CO\textsubscript{2} laser operated on R14 transition (\lambda =10.29 \mu m) and an absorption cell (total length of the
cell is 40 cm) filled with ammonia under a pressure of up to 0.25 atm. Since ammonia has a single absorption line well coinciding with the R14 laser line, this gas filter provided the suppression of laser radiation with non-shifted frequency by a factor of $10^{12}-10^{13}$.

In the preliminary experiments with detection of the scattered radiation the following experiment geometry was used. The laser beam crossed the plasma column perpendicularly to the direction of REB propagation. The total solid angle of detection system of scattered radiation was $\Omega \approx 3 \cdot 10^{-4}$ sterad. In the cross section formed by REB and laser beam propagation directions the scattered radiation was detected in the following range of angles: $2 \cdot 10^{-3} \leq \angle \leq 2 \cdot 10^{-2}$. In our case, it corresponded to laser scattering by Langmuir oscillations with wave vectors $\vec{K}$ under $33^\circ-62^\circ$ with respect to direction of the REB propagation. As to the value $|\vec{K}|$ it could vary within the range: $\frac{\omega pe}{C} < |\vec{K}| < 1.8 \frac{\omega pe}{C}$.

The time behaviour of a scattered radiation signal, $W_s$, in the vicinity of the frequency $\omega \approx \omega_L + \omega_{pe}$ (upper trace) and of the REB current, $J_b$ (lower trace). Current density, $j_b = 5.5$ kA/cm$^2$. $J_b = 65$ kA. Magnetic field strength, $B_0 = 2.5$ T. Plasma density, $n_e = 2 \cdot 10^{15}$ cm$^{-3}$. 
In the figure presented here a signal is shown of laser radiation scattered by plasma. This signal is shifted with respect to the frequency of initial laser radiation by value of $\omega pe$. For the case shown in the figure the duration of the laser pulse is much larger than that for the scattering signal. In the figure below the REB current pulse is shown. One can see that the durations of the signals are approximately the same. Preliminary results make it possible to come the following conclusions.

1. The scattered radiation is observed in the vicinity of frequency $\omega L + \omega pe$. This fact confirms the excitation of Langmuir turbulence in a plasma.
2. The scattered radiation power exceeds the equilibrium level by over 6 orders of magnitude.
3. The scattered radiation duration corresponds approximately to the duration of the REB current exciting oscillations, as it should be in the case of the Langmuir turbulence excitation.
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INTERFEROMETRY AND REFLECTOMETRY DIAGNOSTICS FOR RFX

A.Buffa, P.Innocente, S.Martini, M.Moresco, E.Spada, E.Zilli
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Abstract A multichord CO$_2$ interferometer, a reflectometer and a 6-chord FIR interferometer-polarimeter are being designed for RFX, the new large RFP machine under construction at Padua. The motivations in favour of the use of these diagnostics on RFX are discussed. The main features of the apparatuses are presented and some specific problems and original technical solutions are highlighted.

1. INTRODUCTION
The availability of detailed measurements of the density behaviour in space and time and of as much as possible information on the internal magnetic field profile is considered of crucial importance [1] for RFX (a=0.5 m, R=2m, I=2MA). To achieve this goal, a CO$_2$ interferometer, a microwave reflectometer and an FIR interferometer-polarimeter are being developed.

2. THE CO$_2$ INTERFEROMETER
The main interferometer for density profile measurements will be a multichord two-colour (CO$_2$ laser $\lambda=10.6$ $\mu$m, CO laser $\lambda=5.3$ $\mu$m) system similar to that developed [2] for the ETA-BETA II RFP. The CO$_2$ interferometer has been chosen mainly for two reasons: it allows to have many chords, hence a good profile reconstruction, despite the limited access available and it does not suffer from refraction even in very high density gradient plasmas, such as those which might be produced by pellet injection.

The choice of building a vibration compensation system at $\lambda=5.3$ $\mu$m instead of using shorter wavelengths [3,4], gives several advantages [2] in terms of vibration tracking capability, misalignment immunity, required surface quality and accuracy of the optics.

The initial set-up of the interferometer will entail 8 chord spanning the two arms of a granite C-frame (fig.1), and an upgrade to 16 is included in the design, although it will have to utilize also mirrors mounted inside the vacuum vessel (see fig.1). The expected sensitivity is $\leq10^{18}$ m$^{-2}$, i.e. $\leq5\cdot10^{17}$ m$^{-3}$. The design include a real time demodulation system capable of tracking vibrations with a maximum speed of $\sim50$ mm/s and amplitude of $\sim3$ mm, which could be used for density/profile feedback.

3. THE MICROWAVE REFLECTOMETER
The millimeter wave wide-band reflectometry is also particularly attractive for RFX because of its ability to operate through only one access of limited cross-section and to work well in presence of density gradients. This technique has been successfully used on several Tokamaks, both with ordinary (O) and extraordinary (X) wave propagation, to measure the spatial and temporal behaviour of the electron density or, when operated at a fixed frequency, of the density fluctuations.
One of the main doubts about the feasibility of this measurement is connected to the mode mixing between the O and X waves, which can be significant in RFX because of both the large magnetic shear and the long optical path. It has already been shown [4] that (O-wave) reflectometry is still possible in RFX, notwithstanding the presence of important mode mixing, provided the wave is launched (and received) by a set of single T-R antenna with the correct polarization (parallel to the magnetic field at plasma edge). On the other hand, the magnetic field pitch at the edge is not fixed. Typically variations of the order of ±2° during the current flat-top phase of a shot and ±10° between shots with different field programming can be expected.

To evaluate the sensitivity of the diagnostic to an incorrect polarization of the launched wave a numerical simulation of a reflectometry experiment has been performed. A monochromatic wave is launched with a given angle (ψ) between the polarization vector and the edge magnetic field in a plasma with a given density profile; the reflected signal (amplitude and phase) is calculated by means of a ray-tracing code (RAY-RFP) [5] which takes into account propagation of both O and X (local) modes. The component of the electric field seen by the antenna is then mixed with the local oscillator (homodyne); the frequency of the wave is swept in the appropriate range in order to obtain the interferences fringes. Density profile is then reconstructed from the position (in the frequency domain) of the interference minima. In Fig.2 both the primitive and the reconstructed density profiles are shown for ψ=0°, 20°, 45°. It appears that a conservative value for the allowed polarization error is ±20°, which is well within the estimated operating range.
Fig. 2 Results of the numerical simulation of the reflectometry experiment for three values of the mismatching angle $\phi$. BFM magnetic field and parabolic density profiles have been assumed.

Design criteria have been established for an homodyne reflectometer able to sweep the 22-110 GHz band in about 1 msec covering the density range $6 \cdot 10^{18} - 1.5 \cdot 10^{20}$ m$^{-3}$; fundamental waveguide propagation has been preferred for a better control of phase characteristics of the microwave circuit. The frequency interval will be divided into 4/5 bands, depending on the type of sources (BWO or solid state).

The access port is a $\Phi=96$ mm circular pipe. To establish the number of antenna systems it may accommodate with reasonable insertion losses, the round trip losses have been evaluated by means of a modified version of the RAY-RFP code: they resulted typically 24 dB for an array of 4 identical conical horns ($\Phi=36$mm) and 28 dB for 7 horns ($\Phi=28$ mm). In the latter case two or three antennas could be available, for instance, for launching the extraordinary mode wave in order to gather information on the magnetic field profile.

4. THE FIR INTERFEROMETER-POLARIMETER

A 6-chord 119 $\mu$m (CH$_3$OH) FIR interferometer-polarimeter is being developed, which will use the CO$_2$ pumped twin-cavity scheme to produce a frequency shift $\Delta f \pm$1 MHz for heterodyne detection by Schottky diodes.

Although no more than 6 chords are allowed by the available viewing ports, the system will provide very useful information on the poloidal magnetic field profile. Indeed, two $\mu$&p model [7] RFP profiles, e.g. those shown in fig.3(a), which have the same value of $F$ and $\theta$ but different values of $\alpha$, $\theta_0$ and $\beta_0$, produce quite different Faraday rotation profiles, as shown in fig. 3(b). In other words the two profiles should be distinguished even by a 10% accurate estimate of the Faraday rotation angle, whereas nothing could be obtained from external magnetic field measurements only.

On the other hand the Faraday rotation measurement is easier in a RFP than in a tokamak because of the lower $B_\phi$ values, which induce much less ellipticity in the polarization of the beams [8]. In fig.4 Faraday rotation angles $\Psi$, expected for a typical RFP profile with $I=1$MA and $n_0=10^{20}$ m$^{-3}$, are compared with the ellipticity $\varepsilon$. It can be seen that the ratio
$|\varepsilon/\Psi|$ is $\leq 5 \cdot 10^{-4}$. Since $|\varepsilon/\Psi|$ scales as $\lambda^3 n_0 B^2$, even for the worst case which can be expected in RFX, i.e. $I=2$MA and $n_0=5 \cdot 10^{20}$ m$^{-3}$, the ratio $|\varepsilon/\Psi|$ is $\leq 10^{-2}$ and therefore only a negligible $10^{-4}$ change is induced [9] in the Faraday rotation angle.

The FIR system will anyway also provide accurate density measurement in the range $5 \cdot 10^{17} - 5 \cdot 10^{20}$ m$^{-3}$, which, together with the CO$_2$ interferometer and the reflectometer data, will allow to study the propagation of density fluctuations or localized perturbation (such as those produced by pellet injection) and to gain insight in the particle transport.

**Fig. 3** Two different $\mu$&p model magnetic field profiles (a) with the same value of $\Lambda$ and $\theta$ and the corresponding Faraday rotation profiles (b). Parabolic density and temperature (when $\beta\neq$0) profiles have been assumed. The triangles indicate the position of the FIR measuring chords.

**Fig. 4** Comparison between the Faraday rotation angle and ellipticity induced in the polarization of the 119 $\mu$m FIR beams by a 1MA RFX plasma with $I=1$MA and $n_0=10^{20}$ m$^{-3}$. The arrows indicate the position of the measuring chords.
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RFX is a new reversed field pinch experiment under construction at Padova, with typical plasma parameters \( I_\varphi = 1 \pm 2 \, \text{MA}, \quad T_e = 300 \pm 600 \, \text{eV}, \quad n_e = 0.5 \pm 1 \times 10^{20} \, \text{m}^{-3}, \quad t_e = 2 \pm 10 \, \text{ms} \) [1]. The internal wall will be entirely covered by graphite tiles, to protect the liner and avoid heavy impurities contamination. In this scenario, the main impurities will be carbon from the internal armour graphite tiles and desorbed oxygen. In the electron temperature and density range of RFX, the most populated ionization stages will be the He- and H-like ones. Fig.1 shows an example of the time evolution of carbon and oxygen ions, as obtained from a zero-dimensional model in which the electron temperature and plasma current time behaviour are also calculated [2]; this example corresponds to a flat-top temperature of 370eV, with \( 1/N = 2 \times 10^{-14} \, \text{Am} \). A metal contamination has also been considered. Fig.2 shows the time behaviour of nickel ions (nickel is the main component of the liner) with the same temperature and density evolution: in this case, the Ne-like NiXIX is the dominant ion. As for the He-like and H-like ions of light impurities, also NiXIX and the neighbouring ions emit essentially in the XUV range \( \lambda \lesssim 300 \, \text{Å} \), which is therefore the crucial range for RFX spectroscopic diagnostic.

The radial distribution of light impurity ions has been studied by means of a one-dimensional transport code, in which the ion diffusion equations are solved [3]. Fig.3 shows an example of carbon and oxygen distributions at two times; here the impurities are supposed to enter from the wall in the first 50 ms, and to spread with a diffusion coefficient 10 times the classical one. Parabolic temperature and density profiles are assumed. Also in these conditions, after the discharge setting-up (about 20-30msec) most of the impurities are in high charge ionization stages; ions with lower charge are present only in an external layer of about 5cm.

Following these considerations, two spectrographs cover the XUV region of the spectrum: the first one is a low resolution flat-field grazing incidence [FFGI] \( (\alpha = 71^0) \) [4] and has the main objective of providing for each discharge a survey of the impurity emission over the whole range 100+1100Å (see table I, where all the spectroscopic instruments are listed with the corresponding wavelength range). The second is a 2m extreme grazing incidence spectrograph [EGI] \( (\alpha = 89^0) \) [5] for high resolution spectroscopy in the range 10+340Å (with a 600g/mm grating), equipped with two MCP detectors, to cover simultaneously two wavelength ranges. The extreme grazing incidence spectrometer will be absolutely calibrated; in the range 10+114Å against an absolute photon counter at the K\( _\alpha \) lines of elements between Mg and Be, produced by a low-power X-rays source [6]. This calibration can be extended at longer wavelengths by the
branching ratio technique, using carbon, oxygen and helium lines [7,8]. In this way the EGI spectrometer yields absolute intensities of impurity resonance lines, from which ion populations may be calculated by a collisional-radiative model. A further aim is the determination of the electron temperature from line intensity ratio of resonance and intercombination lines of He-like ions [9]. The extreme grazing incidence spectrometer calibration may be transferred to the flat-field instrument in their overlapping range (100-700Å with a 300g/mm grating on the EGI); the flat-field spectrometer calibration may be extended at higher wavelengths by branching ratio, using helium and hydrogen line pairs.

A spectroscopic diagnostic at longer wavelength is also important, not only to cover the remaining emission spectrum, but also to study line profiles. In RFX the whole spectral region between 1200 and 8000Å will be observed with one high resolution spectrometer, a vacuum Czerny-Turner (focal length 1.3m and f-number 12) [VCT], with one detector, consisting in a MCP intensifier coupled to a photodiode array (PDA). The photocathode will be for one half (semi-circle) a CsTe type and for one half a trialkali (S-20) type; thewindow is a plano-plano MgF2 plate. The phosphor is P11, to allow a high time resolution. Indeed the PDA is characterized by a very fast read-out time (0.25ms for 1025 pixels), with time sequencing and data acquisition accomplished by standard Camac modules. This fast read-out time is necessary to study the impurity time behaviour in RFX: in fact, as shown in fig.1, the characteristic times of the ionization evolution are less than the minimum integration time of a standard PDA (16ms). The VCT spectrometer will be absolutely calibrated by a MgF2 windowed deuterium lamp in the range 1200-3700Å, and by a tungsten lamp at longer wavelengths. By these three absolutely calibrated spectrometers (FFGI, EGI, VCT) the electron temperature from line intensity ratio for ions from He-like to B-like may be measured (table II). The ion temperature may also be obtained from Doppler broadening for ions between He-like to B-like using the VCT spectrometer. In particular, this will allow the study, in terms of temperature and radiation, of the edge region of the plasma, where the lower charged ions are localized.

In the UV-visible range plasma emission will be measured along 9 chords, to obtain a spatial resolution of emitted lines and continuum emission: this allows the study of the impurity diffusion in the plasma and the experimental evaluation of the plasma effective charge profile. For each chord, the light is collected by a telescope and transferred by a fused silica 600µm core optical fiber 18m long to a Czerny-Turner monochromator (focal length=0.65m, f-number=5) [CT], where, after dispersion, is detected by a photomultiplier. This instrument is optically designed to avoid cross-talk of the different fibers if they are vertically placed on the entrance slit at an axis-to-axis distance of 1.5mm between adjacent fibers. At the same time, for each chord another fiber carries the light to a changeable interference filter (10Å bandwidth) [IF], to measure continuum radiation (with the possibility to verify simultaneously with the spectrometer that the spectral interval is line-free) and to monitor the emission of pre-selected lines. The CT instrument may be used also as a spectograph with a photodiode array as detector on a single chord; in this configuration, in order to reduce the scattered light and measure weak lines, the instrument has an optional filter stage (double pre-dispersing monochromator with spherical gratings in subtractive configuration). This system works in the range 2500-8000Å, where the emission is essentially due to low charge ions, localized (after the setting-up) in the external plasma region: this permits the study of the edge region and of plasma-wall interactions.

TABLE II: couples of lines for electron temperature measurements

<table>
<thead>
<tr>
<th>ION</th>
<th>λ(Å)</th>
<th>Spectrometer</th>
</tr>
</thead>
<tbody>
<tr>
<td>OVII</td>
<td>21.8</td>
<td>EGI</td>
</tr>
<tr>
<td>CV</td>
<td>40.73</td>
<td>EGI</td>
</tr>
<tr>
<td>OVI</td>
<td>150.1</td>
<td>EGI, FFGI</td>
</tr>
<tr>
<td>CIV</td>
<td>312.4</td>
<td>EGI, VCT</td>
</tr>
<tr>
<td>OV</td>
<td>172.2</td>
<td>EGI</td>
</tr>
<tr>
<td>CIII</td>
<td>386.2</td>
<td>EGI, FFGI</td>
</tr>
<tr>
<td>OIV</td>
<td>238.5</td>
<td>EGI, FFGI</td>
</tr>
<tr>
<td>CII</td>
<td>687.3</td>
<td>EGI, VCT</td>
</tr>
</tbody>
</table>

Fig. 1: Time evolution of oxygen and carbon ion populations
Fig. 2: Time evolution of normalized nickel ion populations

Fig. 3: Radial distributions of carbon and oxygen ion populations
COLLECTIVE SCATTERING OF ELECTROMAGNETIC WAVES IN THE PRESENCE OF SUPRATHERMAL ELECTRONS
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Introduction

The availability in the near future of high power (P > 200 kW), high frequency (f > 100 GHz) gyrotrons, besides heating and current drive experiments in new operational regimes (e.g. at high plasma densities), will allow measurements of spectra of electromagnetic (EM) waves scattered on collective plasma density fluctuations, in conditions where very severe requirements on the observation geometry would be imposed if laser sources were to be used. Collective Thomson scattering (CTS) allows to investigate the plasma response to those additional heating methods which release most of the input power to the electron population (ECRH/1, LHH in the electron regime/2), possibly creating non equilibrium electron distributions.

Here we present a preliminary investigation of the effects of suprathermal electrons on the CTS spectrum. Pines and Bohm/3/ and Perkins and Salpeter/4/ have pointed out that, in an unmagnetized plasma, the presence of high energy electrons leads to the excitation of oscillations at the plasma resonance above the thermal level. We have studied the spectrum of density fluctuations of a non thermal, magnetized plasma, focussing the attention to the high frequency resonant electron feature for k λ De < 1. The high frequency spectrum of the scattered radiation is analyzed within the classical approximation for the collisionless wave damping; the effects of a relativistic treatment, of the Coulomb collisions and of anisotropic distribution functions are also briefly discussed.

Suprathermal effects in a collisionless magnetized plasma

It is well known /5/ that, given an incident wave with frequency ω and wavevector k₁, the power scattered from the electrons in the frequency range dω and in the solid angle dΩ is proportional to the spectral density function S(k - k₁, ω - ω₁) defined in terms of the power spectrum of the density fluctuations:

\[ S(k, ω) = \lim_{\Gamma \to 0} \frac{2\Gamma}{V} \left\langle \frac{|n_e(k, ω)|^2}{n_s} \right\rangle \]

where k and ω are the wavevector and the frequency of the scattered radiation, V is the scattering volume, the angular brackets denote the
ensemble average on the initial particle positions and the measurement is performed in a time $T \sim 1/\Gamma$.

In the frequency interval $\omega > \omega_{pe}, \omega_{ce}$ (the electron plasma and cyclotron frequencies, respectively) ion motion can be neglected and the spectral function (1) takes the form/6,7/:

$$S(k, \omega) \simeq -\frac{2}{\ell^2 \omega} \text{Im}(1/\varepsilon_L) \cdot T_{f1}/T_0,$$

where $\ell = 1/k \lambda_{De}$ is the Salpeter parameter, $\varepsilon_L$ is the dielectric permittivity for longitudinal waves and $T_0$ is the plasma temperature; $T_{f1}$ will be defined and discussed later.

Around the plasma resonance $\omega \approx \omega_p(k)$, where $\text{Re} \varepsilon_L(\omega) = 0$, we have

$$\text{Im}(1/\varepsilon_L) \simeq \frac{\pi}{\varepsilon_{Ro}^L} \frac{J_0^2(\omega, k)}{\gamma},$$

with $J_0(\omega, k) = \frac{1}{\pi} \frac{1}{(\omega - \omega_0)^2 + \kappa^2}, \quad \gamma = -\frac{\text{Im}(\varepsilon_L)}{\varepsilon_{Ro}^L}, \quad \varepsilon_{Ro}^L \equiv \frac{\partial \text{Re} \varepsilon_L}{\partial \omega_0}.$

Furthermore, in a thermal plasma $T_{f1} = T_0$, Eqs. (2) and (3) show that for an equilibrium plasma the scattered spectrum is peaked around the upper hybrid frequency $\omega_p \approx \omega_{uh}$, the line shape being a Lorentzian whose width at half height is the collisionless damping coefficient $\Gamma$.

For an arbitrary electron distribution function $f(v)$ (normalized to unity), the "fluctuation temperature" $T_{f1}$ can be defined as follows:

$$T_{f1} \equiv \frac{\int \frac{\ell}{m_e} \eta(\omega, k, v) f_e(v)}{\int \frac{\ell}{m_e} \eta(\omega, k, v) f_e(v)},$$

where $\eta(\omega, k, v) \propto \sum_i \delta(\omega - k u_i v - 1 \omega_{Be}) f_i(b_e)^2$ is the emissivity for longitudinal waves, $b_e = k v_1/\omega_{Be}, \quad \omega_{Be} > 0$ and

$$\ell^2 \equiv \frac{\kappa u_i}{\omega_1} \left[ \frac{1}{u_i} \frac{\partial}{\partial u_i} - \frac{1}{u_l} \frac{\partial}{\partial u_l} \right] + \frac{1}{u_1} \frac{\partial}{\partial u_1}.$$

In order to study the spectral density function in the presence of suprathermals, we model the electron distribution function with the sum of two Maxwellians:

$$f_e(v) = (1 - \varepsilon) g_o(v^2) + \varepsilon g_1(v^2)$$

where $g_0(v^2) = \frac{1}{\pi^{3/2} v_{Ta}^{3/2}} \exp(-v^2/v_{Ta}^2), \quad v_{Ta} = (2T_a/m_e)^{1/2}$ and $a = 0.1$ for thermal and non thermal electrons, respectively; furthermore we consider $\varepsilon = n_1/n_o$ and $\Delta^{-1} = T_o/T_1$ as small parameters.
To simplify the analysis we assume that $\omega_B^2 / \omega_{Be} \sim 1$, as it is the case in most practical situations, so that only the $l = 1$ term contributes in eq.(5) and in the computation of the collisionless damping; in other words we restrict ourselves to the frequency range: $\omega_B \sim \omega_U \ll 2 \omega_{Be}$. From the standard linear theory the damping coefficient turns to be exponentially small, provided $k_\parallel$ is not too large, and we can replace in eq.(3) $\lim_{\gamma \to 0} \text{Im}(\omega, k) = \delta [\omega - \omega_0(k)]$ and obtain

$$\text{Im}(1/ \epsilon_\omega) \approx -\frac{\pi \omega_{pe}^2}{2 \omega_0} \delta(\omega - \omega_0),$$

which doesn't depend on the presence of suprathermal electrons. Observing that for a thermal plasma the spectral density function is $\gamma/5$:

$$\gamma(\omega, k) = \frac{1}{2} \frac{\omega_{pe}^2}{\omega_0^2} \delta(\omega - \omega_0),$$

we can rewrite eq.(2) in the form

$$S(k, \omega) = S_{th}(k, \omega) \cdot \frac{T_{fl}}{T_o} \bigg|_{\omega = \omega_0},$$

where the effect of the energetic electrons is all included in the factor $T_{fl}/T_o$. Using eqs.(4 + 7), in the non relativistic limit we then obtain:

$$\frac{T_{fl}}{T_o} \approx \frac{(1 - \epsilon) e^{-z_2^2} e^{-\beta} I_4(\beta) + \frac{\epsilon}{\lambda^2} e^{-2z^2} e^{-\beta \lambda} I_4(\beta \lambda)}{(1 - \epsilon) e^{-z_2^2} e^{-\beta} I_4(\beta) + \frac{\epsilon}{\lambda^2} e^{-2z^2} e^{-\beta \lambda} I_4(\beta \lambda)},$$

where $\beta = \frac{\omega^2}{k_\parallel^2} \frac{1}{\omega_{pe}^2} \omega_{Be}^2$, $z = (\omega - \omega)/k_\parallel T_o$, and $I$ is the Bessel function of imaginary argument. For not too small $k_\parallel$ values the suprathermal contributions are negligible and $T_{fl}/T_o \approx 1$. When $k_\parallel \to 0$, due to the factor $\Lambda \gg 1$ in the exponents, the thermal contributions become exponentially small while the suprathermal terms remain finite; in this case we obtain:

$$T_{fl}/T_o \approx \Lambda = T_1/T_o,$$

so that we have the significant result that the enhancement of the CTS signal over the thermal level turns to be directly proportional to the average energy of the suprathermals and independent of their fraction. Only the width of the $k_\parallel$ interval around $k_\parallel = 0$ where this enhancement manifests itself does depend on $\epsilon$, approaching zero for $\epsilon \to 0$.

**Limits of the model**

We have considered three possible effects which could modify the picture outlined in the previous section:

a) relativistic treatment of wave-particle interaction; if in eq.(5) the argument of the $\delta$ -function is replaced with the relativistic expression $\gamma = \sqrt{1 - u^2} = \gamma_0 (1 + u^2)^{1/2}$, where $u = p/mc$, $\gamma = (1 + u^2)^{1/2}$, $Y = \omega_{Be}/\omega$,
N_{\parallel} = c k_{\parallel} / \omega$, the damping coefficient $\Gamma \neq 0$ only if $N_{\parallel} > N_{cr} = (1 - \gamma^2)^{1/2}$, being $\gamma < 1$ since $\omega_{\parallel} > \omega_{Be}$; for $N_{\parallel} > N_{cr}$ the resonant electrons are mainly located in the suprathermal range of energies in the plane $u_{\parallel}, u_{\perp}$ so that again a relation similar to eq.(5) is expected to hold.

b) Coulomb collisions; as we have seen when $k_{\parallel} \rightarrow 0$ both in the classical and in the relativistic treatments (if $\gamma < 1$) $\Gamma \rightarrow 0$ and the collisional spreading of the resonant line should be considered; in the $k_{\parallel}$ range where eq.(10) holds, the classical theory shows that for $\epsilon \geq 10^{-3}$ no appreciable change in the general picture is introduced by a "global" collisional frequency $\nu_c / \omega_{Be} \lesssim 10^{-5}$.

c) anisotropic distribution function; a relevant question concerns the sensitivity of the result (10) to the anisotropy of the suprathermal distribution; for example, assuming a two temperature Maxwellian it is easily shown that, in the non relativistic approximation, eq.(10) becomes:

$$\frac{T_{f1}}{T_0} = \frac{T_\perp}{T_0} \frac{3R}{R+2} \frac{1}{1 - \gamma(1-R)}$$

(11)

where $R = T_{\parallel} / T_\perp$ and $3T_\perp / 2 = T_{\parallel} / 2 + T_\perp$; eq.(11) shows that for $0.25 < R < 4$ no appreciable changes in $T_{f1}/T_0$ are introduced due to the anisotropy.

Conclusions

We have analyzed the high frequency CTS spectra relevant to a magnetized plasma in the presence of a small suprathermal electron population, which can simulate the effect of an external electron heating. When the scattering plane is almost perpendicular to the magnetic field, the electron feature at the upper hybrid resonance is very sensitive to the presence of energetic electrons in the scattering volume, the scattered power in the resonant line being enhanced by the ratio between the average suprathermal energy and the bulk temperature, independently of the fraction of suprathermal electrons. This peculiarity allows one to obtain useful informations on the spatial distribution of the energy of the suprathermals and, if combined with ECE measurements, on their density distribution.
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1. INTRODUCTION The SPEX Gismo VUV spectrometer installed on JET has
appeared to be appropriate to study the impurities radiation during
X-point operation (1). Preliminary results have been obtained with 2 of
the 3 spectrometers. They concern mainly the light impurities emission,
C III, O VI in the vicinity of the X-point during the transition from L to
H mode. The results are reported for both single X and double X
discharges and future prospects are assessed.

2. INSTRUMENTATION As described in more detail in ref. (1) the
diagnostic is made up of 3 spectrometers, 2 viewing in the horizontal
direction, one viewing vertically. Each of them scans the plasma by means
of a rotating mirror providing typically one angular profile in 10 msec
every 100 msec. Furthermore, each mirror can be stopped at any
predetermined position so as to obtain time evolution along fixed chords.
The light is diffracted by a grazing incidence grating, and 3 wavelength
can be monitored simultaneously. The 2 UV detectors cover the wavelength
range from 100 A to 2500 A. The auxiliary slit of the spectrometers
defines a spatial resolution of a few cm in the X-point region.

A poloidal cross-section of the JET machine and the port of the
diagnostic can be seen in Fig. 1, together with the mirrors of the
horizontal spectrometers. The spectrometers are referred as UH (upper
horizontal), LH (lower horizontal) and scan respectively the lower and
upper halves of the plasma.

The plot of the poloidal magnetic surfaces for a typical single
X-point discharge shows that the X-point corresponds to a mirror angle
between 12 and 14°.

3. RESULTS Figure 2 shows the time evolution of the C III line
integrated signal observed by UH and LH at an angle of 14°. The formation
of the X-point give rise to a strong signal at the top of the plasma while
the corresponding signal at the bottom decreases. This is consistent with
the bolometer data.
The H-mode transition causes a sudden fall in the carbon signal for both UH and LH.

Figure 3 is an example of fast fluctuation commonly observed on O VI signal, along the line-of-sight between 10° and 14°, after the injection of neutral beam. As they are correlated with the spikes observed on Da and poloidal coils, they are considered to be due to ELM instabilities [2]. The sudden drop in the frequency at the L-H transition precedes the termination of the ELMs, as observed previously [3].

Figure 4(a) shows a typical example of the angular profile evolution of O VI emission in single null discharges. The X-point establishment phase shows clearly a rise in the emission at 14°. The resulting profile is quite consistent with what is commonly observed by bolometry [4]. The start of NBI can cause ELM fluctuations to occur for a short time, changing the profile in an artificial way, the period of the fluctuations being smaller than the scanning time.

The profile eventually stabilises to the one shown in dotted line in Fig. 4(b) which is quite similar to those before NBI. The L-H transition (as seen by the drop in D<sub>a</sub>) shows a shrinking of the profile, with the appearance of a new peak apparently located on the inner side of the X-point which last until the end of the H-mode. Without the vertical line it is not possible to know the direction in which the maximum of radiation has moved.

Figure 4(a) has to be compared with Fig. 5 (L mode case) where the neutral beam injection causes a sudden burst of O VI radiation. (The small bumps observed are due to ELM fluctuations and are not spatial variations for the reasons given above.)

Figure 6 shows the time behaviour of O VI emission profile in double null H-mode discharge for the upper and lower spectrometers. It should be noted that the profiles are narrower than in the single null case. The H-mode causes a slight decrease in both the upper and lower signals.

4. CONCLUSION AND FUTURE PLANS A preliminary study of the impurities radiation from the X-point region during H-mode discharges has been undertaken. Further investigations, carried out in 1989 will require the implementation of the vertical line, to localise more accurately the bright region near the X-point, as well as an absolute calibration of the detector so as to give an estimate of the radiated power.
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Fig. 1: JET vacuum vessel octant 6 showing 2 rotating mirrors of the horizontal spectrometers. Also shown are several lines-of-sight for various angles of the lower mirror together with a typical poloidal flux plot in upper single X-point discharge.

Fig. 2: Time evolution of C III line integrated intensity (\(\lambda=977\) \(\text{Å}\)) together with bolometer and D\(_{\alpha}\) signals in upper single null H-mode. The chords of the bolometers correspond roughly to those of the spectrometers. (NBI at 54 sec)

Fig. 3: Edge fluctuations on O VI signal (\(\lambda=1032\) \(\text{Å}\)) during an L-H transition, in upper single null discharge. Signal viewed by IH with \(\theta=12^\circ\).
Fig. 4: a) time evolution of the angular profile of O VI line integrated intensity (λ=1032 Å) seen by LH. H-mode in upper single X-point. \( I_p = 3 \text{ MA}, B_T = 2.2 \text{T}, NBI \text{ power} = 12 \text{ MW}, \) NBI starts at 54.5 sec.

b) detail of the L-H transition.

Fig. 5: Same parameters as fig. 4 for an L-mode in upper single X-point. \( I_p = 3 \text{ MA}, B_T = 2.2 \text{T}, NBI \text{ power} = 8 \text{ MW}, \) NBI starts at 52 sec.

Fig. 6: Time evolution of O VI intensity profile in double X-point H-mode. NBI power = 6 MW, NBI starts at 46 sec.

a) LH   b) UH.
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1. INTRODUCTION
A diagnostic system to measure the velocity and spatial distributions of fast ions in JET is being designed, based on collective scattering of microwaves from a high power (up to 1 MW), modulated, long pulse (up to CW) gyrotron. Several of the simplifying assumptions usually made for scattering in the visible or infrared will not be valid. Following a brief description of the diagnostic, we discuss aspects of the relevant physics and present some results of detailed calculations.

2. THE DIAGNOSTIC SYSTEM
For incident radiation with frequency $\omega_1$ and wave vector $k_1$, the scattered radiation with $\omega_s$ and $k_s$ at an angle $\theta$ to $k_1$ is due to density fluctuations with $\omega = \omega_s - \omega_1$ and $k = k_s - k_1$. If $\alpha \equiv 1/|k| \lambda_p < 1$, the shielding electrons moving with each ion scatter collectively and the scattered spectrum contains features dependent on the ion velocity distributions. The spectral function $S$ is the sum of contributions from all particle species, including contributions from the various thermal plasma ions, from DT reaction product alpha particles slowing down from their birth energy of 3.5 MeV and from fast ion populations created by neutral beam injection or RF heating. The ion velocities along $k$ are mapped on to the frequency shift of the scattered radiation: $\Delta \nu_s = k \cdot v_i / 2\pi$.

The gyrotron frequency is selected to minimize noise due to electron cyclotron emission while ensuring access to the plasma centre. There is a minimum in the ECE spectrum between $v_{ce}$ and $2v_{ce}$, near 140 GHz at $B = 3.4$ T. At this frequency the plasma is accessible for '0' mode radiation up to the cut-off density of $2.4 \times 10^{19}$ m$^{-3}$.

To measure the expected alpha particle contribution to the scattered spectrum under JET conditions we need $\alpha \lesssim 2$. For JET plasmas this requires $\theta \lesssim 60^\circ$. If $\theta$ is reduced the signal-to-noise ratio improves but the spatial resolution deteriorates: the optimum will probably be in the range $20^\circ \lesssim \theta \lesssim 40^\circ$. To simplify interpretation the angle $\phi$ between $k$ and $B$ will normally be restricted to $\phi < 80^\circ$, to avoid severe magnetic field effects.

Modulated radiation from the gyrotron is injected via a steerable mirror. Scattered radiation is collected in the similar, steerable antenna pattern of the receiver. The antennas will be located symmetrically about the horizontal midplane of the torus (for details see Costley et al., JET-R(88)08, 1988).

3. EFFECTS OF REFRACTION
The refractive index of the plasma, $\mu$, is given by the Appleton-Hartree formula. In the proposed system the injected beam will be '0' mode and the scattered '0' mode will be detected. Refraction can be substantial: typically, $0.7 < \mu('0') < 1$ in JET.
The refractive index has an important direct effect on the scattered spectrum, because
\[ k = k_0 - k = \frac{\omega I}{c} u I - c^2 u S k_0. \]
so the frequency shift corresponding to a given ion velocity depends on \( u I \) and \( u S \).

Refraction also modifies the paths of the incident and scattered beams. We have used a modified TDRAY code (Kritz et al, PPPL-1980, 1983) as follows: (a) for given position and orientation of the injector, follow the central ray into the plasma and find the point P of intersection with a specified plane (eg. the horizontal mid-plane). (b) for given position of the receiver, find by iteration the orientation which brings the central ray of its antenna pattern to P. (c) find \( k_I, k_S, B, n_e, T_e \) at P, remembering that the ray direction is not in general the same as \( k \).

The diagnostic will use focused, near-Gaussian beams with \( \omega_0 \sim 3 \text{ cm} \). We have devised an approximate method of calculating the behaviour of simple Gaussian beams based on the fact that the hyperboloid which defines the beam may be generated from a set of straight lines. We take several generators spaced around the axis of each beam and follow them through the plasma. Figure 1 shows the intersections with three horizontal planes. The generators do not accurately represent the direction of propagation, but the patterns they create are well centred on the axes of the beams and indicate the shape of the scattering volume.

Effects of density fluctuations on the patterns are being studied.

4. THE SCATTERING CROSS-SECTION

It will be shown elsewhere that for similar incident and scattered antenna patterns with Gaussian radius \( w \), the scattered power detectable by a heterodyne receiver in a resolving bandwidth \( \Delta v \) Hz is

\[ P_S = P_\perp n_e \Delta v r_0^2 \lambda^2 S(k_0) G/(\pi r_0^2 \sin \theta_0) \]  

(1)

where G is a function of the incident and scattered polarization vectors, the dielectric tensors and the scattering geometry, and \( r_0 = 7.94 \times 10^{-10} \text{ m} \). 'O' to 'X' scattering can be strong just above the upper hybrid frequency but is unlikely to affect the detection of 'O' to 'O' scattering.

5. SIGNAL-TO-NOISE RATIO

The noise power received by a heterodyne detector in bandwidth \( \Delta v \) Hz may be characterised by an effective temperature \( T_N(\text{eV}) \):

\[ P_N = 1.6 \times 10^{-19} T_N \Delta v W \]  

(2)

For JET plasmas a typical value for \( T_N \) at 140 GHz is about 500 eV.

This is expected to be the main source of statistical noise.

Although the gyrotron beam path never takes it near a zone where it approaches the rest mass cyclotron resonance, in hot JET plasmas there is still some significant cyclotron absorption. The absorbed power will cause increased electron cyclotron emission; as this extra emission is in phase with the modulated gyrotron power it will not be distinguishable from the scattered signal. The cyclotron resonance condition for the second harmonic (the significant resonance in this case) is

\[ k - k_0 \beta || - 2k_{rot} (1-\beta^2)^{1/2} = 0 \]

where \( k \) is the free space wavenumber of the gyrotron radiation, \( k_0 \) is its component parallel to the magnetic field, \( k_{rot} \) the wavenumber associated with the rest mass cyclotron frequency, \( \beta \) the velocity of the resonant electrons normalized to \( c \) and \( \beta || \) its component parallel to the magnetic field. This condition determines the surface in velocity space on which the gyrotron power is absorbed (see Figure 2). The same equation with slightly different parameters stipulates the condition for cyclotron emission to be detected by a receiver channel. The differences arise because the receiver is tuned to a frequency different
from the gyrotron and its antenna points in a different direction which produces a different Doppler shift. For these resonance curves see the figure. At the intersection of the two curves are those few electrons which both absorb gyrotron power and emit power which can be detected by the receiver. Calculations suggest that the extra modulated power received as a result of this process is negligible.

With phase sensitive detection and an integrating time \( \tau \), the final signal-to-noise ratio of the system is

\[
\frac{s}{n} = \frac{(P_S/\bar{P}_N)(1 + \tau \Delta f)/(1 + P_S/\bar{P}_N)}{(P_S/\bar{P}_N)(\tau \Delta f)} \quad (3)
\]

for \( P_S/\bar{P}_N \ll 1 \) and \( \tau \Delta f \gg 1 \). Then from (1), (2) and (3) with \( \nu_S = 140 \) GHz

\[
\frac{s}{n} = 3.4 \times 10^{14} \frac{n_e/10^{19} \text{m}^{-3}}{(P_{inc}/300 \text{kW})(\tau/200 \text{ms})^{1/2} (\Delta f/100 \text{MHz})^{1/2}} \quad (4)
\]

6. CALCULATIONS FOR TYPICAL JET PLASMAS

In the pre-DT phase fast ions will be created by ion cyclotron heating of minority ions with RF power, and also by neutron beam injection. ICRF Heating. We have assumed that ICRH on \( ^{3} \text{He} \) minority ions in a deuterium plasma (+ 10% hydrogen) absorbs half the 25 MW of available RF power and creates anisotropic Maxwellian minority velocity distributions with \( T_{\perp} \) and \( T_{\parallel} \) perpendicular and parallel to \( B \). It is assumed that \( \theta = 20^\circ \) and \( \phi = 60^\circ \), with \( B = 3.4 \) T. The effective minority temperature is taken to be \( T_{min} = T_{\perp} \sin^2 \phi + T_{\parallel} \cos^2 \phi \).

The plasma conditions assumed for Figures 3(a) and (b) are:

<table>
<thead>
<tr>
<th>( n_e/10^{19} \text{m}^{-3} )</th>
<th>( T_e(\text{keV}) )</th>
<th>( T_{\perp}(\text{keV}) )</th>
<th>( T_{\parallel}(\text{keV}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>2</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>b</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Best-fit MaxWellians for the wings have been added, together with the spectra with no RF heating (all ions at \( T_{\perp} \)). The Maxwellian half-intensity widths are within 5% of the expected values after allowing for the refractive index effects. Signal-to-noise ratios are given for the channel widths shown (1/5 of half intensity half width). Satisfactory measurements of \( T_{min} \) should be possible.

Neutral Beam Injection. In Figure 3(c) it is assumed that a beam of 140 keV deuterons is injected into a deuterium (+ 10% hydrogen) plasma. The fast particles slow down classically with an isotropic distribution function \( f(v) \propto 1/(v^2 + v^3) \) where \( v_c \sim 0.1 v_\text{e(thermal)} \). The calculated scattered spectrum is shown for \( \theta = 20^\circ \), \( \phi = 0^\circ \), with \( n_e = 2 \times 10^{19} \text{m}^{-3} \), \( T_e = 10 \text{ keV} \), \( T_{\perp} = 30 \text{ keV} \), \( n_{fast} = 2 \times 10^{18} \text{m}^{-3} \). The background curve is calculated with all deuterons at \( T_{\perp} \). It is clear that it will not be possible to deduce reliable information about the fast deuterons.

The feasibility of measuring the alpha particle distribution in the DT phase of JET has already been discussed (Costley et al., 1984). More detailed calculations allowing for refractive effects confirm that it should be possible to measure velocity distributions of the expected alpha populations in the energy range 0.5 to 3.5 MeV. A calculated scattering spectrum is shown in Figure 3(d), with predicted signal-to-noise ratios.

7. CONCLUSION

The diagnostic should provide valuable information about the velocity distributions of alpha particles and fast RF-heated minority ions in JET.
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SPUTTERING MEASUREMENTS ON JET USING A MULTICHANNEL VISIBLE SPECTROMETER
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1. INTRODUCTION

A multichannel visible spectrometer has been used on JET to simultaneously observe the emission from D, H, He, C and O atoms and ions in the proximity of a belt limiter. The absolute intensity of the line emission, along with a Langmuir probe measurement of the edge electron temperature and an atomic physics model, allows us to calculate the influxes of these species.

Under steady-state conditions the influxes of D and He are the same as the effluxes, so the ratio of impurity to fuel fluxes, e.g. carbon to deuterium, is the apparent sputtering yield of deuterium on carbon in the tokamak environment.

The measured flux ratio $I_C/I_D$ is also indicative of the central carbon impurity concentration in JET, because the limiters are the main source of impurities. For similar particle transport, $I_C/I_D = n_C(n_D(o)/n_D(o)$, so for a 10% flux ratio, $n_C/n_D = 6.6\%, \text{Z}_{\text{eff}} = 3$.

2. INSTRUMENTATION

Visible light, emitted by atoms and ions in front of the JET belt limiter is collected by a telescope and focused onto one end of a 1mm dia quartz optic fibre. Aperture matching optics focus the other end of the optic fibre onto the entrance slit of a 1-m Czerny-Turner monochromator that has been modified to accept an intensified linear diode array on its focal plane.

The active area of the detector is 25mm, covering approximately 20nm for a typical reciprocal linear dispersion of 0.8nm/mm. The spectrometer is equipped with a 600 l/mm ruled grating of blaze wavelength 1.25μm. Spectral lines of D, O II and C IV are seen in the third order of diffraction, and D, He I and C II in the second order of diffraction, when the spectrometer is set to a wavelength of 1.2μm (fig.1).

3. DATA INTERPRETATION

We use the standard interpretation [1-3], where the observed line intensities are proportional to the influxes of the observed ions:
Particle Influx, $T = 4\pi \left( \frac{S}{\lambda B} \right) I$

where $I$ is the measured intensity of a line of excitation rate $X$ and branching ratio $B$, and $S$ is the ionisation rate for that ion (atom).

It is important to note that the ratio $S/XB$ is essentially density independent for JET electron edge densities, and varies approximately linearly with electron temperature for most low $Z$ impurity lines [4]. (For $D_2$, this ratio is essentially constant for $20 < T_e < 1000$ eV and $n_e < 5 \times 10^{18}$ m$^{-3}$).

4. RESULTS

The carbon influx has been measured in JET deuterium and helium discharges, over a range of electron density, plasma current and additional heating power.

Figure 2 shows the carbon flux as a function of line-average electron density for two sets of consecutive 3 MA discharges, one in helium and the other deuterium. The flux is constant or slowly falling with density, and is higher in helium discharges. This is in contrast to the deuterium and helium fluxes, which increase with density squared and linearly with density, respectively [4].

The apparent sputtering yield ($T_\varphi/T_D, He$) is shown in fig.3. For He plasmas this has a minimum of $-7\% (T_\varphi(a)' \sim 20$ eV) and for D plasmas, $-4.5\% (T_\varphi(a) - 30$ eV). These low values are close to those expected from physical sputtering, including self-sputtering, of room temperature graphite [5]. At surface temperatures above 1000°C, radiation-enhanced sublimation should become important and may dramatically increase the sputtering yield [6]. The carbon self-sputtering yield also increases above 1000°C. Figure 3 shows that at low density and high edge electron temperature the sputtering yield is over 50% in the helium discharges, and nearly 20% for the deuterium, though higher values have been observed in other lower density deuterium plasmas. However, observation of the belt limiters with a CCD camera [7] showed that in the D plasmas the limiter temperature was less than 1000°C, and in the helium plasmas there were some 'hot-spots' with a maximum temperature of 700-750°C.

Figure 4 shows $Z_{eff}$ plotted against the measured flux ratio for the previous deuterium data. The dashed curve assumes $T_\varphi/T_D = n_p(o)/n_p(o)$. The general agreement is very good, suggesting that the main impurity is carbon, and that the transport of deuterium and carbon is similar.

Figure 5 shows the carbon flux plotted against the total input power to the plasma, for several plasma currents and additional heating powers. The data at different plasma currents are for similar shaped plasmas (though the 5 MA discharges were only 3 cm from the inner wall) that were nominally 'balanced' on the upper and lower belt limiters. The toroidal fields were different such that $q-9$ for $I_D = 2$ MA, $q-5$ for $I_D = 3$-4 MA and $q-3.5$ for $I_D = 5$ MA. Most of the additional heating was ICRH, but data points for up to 8 MW of NBI are included. The radiated power fraction was approximately constant at 0.4 ($\pm 0.1$).
Figure 5 clearly shows that the carbon influx is proportional to the total input power, and although the gradient is different for different plasma currents, it is within the error bars of the absolute measurements and the uncertainty with which the top-bottom belt limiters were 'equally' loaded.

In contrast the deuterium flux is independent of the additional heating, being approximately proportional to the line-average electron density squared.

5. SUMMARY

Simultaneous measurement of C, He, D lines emitted in front of the JET belt limiter allows an evaluation of the particle fluxes, and of the carbon sputtering yield.

At high electron density the sputtering yield is -4% for D on carbon and -7% for He on carbon, in agreement with physical sputtering calculations. At low electron density the sputtering yields can be very high (>50%), consistent with very high Zeff values (>5), and this cannot be explained by sputtering calculations for the measured limiter temperatures of <800°C.

Such large experimental sputtering yields suggest that the carbon self-sputtering yield is higher than reported in ion-beam experiments [5], perhaps because of non-normal angle of incidence.

The carbon influx from the limiter seems to depend only on the input power to the plasma, whether it be ohmic, ICRF or NBI, at a measured rate of \(-6 \times 10^{20}\) atoms/s/MW. Consequently, the 'cleanest' plasmas are obtained at high electron densities when the deuterium (or helium) influxes are largest. Conversely, operation in D at low density, and with He conditioning (in order to reduce the recycling and the deuterium influx) will produce carbon dominated plasmas.

6. REFERENCES

Fig. 1 Survey spectrum from the limiter viewing OMA spectrometer, showing lines of D, He, O and C.

Fig. 2 The variation of carbon influx with line-average density in ohmic 3 MA He and D discharges.

Fig. 3 The variation of carbon sputtering yield with line-average density in ohmic 3 MA He and D plasmas.

Fig. 4 $Z_{\text{eff}}$ (bremsstrahlung) vs carbon sputtering yield. The dashed line assumes i) $T_e/T_D = n_e(0)/n_D(0)$ and ii) carbon is the only impurity.

Fig. 5 The variation of carbon influx with total input power for several plasma currents. The radiated power fraction is approximately constant.
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INTRODUCTION

A reflectometric system has been developed to measure density profiles and density fluctuations on the ASDEX tokamak, using O-mode operation /1/. The system has been constructed and installed. The first results have been obtained with the three frequency bands. Here we present a description of the experimental system and we report on the obtention of preliminary density profiles.

REFLECTOMETRIC SYSTEM

The reflectometric system consists in three reflectometers, in the ranges 18-26.5 GHz, 26.5-40 GHz and 40-60 GHz (respectively standard K, Ka and U bands), so electron densities from 0.4 to 4.5x10^{13} cm^{-3} can be measured. A probing wave is launched into the plasma and is reflected at the cutoff layer \( \chi_c \), where the wave frequency equals the local plasma frequency; \( \chi_c \) is determined from the phase change the wave undergoes after propagation and reflection in the plasma. Each reflectometer has two measuring channels corresponding to antennas in inner and outer positions, placed in the equatorial plane, in the same poloidal cross section of the machine. The system has been constructed and implemented on ASDEX /2/; presently only the outer channels are installed.

The reflectometers for the K and Ka bands use YIG oscillators; special drivers have been developed and fast frequency sweeping operation (2ms) has been achieved. Work is under progress in order to decrease the sweeping time to 500 \( \mu \)s. A BWO is used for the U band, that can be operated from 100 \( \mu \)s. The reflectometers are of one type antenna and uses focused hog-horn antennas (beam width: 20°, 10° and 5°). Raytracing calculations, taking into account the topology of the refractive index surfaces of the ASDEX plasma, show that the width of the incident beams that is reflected back to the antennas is of the order of 1° /3/. The signals reflected from the plasma are probed through directional couplers that are placed inside the machine, in order to avoid contributions of the incident signals, coming from reflections at the microwave windows. The reference signals are obtained from pins placed at the end of the antennas feeding waveguides. The transmission line for the U-band includes oversized waveguides so losses can be minimized; the estimated transmission line losses for the three frequency bands are 23, 29 and 34 dB, (respectively K, Ka and U bands).

The configuration of the system used for density profile measurements
is presented in Fig.1. The detection system is homodynic and uses sensitive Schottky diodes. Filters (70 dB/oct) and amplifiers (bandwith 1MHz) have been developed in order to minimize the effect of spurious reflections and density fluctuations in the detected signals. The oscillators and the detection system are placed close to the tokamak, and both the operation of the oscillators and the characteristics of the filters and amplifiers are remotely controlled.

The control and data acquisition system is based on a PC (AT) computer and Camac Modules. Specific hardware has been studied in order to improve the performance of the system, namely to decrease the time needed to generate the waveforms for the sweep operation of the oscillators. The signals are sampled with a 1 MHz/10 bits Waveform analyser (Camac Module 8210). Sampling rate is adjustable from 1 μs-1 ms. A total number of 1024 points is acquired per sweep for each reflectometer, and so a sampling rate of 2 μs is obtained for the actual density profiles measurements (2ms). The beat frequencies observed in the three reflectometers are measured with an accuracy of 2%, 5% and 10% (K, Ka and U bands). With the actual memory capacity of the system (32 K) the data corresponding to a maximum of eight profiles can be acquired; a delay of 500ms (to transfer the data to the PC) is required before the next set of measurements can be made. So during one shot, and for a typical measuring time of 3 s, some 40 profiles can be obtained, either distributed along the shot or in groups of eight every 516 ms.

TESTING OF THE SYSTEM

Several tests have been performed both at the laboratory and at ASDEX. The tests done at the laboratory aimed mainly at the characterization of the most critical components to be used in the system, namely detectors, oscillators, flexible waveguides, microwave windows and DC breaks. A prototype reflectometer, where the fusion plasma was simulated by a movable vibrating mirror, has been used to determine the sensitivity of the system and to study the influence of the fluctuations on the measured profiles. A prototype antenna (Ka band) was tested and its radiation pattern was measured. The experimental results agree with predictions based on numerical calculations, having into account the geometry of the hog-horns antennas.

The set-up on ASDEX was tested, and the phase and attenuation due to the transmission line and aerial were determined for the three reflectometers. The system was calibrated, by using a mirror placed inside the tokamak vessel. The reference pins have narrow band characteristics and were adjusted so that reflectometric "fringes" could be obtained in the whole frequency bands. Measurements showed that: (1) no significative cross-talk between antennas occurs; (2) reflections from the tokamak walls are not important.

DENSITY PROFILE MEASUREMENTS

Density profiles are obtained with broad band frequency operation. The mixing of the reference and plasma signals produces "fringes", that exhibit the phase variation $\phi(f)$ due to the propagation of the probing
waves, in the path between the pin and the plasma reflecting layers.

The wave equation is solved by using a WKB solution in the propagating region, and by assuming a linear density profile in the reflecting layer where the WKB solution is not valid and the exact solution of the wave equation has to be found. The following integral equation results from that analysis:

\[ a - x_c(f) = \frac{c}{2\pi^2} \int_0^P \frac{d\phi}{df} (P^2 - r^2)^{-1/2} \, df \]  

where \( a \) is the minor plasma radius (\( a=40 \) cm).

Therefore, by inverting the reflectometric phase information \( d\phi/df \), the localization of the several layers (and so the density profile) can be obtained from (1).

The theoretical spatial resolution of the system is defined as the error in the localization of the cutoff layer, due to the use of the approximate WKB solution /4/. For a typical density profile of the ASDEX plasma, corresponding to \( n_e \sim 3 \times 10^{13} \) cm\(^{-3} \), a spatial resolution between 1.1 - 1.3 cm is foreseen.

The first reflectometric measurements on ASDEX aimed at: (1) the testing of the experimental system, namely the behaviour of detectors, oscillators and control, in a tokamak environment; (2) the selection of adequate amplification and filtering (both electronic and numerical) of the detected signals; (3) the testing of the data processing; (4) the obtention of a reliable density profile.

Good signal-to-noise ratios were obtained in the three reflectometers, in several experimental conditions; the signals were electronically filtered and amplified. In Fig.2-a a K-band reflectometric signal is shown. Numerical filtering (based on a non-recursive band pass filter with finite impulse response (FIR) and zero phase delay), was applied to the recorded signal of Fig.2-a, and provided a more flexible and selective filtering process (Fig.2-b). The data evaluation is based on the number of the minimums of the fringes, corresponding to phase variations of \( 2\pi \). The phase information \( \Phi(f) \), is inverted using numerical interpolation methods, as proposed by /4/, and recently tested for typical ASDEX profiles /5/. A one-point direct interpolation method was applied to the phase information corresponding to the signal shown in Fig.2, and the density values were obtained (points (+) in Fig.3). The experimental results show good agreement with density information obtained from the 16-channel (Nd:YAG) laser scattering diagnostic (full line in Fig.3).

Work is under progress to obtain a complete density profile based on the results of the three reflectometers.
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1. Introduction

When a wave propagates in a non homogeneous fluctuating plasma part of the incident energy is scattered due to the nonlinear interaction between the wave and the oscillating modes perturbing the plasma. The possibility of enhanced scattering at the cutoff layer, where reflection of the incident wave occurs, has been recently suggested as the basis of a reflectometric experiment to determine the spatial location of small scale fluctuations in a fusion plasma [1].

Here we report on the development of a theoretical model to evaluate the flux of energy scattered by fluctuations, in order to give insight about the interpretation of measurements using a microwave reflectometry diagnostic in a tokamak. The scattered field is obtained through the resolution of a (non-homogeneous) wave propagation equation where the source term is related with the nonlinear current due to the interaction between the incident wave and local fluctuations.

We use a slab model for the plasma, and an ordinary (O) wave propagating along the density gradient is considered. The amplitude of the scattered wave at the border of the plasma is estimated. In order to know the contributions to the energy scattered both from the propagation region and the reflecting layer, an approach was used where perturbations are modelled by spatial step functions at several layers. The main contribution to the scattered power comes from the cutoff region, where the electric field amplitude swells as compared with the incident value. Considering the reflectometric system recently installed on the ASDEX tokamak [2], and using typical density profiles, expected values of the 'swelling factor' have been numerically evaluated. The role of incoherent scattering due to drift wave activity is discussed as well as the coherent scattering due to fluctuations induced by lower hybrid (LH) waves.

2. Theoretical Model

We consider a two dimensional slab geometry (Fig. 1), and a normally incident monochromatic O-mode wave \((\omega_0, k_0)\). When no density fluctuations are present, the fields satisfy the homogeneous wave equation

\[
\frac{\partial^2 E_z}{\partial \tau^2} + \frac{\omega_0^2}{c^2} \epsilon_{zz}(x) E_z = 0
\]

(1)

where (cold plasma approximation): \(\epsilon_{zz}(x) = 1 - \omega_p^2(x)/\omega_0^2\).
Reflection occurs at a plasma layer, \( x = x_c \), where \( \omega_0 \) equals the plasma frequency \( \omega_{pe}(x_c) \).

When density fluctuations exist in the plasma, the interaction between the (incident and reflected) waves \( (\omega_0, K_0) \) and the density fluctuations with Fourier component \( (\Omega, K) \) originates scattered waves with frequencies \( \Omega_s = \omega_0 + \Omega \) and directions \( K_s = K_0 \pm K \).

For density fluctuations characterized by a spatial scale length greater than the incident wavelength (large-scale fluctuations), the methods of geometric optics may be used in the propagation region, and in the reflecting layer a small scattering occurs mainly along the direction of the reflected rays; on the contrary, for small-scale perturbations the scattering effects on the coherent wave energy must be taken into account.

The wave equation for the scattered field can be written

\[
\frac{d^2}{dx^2} E^s_z - \frac{\omega^2}{c^2} E^s_z = I_s^z
\]

(2)

where the source term associated with the nonlinear current component \( J_z \) is

\[
I_s^z = -j \omega_a u J_z
\]

(3)

Assuming that the internal fluctuations of the plasma are only of electrostatic nature (\( \delta B = 0 \)) and that the current terms resulting from \( B_y \) can be neglected compared to those from \( E_z \), we obtain

\[
J_z = -\frac{1}{\omega_e^2} \frac{\omega_0}{\omega_n} \left[ E_z - \frac{1}{\omega_n} \frac{K_2 x}{\omega_0} \frac{3 E_z}{\partial x} \right]
\]

(4)

As a first approximation we can consider \( E_z \) as the solution of equation (1). The fields scattered backwards at \( x = a \) will be given by

\[
E^s_z(a) = -\frac{\epsilon^s_{-}}{\epsilon^s_{+}} \int_{a}^{b} E^s_z I_z dx
\]

(5)

where \( \epsilon \) represents the wronskian. Outside the integral \( E_z \) can be replaced by its WKB approximation. We will now consider the average backwards scattered power for both coherent and non-coherent fluctuations.

(i) Coherent density fluctuations

In this case we get, at the plasma boundary, a scattered plane wave in the directions

\[
K_{sx} = \left[ \left( \frac{\omega_n}{\omega_0} \right)^2 - K_y^2 \right]^{1/2}, \quad K_{sy} = i K_y
\]

(6)

with an associated Poynting vector

\[
S(a, \omega_n, K_s) = \frac{1}{2} \frac{K_n}{\omega_n} \left[ E^s_z(a, \omega_n, K_s) \right]^2
\]

(7)

The relation between the scattered and the incident power is the effective scattering area:

\[
\sigma_s = \left[ E^s_z(\omega_n, K_s) \right]^2 / \left[ E^i_z(\omega_0, K_0) \right]^2
\]

(8)

This approach might be adequate to study the role of fluctuations induced by LH (coherent) waves injected in the plasma.
(ii) Incoherent fluctuations

The non-coherent behaviour means that for each \( \Omega \) there is a spectrum of possible \( k \) values. This is the case of drift wave induced fluctuations, existing in the density gradient region of a tokamak.

The ensemble average of the Poynting vector is

\[
< \mathbf{S}(a) > = \lim_{T \to \infty} \frac{1}{T} \int_{-T}^{T} \mathbf{S}(a, \omega_s, K_{sy}) d\omega_s \quad , \quad \frac{1}{K_{sy}} < \frac{1}{|E^s(a, \omega_s, K_{sy})|^2} >^\infty_0 K_{sy}
\]

3. Results

Numerical calculations were done, considering the slab model approximation for a toroidal section of a tokamak plasma. A simple model using Dirac functions to simulate very localized density fluctuations was used, in order to give insight about the relative contributions of the various regions of the plasma to the scattered field. Adopting a linear approximation for the density region of a typical ASDEX density profile and using only a \( K_y \) component for the fluctuations, we represent in Figs. 2 and 3, respectively, the behaviour of the square of the electric field \( (E^2) \) and of the contributions of the fluctuation (depending on its location along the plasma) to the scattered power \( (S) \):

\[
E^2 = A_1^2(x)
\]

\[
S(a) = |x| J_{1/3}^2 \left( \frac{2}{3} |x|^{3/2} A_1^2(x) \right)
\]

with \( A_i, J_{1/3} \) representing Airy functions, and

\[
\chi = \left[ \frac{K_0^2 (dn/dx) xc}{n_o(x_c)} \right]^{1/3} (x - x_c).
\]

The model can be improved considering that the instability in the plasma has a finite extent. If a step function is used with width \( \Delta x \) being of the order of the correlation length of the wavenumbers \( K \) (semi-coherent situation) we obtain

\[
< \mathbf{S}(a) > = \int_{-\Delta x}^{\Delta x} Q(a, K, x) \mathbf{J}_{1/3}^2 \left( \frac{2}{3} |x|^{3/2} A_1^2(x) \right) dx
\]

where \( Q(a, K, x) \) is the spectral density of the fluctuations. The plasma layers within \( \Delta x \) behave like independent radiators and their contributions add together. Fig. 4 shows the contributions for the scattered field of a step function \( \Delta x = 1 \) cm, depending on its localization between \( a \) and \( x_c \). When the incident frequency increases the cutoff is displaced towards the plasma center; the propagation region increases too, so its contribution to the scattered power becomes greater and might be comparable to the one from the reflecting layer.

A simple way to analyze the case of drift wave fluctuations is to consider two step functions, one covering the propagation zone (modeling fluctuations in the whole region) and the other centered at the cutoff. The swelling factor \( (SF) \), defined as the ratio of the scattered powers coming from both regions, was calculated accordingly to the broadband (18-60 GHz) reflectometric system for ASDEX; values of \( SF(fo=40GHz) \approx 2 \), and \( SF(fo=26.5GHz) \approx 6 \), show that the main contribution comes from the reflecting layer, if we exclude the worst case of the cutoff more inside the plasma (where \( SF(fo=60GHz) \approx 1, x_c \approx 13 \) cm). In addition, we must stress that the values from the propagation region are overestimated, as we are simply adding all local contributions and assuming fluctuations.
everywhere. Reflectometry seems therefore a good diagnostic to localize this type of instabilities. A more accurate model should consider the structure of the fluctuations wavenumbers along the wave direction and this study is currently under progress.
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Fig. 1 - Plasma slab geometry.
Fig. 2 - Square of the electric field (normalized to the maximum value), for $f_0=60$ GHz, $X_c=12.5$cm. A linear density profile for ASDEX is used: $n_e(X)=6.5\times10^{13} (1-X/a)$ cm$^{-3}$. $a=40$cm, roughly corresponding to the average density $\bar{n}_e \approx 3\times10^{13}$ cm$^{-3}$.

Fig. 3 - Scattered power (normalized), for a Dirac type perturbation at different $X$, between $a$ and $X_c$ ($f_0$ and profile as for Fig.2).

Fig. 4 - Same as Fig.3, for step functions with $\Delta X=1$cm.
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Electrical probes are widely used in magnetised plasmas such as the scrape-off layer of tokamaks to determine the electron temperature and density. A principal difficulty for the interpretation of probe signals in such plasmas is due to the fact that the flow of the particles to the probe pin is anisotropic and often turbulent.

A well known approach aiming at an theoretical understanding of probe signals in magnetised plasmas has been put forward in ref. /1/ and is known as 'Bohm diffusion'. However, the effect of finite Larmor radii can also determine the electrical current as collected by a probe perpendicular to the magnetic field.

In this paper we present measurements in the scrape-off layer of the tokamak TEXTOR where the conditions are such that the contribution of the diffusion to this current is insignificant and the effect of finite ion Larmor radii prevails. We demonstrate that it is then possible to determine the ion temperature by comparing the saturation currents as measured by means of an electrical double probe with the flux as calculated by the Monte-Carlo method.

Experimental set-up

Parameters of the tokamak TEXTOR and details of the design of the probe were described in more detail in ref. /2/. The diameter and the length of the cylindrical probe pins are 5 mm. The axis of the probe was perpendicular to the magnetic field direction and the probe was rotated during a tokamak discharge with a frequency of ca. 2 Hz, cf. fig. 1.

Results

Rotating the probe during a discharge we measure a probe characteristic every 2.5 ms. In fig. 2 a detail of such a measurement taken 5 mm inside the limiter shadow is shown. The two envelopes of the curve give the time dependence of the ion saturation current to each of the probe pins. The value of the electron temperature is 17 eV, the density 1.3*10^12 cm^-3 and the magnetic field strength 1.6 T.

The probe pins generate flux tubes along the magnetic field. As the angle a, cf. fig 1, decreases the flux tubes approach one another, at a=30 degrees the flux tubes as defined by the geometrical cross section of the probe pins start to overlap and at a=0 they coincide.
First of all we conclude from the symmetry of the probe signal at $\alpha=0$ that the plasma is not streaming at the position of the probe for the present plasma conditions.

Secondly we observe that the ion saturation current starts to decrease already for values of the angle $\alpha$, for which the flux tubes as determined by the geometrical cross section of the probe pins do not yet overlap and finally we notice that the ion saturation current does not decrease for $\alpha=0$ to half of that value which is measured when the flux tubes do not overlap. If the Bohm diffusion coefficient ($D=0.7 \text{ m}^2/\text{s}$) is assumed to give an upper limit to the cross field diffusion it can be calculated from the measured parameters that the contribution of cross field diffusion to the incomplete screening of one probe pin by the other for $\alpha=0$ is insignificant.

We assume therefore that the incomplete screening of the probe pins is due to the finite Larmor radii of the ions.

We have tried to simulate the experimental situation by means of single particle Monte-Carlo calculations in the six-dimensional phase space and to deduce the value of the ion temperature by a best fit of the calculations to the measured ion saturation current profile. For the measurements shown in fig. 2 this procedure leads to an ion temperature of $T_i = 120 \text{ eV}$.

In fig. 3 we show the normalised ion flux to a probe pin as a function of the angle $\alpha$ from these calculations for different normalised ion temperatures. The dimensions are those of our probe: $D=5\text{ mm}$, $A=10\text{ mm}$ and length of the probe pins $L=5\text{ mm}$.

In fig. 4 we have drawn the normalised ion flux to a probe pin for $\alpha=0$ as a function of the normalised ion temperature. We notice that the precision of the measurement depends on the ratio of value of the ion gyro radius to the probe pin diameter.

The precision of the ion temperature measurement can also be effected if the mean ion mass is not well known, if the axis of the probe is not well aligned perpendicular to the magnetic field direction and if the single particle model of the Monte-Carlo calculations does not apply to the actual plasma conditions.

We will present results and the discussion of these conditions which limit the applicability and precision of the $T_i$ measurement in a more detailed publication. As far as the justification of the single particle model is concerned we mention here: The ions are collisionless as far as binary collisions are concerned. The electrical field of the sheath in front of the pins changes the orbits of the particles entering into the sheath. For the geometry of our probe in the magnetic field the ExB field in the sheath adds a drift parallel to the pin axis to the undisturbed particle orbits leading to a reduced flux to the probing pin.

Because our Monte-Carlo calculations neglect this effect we determine a lower limit to the ion temperature. If the electron temperature is small compared to the ion temperature we expect that the effect of the sheath of the "shadow casting" pin on the flux as collected by the probing pin can be ignored.
Finally we have tried to estimate the significance of the sheath criterion of Bohm for the precision of the ion temperature measurement. To this end we have simulated in the Monte-Carlo calculations the flow of the ions along the magnetic field lines by using Maxwell distributions drifting with velocities $v \leq c_s$ from both sides to the probe pins, $c_s$ being the ion sound speed. The neglect of the Bohm criterion would lead to an overestimate of the ion temperature.


**Fig 1** Probe pin configuration in the magnetic field

**Fig 2** Comparison of normalised ion saturation current as function of angle $\alpha$ with Monte-Carlo calculations
Fig 3 Measured probe current as function of the angle $\alpha$ during a TEXTOR discharge and best fit from Monte-Carlo calculations

Fig 4 Normalised ion flux to a probe pin for $\alpha=0$ as a function of the normalised ion temperature from Monte-Carlo calculations.
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Abstract

A novel diagnostic that allows measurement of $B_L$ and the magnetic moment $\mu$ is described as well as some results with the variable energy analyzer.

The $\mu$-Analyzer consists of a Directional Energy Analyzer (miniature) and a Magnetic Hall in the same case. The Directional Energy Analyzer measures the ion temperature in the direction perpendicular to the magnetic field and the hall probe measures the magnetic field. The $\mu$-Analyzer has a relatively small diameter of 6 mm. This allows the measurement of the ion temperature and the magnetic field in the same spatial region at the same time, therefore $B_L$ and $\mu$ (the first adiabatic invariant) can be found. From the above parameters, the local larmor radius can also be calculated.

The variable energy analyzer is a retarded potential gridded energy analyzer in which geometrical parameters can be dynamically controlled externally. This analyzer has accurately measured ion temperatures of 0.125 eV. It has been found that geometrical parameters can affect temperature measurements leading to errors as large as a factor of 10. Additionally, the optimum geometrical parameters are specific to plasma parameters. Thus a fixed geometry gridded energy analyzer would have errors in measurement which vary with plasma parameters.

Introduction

The $\mu$-Analyzer is a new concept in detectors with the capability of measuring, simultaneously, the $B_L$-parameter, the first adiabatic invariant $\mu$, (magnetic moment) of a magnetic confinement device and also calculate the Larmor radius.

The $\mu$-Analyzer consists of a miniature directional energy analyzer $^1$ and a small Hall probe in the same detector case (Fig. 1).

With the retarded field directional energy analyzer, it is possible to find the perpendicular kinetic energy, $W_L$, to the magnetic field. And with the small Hall probe, the localized magnetic field can be measured.

From the analysis of the data simultaneously taken in time and space, it is possible to find $\mu$ and $B_L$ of the system. These are very important quantities, along with some other parameters, to aid in the determination of the stability of the magnetic confinement device using the MHD stability criterion. $^2$
In addition to the above, a direct measurement of the Larmor radius of each region is also possible with the \( \mu \)-Analyzer.

The \( \mu \)-Analyzer can be used in tokamaks, stellerators, reverse-field pinches, Spheromaks, Cusps, and in Mirrors as a tool to measure \( \mu \) or \( \beta_L \) directly.

We report here results from initial measurements of a plasma generated in the Modified Missouri Magnetic Mirror experiment ( \( M^4X \)) with the \( \mu \)-Analyzer.

The variable energy analyzer was described by Leal-Quiros and Prelas in Reference 3. This analyzer was able to measure temperatures as low as 0.125 eV (limited only by the plasma source). The variable energy analyzer is a retarded potential gridded energy analyzer with external dynamic control of its geometrical parameters.

We report here further studies which indicate that the resolution of retarded potential gridded energy analyzers is dependent upon aperture diameter, separation distance between the grids, separation distance between the Faraday cup and the grids, grid mesh, and plasma parameters. This last discovery indicates that a static gridded energy analyzer measuring dynamic plasma parameters would experience variable errors in measurement.

**Table 1. Results from \( M^4X \) Cusp Configuration Holding Coil Current at 420 Amps and Varying \( \mu \)-Wave Power.**

<table>
<thead>
<tr>
<th>( P(\text{kW}) )</th>
<th>( W_L(\text{eV}) )</th>
<th>( n \left( 10^{14} \right) \text{ m}^{-3} )</th>
<th>( B_L \left( 10^{-2} \right) \text{ Tesla} )</th>
<th>( \mu \left( 10^{-18} \right) \text{ A} \cdot \text{m} )</th>
<th>( \beta_L \left( 10^{-3} \right) )</th>
<th>( n_L \left( 10^{-2} \right) \text{ m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.25</td>
<td>1.625</td>
<td>115</td>
<td>2.26</td>
<td>5.03</td>
<td>0.1596</td>
</tr>
<tr>
<td>2.5</td>
<td>3.35</td>
<td>1.675</td>
<td>9.5</td>
<td>2.02</td>
<td>7.489</td>
<td>0.1362</td>
</tr>
<tr>
<td>2</td>
<td>3.67</td>
<td>1.683</td>
<td>8.5</td>
<td>3.158</td>
<td>9.362</td>
<td>0.1176</td>
</tr>
<tr>
<td>1.5</td>
<td>4.5</td>
<td>2.25</td>
<td>8</td>
<td>4.499</td>
<td>12.2</td>
<td>0.1530</td>
</tr>
<tr>
<td>1</td>
<td>3.63</td>
<td>1.815</td>
<td>8</td>
<td>3.6288</td>
<td>10.98</td>
<td>0.1684</td>
</tr>
<tr>
<td>0.5</td>
<td>3.25</td>
<td>1.6286</td>
<td>8</td>
<td>2.036</td>
<td>10.38</td>
<td>0.1595</td>
</tr>
</tbody>
</table>

**Results from the \( \mu \)-Analyzer**

Measurements of the plasma generated by the \( M^4X \) device have been made using the \( \mu \)-analyzer. Two experiments were performed: The first experiment held the current to the magnetic coils constant and varied the \( \mu \)-wave power; The second experiment held the \( \mu \)-wave power constant and varied the coil current. With the \( \mu \)-analyzer, it was possible to obtain several plasma parameters in the same region simultaneously (e.g. ion energy in the perpendicular
direction ($W_{\perp}$), plasma density ($n$), local radial field strength ($B_r$), magnetic moment ($\mu$), plasma beta ($\beta_\perp$), and Larmor radius ($r_L$). As can be seen in Tables 1 and 2, the ion energy in the cusp was only a few eV. The cusp was able to maintain high values of local plasma beta, ranging from 0.5 to 7.6%.

Table 2. Results from M^4X Cusp Configuration Holding $\mu$-Wave Power at 2.4 kW and Varying Coil Current.

<table>
<thead>
<tr>
<th>I (A)</th>
<th>$W_{\perp}$ (eV)</th>
<th>n ($10^{14}$ m$^{-3}$)</th>
<th>$B_r$ ($10^{-2}$ Tesla)</th>
<th>$\mu$ ($10^{-18}$ A·m$^2$)</th>
<th>$\beta_\perp$ ($10^{-3}$)</th>
<th>$r_L$ ($10^{-2}$ m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>610</td>
<td>2.235</td>
<td>2.18</td>
<td>3.2</td>
<td>11.17</td>
<td>76.1</td>
<td>0.4672</td>
</tr>
<tr>
<td>550</td>
<td>1.96</td>
<td>2.33</td>
<td>3.8</td>
<td>8.25</td>
<td>50.6</td>
<td>0.3684</td>
</tr>
<tr>
<td>530</td>
<td>1.268</td>
<td>2.89</td>
<td>5.1</td>
<td>3.977</td>
<td>22.5</td>
<td>0.2208</td>
</tr>
<tr>
<td>480</td>
<td>2.663</td>
<td>1.997</td>
<td>9.7</td>
<td>4.392</td>
<td>9.04</td>
<td>0.15823</td>
</tr>
<tr>
<td>420</td>
<td>2.34</td>
<td>2.132</td>
<td>11.5</td>
<td>3.392</td>
<td>6.03</td>
<td>0.133</td>
</tr>
<tr>
<td>340</td>
<td>1.445</td>
<td>2.71</td>
<td>12.1</td>
<td>1.9</td>
<td>4.27</td>
<td>0.0993</td>
</tr>
</tbody>
</table>

It should be noted in Table 1, that the local magnetic field measurement changes as $\mu$-wave power is increased even though the coil current remains constant. This result is attributed to the formation of hot electron rings which form a magnetic well in the plasma. The higher readings are taken at the edge of the well and are a result of field lines being forced out of the well because of the plasma's diamagnetic properties.

Results from the Variable Energy Analyzer

A variable energy analyzer has been built and tested by the authors. Some of the observations that the authors made were left out of Reference 3, and will be discussed here. Results clearly show that the optimum grid separation distance is not the minimum distance, as is currently believed, and is also highly dependent upon the aperture diameter, the grid mesh, the separation distance between the grids and the Faraday cup, and is even dependent upon the plasma conditions. This latter conclusion indicates that an ion energy analyzer with static geometrical parameters will not have constant errors if plasma parameters change. If a third grid is used in the analyzer for screening out secondary electrons, then the separation distance between it and the middle grid also has an optimum.

We have found that there is a synergistic relationship between all of the geometrical parameters of the analyzer and the plasma parameters. A conventionally designed static energy analyzer used with a low temperature plasma would likely measure temperatures 2 to 10 times higher than the true temperature.
Conclusion

Two new plasma diagnostics have been designed: the \( \mu \)-Analyzer and the variable energy analyzer.

The \( \mu \)-Analyzer allows measurement, simultaneously of the ion temperature and the magnetic field at the same spot at the same time. The \( \mu \)-Analyzer is a very important tool for studies of the magnetic confinement in plasma devices that are used in fusion research, like tokamaks, stellarators, cusps, tandem mirrors, reverse pinch mirrors, etc.

The \( \mu \)-Analyzer has, in a localized point, the ability to find the \( B_\perp \)-parameter and \( \mu \), the diamagnetic moment (first adiabatic invariant) of the plasma and calculate the Larmor radius.

The \( \mu \)-detector will be helpful in analyzing the plasma produced in \( M^4X \) in order to determine the magnetic confinement properties in the Cusp mode as well as the mirror. The \( \mu \)-Analyzer will also fill the lack of this kind of diagnostic tool for fusion research experiments.

The variable energy analyzer has demonstrated high resolution and accurate measurement of low temperature plasmas (< 1 eV). It was found that retarded potential gridded energy analyzers measure temperatures higher than the true temperature and that through dynamic optimization of geometrical parameters, an accurate measurement can be made. Static ion energy analyzers using conventional designs would likely measure 2 to 10 times the true plasma temperature in a sub-eV plasma.
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Optical mixing has been of great interest for the past ten years, particularly in view of the development of local non-perturbative measurements in plasmas. The nonlinear mixing of two microwave beams in a magnetoplasma is here studied experimentally; such a method could be of interest as a local diagnostic for the current density in a tokamak.

This paper reports on the first experimental observation of an electron plasma wave excited by nonlinear mixing in a magnetoplasma. From the propagation properties of the excited wave, the direction of the magnetic field can be deduced. The two waves are launched perpendicularly to the magnetic field, the frequency and wavevector of the excited wave being defined as: \( \omega = \omega_1 - \omega_2 \), \( \mathbf{k} = \mathbf{k}_1 - \mathbf{k}_2 \), were the subscripts 1,2 are related to the incident extraordinary waves. The excited wavevector is here chosen lying along the magnetic field direction. The theoretical estimation of the coupling efficiency can be obtained from the calculation of the excited electric field, derived from the nonlinear current induced by the beating of the incident wave. This current expresses as:

\[
J_{nl} = n_0 \mu (\nabla \mathbf{B}) + (m/e) \mathbf{V} \mathbf{V} + n \mathbf{V}
\]

where \( n, \mathbf{v}, \mathbf{B} \) are the first order density, velocity and magnetic field respectively. In our case, the main component of the current lies along the magnetic field and expresses as:

\[
J_{nl} = A_1 A_2 e \omega_0 e^{2} \frac{2}{\mu} \frac{1}{\omega_1 \omega_2} \sin \phi
\]

where \( A_1 \) and \( A_2 \) are the amplitudes of the electric field of each pump wave, and \( \phi \) is the half angle between the beams. The electric field is then deduced, involving the dispersion tensor of the magnetoplasma. The power flux escaping from the interaction region is estimated, and the efficiency of the process is defined as the ratio of the excited power flux to the geometric mean of the incident power fluxes. In the case corresponding to the experiment in the laboratory plasma, choosing \( f_p = 0.7 \, \text{GHz} \) and \( f_c = 0.9 \, \text{GHz} \) as the plasma and cyclotron frequencies, with an incident flux of 1W/cm², and an interaction length of 4 cm, the efficiency is of the order of 10⁻¹¹. This very low level implies a very sensitive detection system for the excited wave.
Another interesting parameter for the experiment is the resonance width, which is calculated using the group velocity and the interaction length.

If we choose a plasma frequency lower than the cyclotron frequency, i.e. the case of most tokamak plasmas, the whistler mode can be excited by the nonlinear coupling, using a difference frequency slightly lower than the plasma frequency, and an excited wavevector quasi-parallel to the magnetic field direction. The excited wave can then travel down the density gradient until it reaches the plasma layer, where it can be converted into the electromagnetic ordinary mode, which can escape from the plasma and be detected outside, if the efficiency of the process is sufficient. The variations in the orientation of the orientation of the excited wavevector will then induce the variations of the detected signal outside the plasma, and the local direction of the magnetic field will then be obtained.

The experiment is carried out in a magnetized multipolar plasma device, producing a plasma column (1 m in length and 30 cm in diameter) immersed in a solenoid with a field strength lower than 900 gauss. The plasma density goes up to $2 \times 10^{11}$ cm$^{-3}$ and the electron temperature is roughly 3 eV. The microwave beams are delivered by an E.I.O. (30W) and a B.W.O. (10W) at frequencies around 70 GHz. The angle between the beams is 18 degrees, and they are focussed on the axis of the column, defining an excited wavevector of 455 m$^{-1}$. The detection of the wave excited by the nonlinear interaction is performed using a UHF probe moving in the interaction region. The received signal is amplified, filtered and a synchronous detection is performed, after a heterodyne detection. The probe signal is then recorded versus the electron density.

The microwave optics can be rotated around an axis perpendicular to the magnetic field, allowing to set an angle between the excited wavevector and the magnetic field. This arrangement is seen on figure 1.

A typical record is depicted in figure 2, showing that the detected level is of the order of $1.5 \times 10^{-15}$ watt, roughly in accordance with the expected level. The resonance width is also in agreement with the theory. The level of the excited wave decreases rapidly outside of the interaction region.

The angle between the excited wavevector and the magnetic field is then varied, and the evolution of the detected level is recorded. The detection being always performed inside the interaction region, the angular position corresponding to the maximum level is obtained with an accuracy of 3 degrees. This result is quite encouraging, considering the poor characteristics of the microwave optics used.

The conversion process is analysed with an antenna located outside the plasma and receiving only the ordinary electromagnetic mode. The corresponding record is shown in figure 3, where the level on a linear scale is reported versus the rotation angle of the microwave optics. An accura-
cy of roughly 5 degrees is obtained for the determination of the local orientation of the magnetic field. This larger value, compared to the in situ measurement is due to a rather long interaction region across the density gradient.

These experimental results allow to elaborate a diagnostic scheme for the determination of the current density in a tokamak plasma. The excited wave could be the oblique resonance of the whistler mode whose conversion into the O-mode inside the plasma layer could be used in order to obtain the poloidal magnetic field intensity inside the interaction region.

The choice for the sources for the incident waves will partly determine the angular accuracy of the proposed diagnostic. Infrared lasers could be used for a local measurement, but the large wave number associated to the sources would lead to a long interaction region. Microwaves at very short wavelengths (e.g. gyrotrons at 200 GHz) would presumably be more adequate, but refractive effects will then occur, leading to a rather difficult localisation of the interaction region.

In any case, the efficiency of the coupling will be greater with microwave sources than with laser sources. The overall efficiency of the method, including the conversion process, will depend on several parameters, including in particular the damping of the excited wave along the density gradient, which will determine the incoming power flux into the plasma layer.

An angular accuracy of a fraction of degree would be necessary for the exact determination of the current density along the minor radius of the tokamak.
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ION TEMPERATURE IN SOC AND IOC DISCHARGES IN ASDEX

H.U. Fahrbaeh, W. Herrmann, H.M. Mayer


Abstract. Active and passive charge exchange measurements were made to investigate the behaviour of the central ion temperature and the temperature profile for SOC and IOC discharges in ASDEX. Both methods show an increase in the central ion temperature during transition from SOC to IOC. Both methods also show a wider temperature profile for ions than for electrons. Peaking of the ion temperature profile during IOC cannot be definitely concluded from the measurements.

The applied Ti-diagnostics. Passive and active beam charge exchange diagnostics were used simultaneously. The main advantage of the passive analysis is its continuous applicability during the discharge. The active system in principle allows space-resolved measurements but normally in the pulsed beam mode only.

The earlier difficulties in interpreting the passive signal at higher densities have been widely overcome. As long as the line density \( \bar{n}_e \) is below about \( 3 \times 10^{19} \text{ m}^{-3} \) the central ion temperature \( T_{io} \) can be derived direct from the passive signal. At higher densities the outer parts of the plasma deform the neutral flux spectrum and \( T_{io} \) is generally underestimated. The amount underestimated was calculated by simulations with the AURORA Monte Carlo code\(^1\), taking into account the neutral density due to recombination\(^2\), which is important at elevated densities. A set of correction factors was obtained for line densities of up to \( 8 \times 10^{19} \text{ m}^{-3} \). These allow the "central" ion temperature in the line of sight of the analyzer to be determined with an estimated error of probably less than 10%. Owing to the continuous availability of the electron density and temperature profiles from the YAG laser scattering a good basis for this correction procedure is given at ASDEX. For the ion temperature profile an estimate from the raw data and other information is made.

In Fig. 1 the underestimate obtained with the AURORA code for a large variety of ohmic discharges is shown as a function of the mean neutral energy \( \langle E_{cz} \rangle \), normalized to \( T_{io} \). Because the \( n_e \) and \( T_e \) profiles are well known the uncertainty of the correction for a distinct discharge is much smaller than the band in the figure indicates. At neutral energies higher than \( 7 \times T_{io} \) the resulting correction \( (T_{io,cz}/T_{io})^{-1} \) is lower than 20% even for high density and low temperature. Towards lower energies the correction and its dependence on the profiles increases: Figure 2 shows that for a given type of profile the underestimate can be uniquely determined over a wide range of temperatures \( T_{io} \). In all our measurements the neutral fluxes were sufficiently high to permit evaluation at energies higher than about \( 5 \times T_{io} \) and to keep the correction to less than 35%.
The active diagnostic takes into account beam penetration, charge exchange and absorption of the neutrals on the way to the analyzer. The accuracy of these calculations depends mainly on the accuracy of the density measurement (YAG laser). The temperature evaluation procedure is improved in several respects, the most important being that the statistical weight of the measuring points is taken into account. Not included hitherto, however, are effects resulting from the beam halo. For the high densities concerned in this paper the active system is at the limit of its applicability and the error for the central temperature might be as large as ±15 %.

SOC-IoC discharges. Since ASDEX was remodelled for long-pulse heating and the slits between the main chamber and divertor were reduced, at mean densities higher than $3 \cdot 10^{19} \text{ m}^{-3}$ a new ohmic confinement regime, the IoC regime, has been detected$^{3,4}$. It has peaked density profiles and improved confinement and can be induced and sustained by reduced gas puffing. The hitherto usual regime has flat density profiles and a saturated confinement time at large densities and is called the SOC regime.

Figure 3 shows the temporal behaviour of various physical quantities in a series of discharges with two SOC-IoC transitions. The line density $n_e$ was used for controlling the plasma density. During the first density flat-top the plasma stays in the linear confinement regime. Then the first strong gas puffing increases the density and the saturated regime is reached. During the second density flat-top there is a transition from SOC to IoC. With the density increase towards the third plateau the plasma switches back to the SOC discharge but recovers to IoC during the plateau. The central electron and ion temperatures are strongly modulated during these transitions. The values are clearly higher during IoC and lower during the SOC phase. From the figure the amplitude might appear to be lower in the active $T_i$ measurements than in the passive ones. The complete set of data, including discharge series, which are not shown here, proves that this difference has to be contributed to statistics, and that there is no systematic difference in the central ion temperatures gained with the active and passive methods (see Fig. 4). The time dependences of the central electron and ion temperatures are very similar. The gap between the two is smaller during IoC than during SOC. This would be consistent with the assumption of reduced anomalous ion transport during IoC$^5$.

Figure 3 also gives information on the profiles in the form of peaking factors (central value divided by the volume-averaged value). Strong anomalous transport as would be caused by $\eta_i$-modes could lead to a less peaked profile during SOC. The ion temperature profiles were measured in a series of shots with different analyzer sightlines in the plasma. As Fig. 3 shows, the changes in the peaking factor of $T_i$ are within the error bars and a possible peaking of the $T_i$ profile during transition to IoC is less than 10 %. The gradual peaking of the $T_i$ profile during the IoC, which is indicated in the passive data and approximately follows the density peaking is at the detection limit and is not confirmed by the other experimental series.

The $T_i$ profiles are consistently broader than $T_e$ profiles and show higher ion than electron temperature at the edge. This behaviour is reproduced in many other profile measurements on ASDEX. Figure 4 shows the ranges of active and passive ion temperature profiles found during SOC and IoC. In the central plasma region the ranges overlap well, but in the outer plasma regions the passive ion temperatures are
systematically higher than the active ones. The difference may be due to the fact that ripple-banana trapped fast ions influence the passive measurement\(^6\), which especially measures the fast ion tail in contrast to the active system, which can use each part of the spectrum.

Future improvements. In the passive diagnostic the trapped particles can be avoided during the next measuring period by toroidal inclination of the analyzer. The necessary correction factors can be determined more accurately by iteratively using the obtained profile in the simulation runs. For the active system the application of He beams\(^7\) may reduce possible halo effects and the disturbance, especially of the central measurement, produced by the three energy components of the hydrogen beam.

Summary. The accuracy of passive charge exchange ion temperature measurements at high plasma densities has been improved by plasma simulation calculations with the AURORA Monte Carlo code. The central ion temperatures from active and passive measurements agree within the error bars. The profiles from the passive method are wider than those from the active method. The difference may be due to ripple-banana-trapped fast ions. During transition from SOC to IOC the central ion temperature increases by around 40\% and the ratio \(T_i/T_e\) from 75\% to 90\%. This is consistent with lower anomalous transport duringIOC than during SOC. Generally, the ion temperature profiles are distinctly wider than the electron temperature profiles obtained with the YAG laser.
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Figure Captions.

Fig. 1: Results of the AURORA code simulations for a large variety of plasma parameters, which covers well the ohmic operational range of ASDEX. \(T_{io, cy}/T_{io}\) is the underestimate of ion temperature when determined direct from the slope of the passive CX spectrum. \(\langle E_{cz}\rangle/T_{io}\) is the mean energy of CX flux used for evaluation and normalized to \(T_{io}\). (A, B, \ldots = 1, 2 \ldots points).

Fig. 2: Similar to Fig. 1, but all plasma parameters fixed to the values during the IOC phase, except \(T_{ce}\) and \(T_{io}\), which are varied.

Fig. 3: Time evolution of temperatures and density in discharges with SOC-IOC transitions.

Fig. 4: CX ion temperature profiles during the SOC and IOC phases.
DETERMINATION OF THE POLOIDAL FIELD AND SHAFRANOV SHIFT IN TOROIDAL PLASMAS BY MEANS OF MOLECULAR HYDROGEN BEAMS.

W. Herrmann


The local q-value is one of the important parameters for the stability and transport behaviour of plasma. Its determination requires knowledge of the toroidal and poloidal components of the magnetic field and of the minor radius of the flux surface. (For references for q-measurements see 3.) In many cases the toroidal field is known well enough, whereas the minor radius is less well known owing to different shifts and possible changes in the plasma configuration, and the poloidal field is often not known at all. This paper describes a method of directly evaluating the local ratio of the poloidal and the toroidal fields and the Shafranov shift, if the field geometry is known.

The method. A molecular hydrogen beam is radially injected into a toroidal field geometry with negligible ripple. Its energy is assumed to be 30 keV in the context of this paper. Part of the molecules are ionized in a first collision at time a and are dissociated after some rotation in a second collision at time b. During rotation in the field the radially injected particles gain axial velocity $v_x$ as a result of interaction with the poloidal field (in a locally straight geometry with cylindrical coordinates the $z$-component corresponds to the toroidal component and the poloidal field is split into a radial and an azimuthal component, see Fig. 1):

$$v_x = \int_a^b \dot{v}_x \, dt = \int_a^b \frac{q}{m} (v_r B_\theta - v_\theta B_r) \, dt.$$

This equation may be written in the following way:

$$\alpha \approx \frac{v_x}{v_o} = \int_a^b \frac{B_{pol}}{B_z} \cdot \frac{v_r}{v_o} \cdot A - \frac{v_\theta}{v_o} \cdot B \cdot \omega_x \, dt = \int_{\gamma}^\delta \frac{B_{pol}}{B_z} \cdot \frac{v_{pol}}{v_o} \cdot F(r, \vartheta, \psi) \cdot d\psi.$$

Here $F(r, \vartheta, \psi) = A(r, \vartheta) \cdot \sin(\psi - \vartheta) - B(r, \vartheta) \cdot \cos(\psi - \vartheta)$ is a pure geometrical factor, $q$ and $m$ are the charge and mass of the particle, $\omega_x$ the Larmor frequency in the toroidal field, $v_o$ the total and $v_{pol}$ the poloidal velocity of the molecular ion. $\gamma, \delta$ and $\psi$ are phase angles in the frame of the toroidal Larmor orbit. As long as $v_x$ is small and the field can be replaced by the field of the guiding centre, $v_x$ only depends on the field geometry, here assumed to be known, and the unknown ratio of the poloidal and toroidal fields.

In many cases areas in the plasma can be indicated where the radial component of the poloidal field is negligible. One then has $A=1$ and $B=0$. In any case, as long as the
field geometry is known the axial velocity can be calculated as a function of the ratio of the poloidal and toroidal fields. A neutral particle analyzer with spatial resolution in the toroidal direction can measure this axial (toroidal) velocity, determining the toroidal angle of the neutral product of the dissociated molecule. From comparison of the measured and calculated angles one obtains the field ratio at the crossing point of the molecular beam and the line of sight of the analyzer.

Production and penetration of molecular beams. Production of molecular ions in hydrogen sources is well known and can be optimized. With low pressure in the neutralizer\(^1\), the number of full-energy neutral molecules may be larger than 25% of the half-energy atoms (which may disturb the measurement) and larger than 20% of the accelerated molecular ions at 30 kV. The penetration is mainly determined by charge exchange, which is very similar for 30 keV molecules and 15 keV atoms\(^2\). As the neutrals after dissociation are emitted into a limited space in a small energy range, the beam intensity or the penetration can be much lower than for the usual active charge exchange diagnostic, where the particles are emitted into full space and a wide range of energies. This means that the method is applicable at larger active charge exchange.

Dissociation of the molecule. After the charge exchange (or ionization) process the molecule will be dissociated rather fast. In a 1 keV plasma and for a 30 keV molecule the plasma density for a dissociation e-folding time equal to a Larmor period in a 2 T field is about \(5 \times 10^{18} \text{ cm}^{-3}\). Although the axial velocity slightly changes with increasing number of turns of the molecule for a given observation line, this will not affect the measurement, because the short lifetime of the ionized molecule ensures that the atomic hydrogen is emitted during the first turns.

Influence of the atomic beam particles. Atomic hydrogen with half-energy may undergo double charge exchange in the plasma and hit the analyzer with the same energy as the atoms emitted from dissociation. If the second charge exchange occurs during the first turns of the ion, these atoms do not disturb but add to the signal. The charge exchange process of the beam ions even with the neutral particles of the beam is, however, much less probable than dissociation of the molecule. With (high) neutral beam densities of \(10^9 \text{ cm}^{-3}\) the lifetime of an ion for charge exchange is at least 7 ms or \(1.0 \times 10^5\) turns. As the drift time of a 15 keV proton to the plasma edge (40 cm) in the gradient of the toroidal field is of the order of 100 \(\mu\)s, only about 1% of the protons have a chance of charge exchange during this time and actually the proton will have left the beam area in the line of sight of the analyzer (\(\approx 2\) cm) in 5 \(\mu\)s. As the number of molecules was estimated at about 25% of the protons with corresponding energy, the direct double charge exchange proton contribution to the signal will be much less than 5%. The contribution of the trapped protons originating from outside the analyzed area is even smaller. Although their number is 20 times as large (40 cm beam path compared with 2 cm of analyzed beam area), the neutral density outside the beam is much smaller and only a small fraction of the trapped ions (about 5%) makes a charge exchange collision when crossing the field of view of the analyzer.

Model calculations for ASDEX geometry. In ASDEX (see Fig. 1) a diagnostic beam can be radially injected from below \(30^\circ\) from the vertical axis in the poloidal direction. An analyzer can observe the beam through a horizontal port. For this geometry model calculations were made to relate the toroidal angle of the escaping atoms
to the field ratio, averaged over the path of the ionized molecule. The equations of motion were solved in local Cartesian geometry with a ripple-free toroidal field and a poloidal field, linearly increasing with the radius of the Shafranov-shifted circular flux surfaces and inversely proportionally to the major plasma radius. The toroidal angle $\alpha$ as a function of the geometrical minor radius of ionization of the molecule. According to the toroidal field directions in ASDEX the molecule rotates about three-quarters of a turn till dissociation with a velocity in direction of the analyzer. The Shafranov shift in this case is 5 cm. The angular width of the curve is due to a possible maladjustment of the beam of ±1 cm in the radial direction when crossing the horizontal midplane. Figure 2 shows $\alpha$ for different Shafranov shifts and at the same time gives the value $\beta$ defined as the arctangent of the average ratio of the poloidal and toroidal fields in degrees. A 10% error in determining the Shafranov shift leads to an error in measuring $\beta$ of less than 0.1°.

Proposal for the measurement of the Shafranov shift and the poloidal field. If the beam scans across the plasma and the analyzer observes the atomic flux in the toroidal midplane (with perpendicular flux surfaces), not only can the poloidal field be measured over a large part of the plasma cross-section but also the Shafranov shift. Figure 4 displays the toroidal angle $\alpha$ as a function of the radial position of the measuring volume in the midplane. $\alpha$ crosses zero at the position of the Shafranov shift. As the analyzer can be calibrated in situ for zero plasma current by observing the double charge exchange protons in a gas-filled chamber with toroidal field, the shift can be determined absolutely. The width of the curves gives the spread of the observed angle by observing the area about 1 cm above and below the midplane.

Effects of divergence and Frank-Condon effect. A systematic shift of the beam or analyzer can be detected and corrected by the in situ calibration. However, the divergence of the beam, and here especially the toroidal divergence, adds directly to the observed angle. The beam divergence should therefore be reduced to about ±0.5° by suitable diaphragms. Also the widths of the beam should be reduced to a few cm. The unavoidable Frank-Condon effect, which contributes a mean energy of 4.5 eV to the atom, leads to an angular spread of ±1° and a mean value in the toroidal direction of 0.64°. These symmetric angular spreads reduce the requirements for the angular resolution of the analyzer. A resolution of even more than 0.2° will allow the maximum of the angular distribution to be determined with an accuracy of about 0.2°.

Discrimination of the signal against charge exchange background. Although the molecular content of the total beam may reach only 10%, the beam induced charge exchange signal at the energy of the dissociated neutral atom will be much smaller than the signal to be measured, because of the wide energy and angle spread of the charge exchange neutrals. In any case the passive and the actively induced background can be subtracted, when a pulsed beam is used and if the observation includes angles, where the signal to be measured is expected to be zero.

The measuring device. The analyzer could work with electrostatic deflection without mass analysis. Diaphragms reduce the observation angle along the beam, and the beam itself limits the observation in the toroidal direction. Stripping of the 15 keV neutral atoms in the analyzer could be done in a foil. Detection can be performed via channel plates that view a toroidal angle of about −2° to +8° and are divided into a number of subsections depending on the desired angular resolution.
Summary. The toroidal angle of the energetic atoms resulting from dissociation of an injected and ionized hydrogen molecule can be measured and related to the local value of the poloidal and toroidal field ratio. From these measurements the Shafranov shift and the local values of \( q \) can be determined. For ASDEX \( q=1 \) at \( r=0.1 \) m leads to a mean angle of about \( 3.5^\circ \). \( q \)-values in this range might therefore be determined with an accuracy of better than 10%. The time resolution is expected to be of the order of 1 ms. This measurement may therefore give additional information about the redistribution of currents during sawteeth or internal disruptions.

Acknowledgements. The author is indebted to H.M. Mayer, who drew his attention to this subject, to S. v. Göler, who contributed some aspects of his earlier considerations for PDX, and to H.-U. Fahrbach and K. Lackner for helpful discussions.

References.
Non-Doppler Broadening Mechanisms of CXRS-Emission Profiles and their Contributions to Ion Temperature Measurements

J. V. HOFMANN, G. FUSSMANN
Max-Planck-Institut für Plasmaphysik
D-8046 Garching, West Germany

We discuss various broadening mechanisms on emission profiles in the UV and visible range resulting from charge exchange recombination (CXR) reactions. In particular, broadening contributions from fine structure splitting, Zeeman - and Stark effects are calculated for Kr$^{25+}$ and O$^{7+}$ ions to deduce ion temperatures in ASDEX.

1. Introduction

During the last years charge exchange recombination spectroscopy has been developed to a very successful diagnostic tool in tokamak devices where high energy neutral injectors are applied for additional heating. Especially the UV and visible range experienced a renaissance because of apparative advantages and the possibility to substantiate fully stripped ions in the plasma core providing important information on the plasma ion temperature, plasma rotation velocity and impurity concentrations. The charge exchange reaction

$$\text{H}^0_{(\text{beam})} + \text{X}^{Z+}_{(\text{impurity})} \rightarrow \text{H}^+ + \text{X}^{(Z-1)+}(n,l)^*$$
$$\rightarrow \text{H}^+ + \text{X}^{(Z-1)+}(n',l')^* + h\nu$$

leads to photon emission in the UV and visible range which is most suitable for ion temperature measurement based on the Doppler broadening of the profiles. The emission results from $\Delta n = 1$, $\Delta l = 1$ transitions of highly excited Rydberg states $(n',l')^*$. In this context we do not consider possible - but generally small - deviations between the temperatures of background and impurity ions [1] but concentrate on atomic physics aspects. Specifically contributions from fine structure splitting of the generally unresolved l-levels of a transition, the Zeeman splitting in the magnetic field of the tokamak and the translational Stark effect due to the $\vec{v} \times \vec{B}$ field of the ions may have a non negligible influence on the total broadening depending on the investigated impurity and the observed transition.

We elucidate these effects by refering to H-like $^8\text{O}^{7+}$ and Na-like $^{36}\text{Kr}^{25+}$ which are sufficiently different in mass and charge. The visible transitions of these two ions and their population structures have been carefully analysed in ASDEX [2,3].

2. Fine Structure Contributions

We first calculate the intensities of all $\Delta l = \pm 1$ transitions within an observed $\Delta n = 1$ emission line. An example is shown in Fig. 1 where these intensities are plotted as a function of wavelength $\lambda$ for the measured $\text{Kr}^{25+}$ transition $n = 17-16\ (\lambda =$}
As expected, the emission is dominated by the $\Delta l = -1$ transitions (labeled $\circ$) originating from the highest $l$-states. The $\Delta l = +1$ transitions are much smaller in intensity (see logarithmic insert). The fine structure for H-like $O^{7+}$ is obtained from the well-known relation

$$E_{nj} = E_n^0 + \Delta E_{nj} = E_n^0 \left(1 + \frac{(Z\alpha)^2}{n} \left( \frac{1}{j + 1/2} - \frac{3}{4n} \right) \right)$$

with $E_n^0 = -(Z\alpha)^2 \cdot mc^2 / (2n^2)$, $\alpha = e^2 / (4\pi\varepsilon_0 \cdot hc)$, $j = l \pm 1/2$. For the lower $j$-levels of $Kr^{25+}$ which, however, contribute little to the total intensity this formula cannot be used. The numerical calculations are based on a code by Summers [4].

Next we assign to each transition a Doppler profile and obtain by superposition the total emission profile shown in Fig. 2 (labeled as $\circ$). To this profile we fit a single Gaussian to deduce a fit temperature. According to our measurements we choose Poisson statistics for the weight of the datapoints. The resulting fit, which is very close to the data in the core region, is the solid curve in Fig. 2. However, as can be seen, some deviations remain in the wings of the profile.

Applying this procedure for several temperatures as input ($T = 0.5$-$6$ keV), our calculations yield a linear dependence between true and fit temperatures with a slope very close to 1 but with a positive off-set for the fit temperature. For the $n = 17$-$16$ transition of $Kr^{25+}$ this off-set is as large as $T_{fit} - T_{true} = 1.7$ keV. This clearly demonstrates the importance of the additional fine structure broadening in this case. In the case of the $O^{7+}$ $n = 10$-$9$ ($\lambda = 606.83$ nm) transition this contribution is markedly reduced to 0.16 keV.

3. Zeeman- and Stark-Effect

The contributions according to Zeeman splitting and translational Stark effect are estimated for ASDEX conditions ($B = 2$ T) for the observed $\Delta n = 1$ transitions ($Kr^{25+}$: $n=23$-$22$, $16$-$15$, $O^{7+}$: $n=10$-$9$, $8$-$7$). Strictly speaking we have to consider the anomalous Zeeman effect for each unresolved fine structure transition which leads to a vasting number of components. However, for high orbital momenta $l$ and $j = l \pm 1/2$ (one electron outside closed shells) the Landé $g$-factor, $g = 1 + (j(j + 1) + s(s + 1) - l(l + 1))/(2j(j + 1))$, is always close to 1. In this case the anomalous Zeeman effect can be approximated by the normal Zeeman effect yielding triplets with a total energy splitting of $\Delta E = 2 \cdot \mu_B \cdot B$ where $\mu_B$ is Bohr's magneton. To a first estimate we take this splitting into account by assuming an additional equivalent Gaussian broadening (typically $\Delta E = 2.3 \cdot 10^{-4}$ eV). After performing the corresponding convolution with the Doppler profile we find a rather small effect on the fit temperature of order 1-3 % for both $Kr^{25+}$ and $O^{8+}$.

The translational Stark effect is estimated for $B = 2$ T and $T_i = 2$ keV, leading to a characteristic electric fieldstrength of $\mathcal{E} = \sqrt{2E/m} \cdot B = 3.0 \cdot 10^5$ V/m for oxygen. In this case we have to consider a splitting of the degenerate $j$-levels ($j = l \pm 1/2$) given by

$$\Delta E_S(\text{eV}) = \frac{3}{2} \cdot \frac{\mathcal{E}}{\mathcal{E}_0} \cdot \frac{n}{2Z} \cdot \frac{\sqrt{n^2 - (j + 1/2)^2}}{j \cdot (j + 1)}$$

$$= 3.97 \cdot 10^{-11} \cdot \mathcal{E} (\text{V/m}) \cdot \frac{n}{Z} \cdot \frac{\sqrt{n^2 - (j + 1/2)^2}}{j \cdot (j + 1)}$$
where \( E_0 = 2 \cdot \frac{hc}{e} \cdot \text{Ry} = 27.2 \text{ eV} \) and \( \varepsilon_0 = \frac{e}{(4\pi\varepsilon_0 \cdot \alpha_0^2)} = 5.142 \cdot 10^{11} \text{ V/m.} \) This yields for example a splitting of the \( O^{7+} n = 10, l = 8, j = 17/2 \) level of \( \Delta E_S(O^{7+}) = 8.039 \cdot 10^{-7} \text{ eV} \) which is only 0.75% of the fine structure splitting. The splitting increases for the lower \( j \) levels and reaches for \( j = 1/2 \) about 7% of the fine structure. Conversely, for the highest \( j \) component \( (j = 19/2) \) the Stark splitting is exactly zero since this level is not degenerate. Since the main contribution to our investigated lines originates from the highest \( l \)- and \( j \)-states we conclude that the Stark effect can indeed be neglected.

4. Results

In Figs. 3, 4 the several contributions to the ion temperature for the visible krypton and oxygen transitions are plotted. The numerically determined fit temperature \( (FIT) \) is assumed to be the sum of the various contributions namely Doppler \( (D) \), fine structure \( (FS) \), Zeeman \( (B) \) and apparative broadening \( (A) \). Apart from the \( FS \) contribution, all other terms are known independently. The \( FS \) term is thus obtained from \( T_{FIT} = T_D + T_{FS} + T_B + T_A \). Clearly Doppler broadening dominates in all cases but for the medium \( Z \) ion \( Kr^{25+} \) the contribution of the fine structure is already 24% of the fit temperature.

A direct comparison of ion temperatures from different ionic species has not yet been performed. Taking the various broadening contributions into account we compare doppler temperatures for \( O^{7+} \) and \( Kr^{25+} \) with those deduced from neutron flux measurements. For \( O^{7+} \) we find an agreement within the error bars \( (2.7 \pm 0.3 \text{ keV}) \). In the case of \( Kr^{25+} \) however the determined Doppler temperatures \( (4 \text{ keV}) \) are systematically to high by more than 30%. A possible explanation for this difference could be an underestimation of the fine structure splitting of the lower \( j \)-levels. The different scalings of the additional broadening terms with wavelength (see Figs. 3, 4) together with our observations on ASDEX suggest the \( O^{7+}, n = 10-9 (\lambda = 606.83 \text{ nm}) \) transition as best suited for ion temperature measurements using CXRS in cases where intensity problems are of minor importance. On the other hand the \( Kr^{25+} \) lines may be more suited for rotation measurements because of a more favourable relation between lineshift and broadening.
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Fig. 1: Contributions of the fine structure components for the $^{36}Kr^{25+}$ $n = 17$-$16$ ($\lambda = 302.11$ nm) transition. The $\Delta l = -1$ transitions are labeled $\sigma$, the $\Delta l = +1$ transitions, only to be seen in the logarithmic insert, are labeled $\Delta$.

Fig. 2: Complete line profile of the $Kr^{25+}$ $n = 17$-$16$ transition shown in Fig. 1 including all Doppler broadened fine structure components (dotted curve). The fitted single Gaussian (solid line) and the appara­tive profile (dashed line) are also shown.

Fig. 3: Contributions to the ion temperature for $Kr^{25+}$ including effects of: apparative profile (A), Doppler broadening (D), Zeeman effect (B), fine structure (FS) and fit temperature (FIT).

Fig. 4: Contributions to the ion temperature in case of $O^7+$ analog to Fig. 3.
Impurity concentrations and their contribution to $Z_{\text{eff}}$ in ASDEX

G. Janeschitz, L. B. Ran*, G. Fussmann, K. H. Steuer
and the ASDEX team

Max Planck Institut für Plasmaphysik, ERATOM Association
D-8046 Garching

Introduction:
We report on a new method to obtain immediately after the discharge timedependent central impurity concentrations of the four most important impurity species (C,O,Fe,Cu) found in ASDEX, from VUV spectroscopy (SPRED). Up to now impurity densities have been obtained at the earliest, one day after machine operation from the comparison of absolutely measured line intensities (Cu XIX, Fe XVI, O VI, C IV)(Fig.1) with the corresponding intensities calculated by a time dependent transport code (ZEDIFF)/1/. Besides the time delay, this method suffered from the fact, that only a few discharges could be looked at due to the complexity of the input data file and the time consuming calculations performed on the CRAY computer. Following a procedure developed at JET/2/ to obtain concentrations of metallic impurities directly by a fit- function, which connects measured line intensities with the corresponding central impurity densities, using measured ne and Te profiles, we introduced a similar method on ASDEX. This enables us to obtain the time dependent central concentrations of the four dominating impurities as well as $Z_{\text{eff}}$(VUV) immediately after each discharge.

Parameterization procedure:
In order to calculate the dependence of line intensities of various ion species on electron temperature and density an extended scan over the accessible parameter range at ASDEX was performed with our impurity transport code ZEDIFF. This scan was made for 2 different confinement scenarious:

1.) ohmic confinement where the electron density and temperature profiles were taken from an ohmic standard discharge (ne= 2.8.10$^{13}$ cm$^{-3}$) and the impurity transport was defined by an anomalous diffusion coefficient of $D(r) = \text{constant} = 5000 \text{ cm}^2 \text{s}^{-1}$ for C and O, $D(r) = 4000 \text{ cm}^2 \text{s}^{-1}$ for Fe and Cu, and an inward drift velocity $v_{in} = 230 \text{ cm s}^{-1}$ at the plasma edge (with a linear decay towards the plasma center).

2.) NBI heated L-mode confinement where the density and temperature profiles are obtained from a standard L- plasma (1.5 MW NBI- heating, $n_e = 3.5.10^{13} \text{ cm}^{-3}$) and the impurity transport is defined by $D(r) = \text{constant} = 9000 \text{ cm}^2 \text{s}^{-1}$ and $v_{in} = 230 \text{ cm s}^{-1}$ at the plasma edge. As described in /1/ the changed ionisation equilibrium due to charge exchange recombination from beam neutrals is also taken into account by the code.

The electron density and temperature profiles are obtained from the ASDEX Thomson scattering diagnostic timedependently.
In our parameter scan the central density was changed from $1.10^{13} \text{ cm}^{-3}$ to $8.10^{13} \text{ cm}^{-3}$ in steps of $1.10^{13} \text{ cm}^{-3}$ by keeping the shape of the profile constant. For each density the central electron temperature was varied from 500 eV to 2500
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eV in steps of 500 eV, again keeping the temperature profile shape constant.
These calculations were performed for the above mentioned four main impurity species Cu, Fe, O, C. For each species the most prominent line intensities between 10 nm and 110 nm (Cu XIX _ 27.4 nm, Fe XVI _ 33.6 nm, O VI _ 103.2 nm, C III _ 31.2 nm, C IV _ 38.4 nm) were calculated considering a central impurity density of $n_z(0)=10^{10}$ cm$^{-3}$. We thus obtain the line intensities $I^z$ as a function of $n_e(0)$ and $T_e(0)$. By applying an exponential fit-ansatz this dependence can be written as:

$$I^z = a_0 \cdot n_e(0)^{\alpha} \cdot T_e(0)^{\beta}$$

(1)

Taking the logarithm of equation (1) we obtain a system of linear equations, which allows us to calculate the coefficients $a_0$, $\alpha$ and $\beta$ by using a linear regression fit. In fig. 1a the O VI line intensity (103.2 nm) calculated by the impurity transport code for various electron- densities and temperatures (triangles) is compared with the O VI intensity obtained from the fit formula (solid line). Fig. 1b displays the same comparison for the Cu XIX line intensity (27.3 nm). As to be seen the agreement between the fit formula and the transport code is quite satisfactory.

Central impurity concentrations and $Z_{\text{eff}}$:
In order to determine the central impurity densities for a special discharge, we have to compare the intensities calculated by the fit formula with the absolutely measured ones obtained from the VUV SPRED spectrometer.

$$n_z(0) = \left(\frac{I_{\text{SPRED}}}{I_{\text{Calc}}}\right) \cdot 10^{10} \text{ cm}^{-3}$$

(2)

These calculations are made for all four main impurity species time dependently on a regular basis immediately after each discharge. In addition their contributions to the central $Z_{\text{eff}}$ resulting in the total $Z_{\text{eff}}(0,t)$ can be calculated by introducing an average charge state (in the plasma center) for each ion species:

$$Z_{\text{eff}}(0) = \sum n_z(0) \cdot Z^2 / n_e(0); \text{ where:} (Z_C = 6; Z_O = 8; Z_{Fe} = 22; Z_{Cu} = 24)$$

(3)

This simple approach for the average charge state in the plasma center is justified by the fact that in the main part of our parameter space these numbers are correct, while at the two extreme ends the situation is as follows: At high density and low temperature the metallic concentration is very low and does practically not contribute to $Z_{\text{eff}}$. The light impurities, which then solely define $Z_{\text{eff}}$, are also under these conditions totally stripped in the central plasma. On the other hand, in low density, high temperature discharges the metallic contribution to $Z_{\text{eff}}$ is more important, which is also true for additional heating. In these cases the above listed charge states again agree rather well with the experimental ones. Moreover, small deviations (+2) in the charge states of the metallic impurities do not have a significant effect on $Z_{\text{eff}}$ which is largely dominated by the two light impurities.

Experimental results:
The above described method has been applied to all discharges of the last experimental campaign. However, the results obtained are only correct for the two parameterized confinement regimes (OH, L), thus we are not able to assess impurity concentrations for the high confinement plasmas (H-mode, pellet, counter NI) observed in ASDEX. Due to the limited space we can only present the impurity concentrations and their contribution to $Z_{\text{eff}}$ for a few representative discharges under carbonized wall condition.

- During ohmic heating several density scans have been performed covering almost the whole parameterized density and temperature range. The dependence of the central concentration of O and C on $n_e(0)$ is displayed in Fig.2a. In this case we observe an almost inverse linear dependence of the light impurity...
concentration on the electron density. This dependence is more pronounced for carbon than for oxygen, resulting in twice as much carbon (4%) compared to oxygen (2%) at low densities (2×10^{13} \text{cm}^{-3}). The metallic impurity concentration on the other hand (Fig. 2b), shows almost no dependence on \( n_e(0) \) above 3.5×10^{13} \text{cm}^{-3} but increase nearly exponentially towards lower densities. This behaviour reflects the retention capability of the ASDEX divertor for target plate produced materials.\(^3\) We have to point out that practically 100% of the Cu influx and approximately 30 to 50% of the Fe influx is produced in the non carbonized divertor chambers.\(^4\) Thus the Cu contribution to \( Z_{\text{eff}} \) at low densities (2×10^{13} \text{cm}^{-3}) becomes as important as the contribution of oxygen or carbon. Fig. 2c shows the \( n_e \)- dependence of the contribution of the different impurity species to \( Z_{\text{eff}} \) and the dilution of deuterons. Further, the spectroscopic- \( Z_{\text{eff}} \) is compared with the bremsstrahlung- \( Z_{\text{eff}} \). The over all agreement between these two quantities is rather good, except for low densities where the spectroscopic \( Z_{\text{eff}} \) is always higher than the bremsstrahlung- \( Z_{\text{eff}} \). This systematic deviation can be partly explained by the worse fit quality in this range (Fig. 1). In addition however, the uncertainty in determining \( n_e \) at the position of the radiating shells of C IV and O VI is increasing when these shells are shifted outwards towards stronger density gradients due to the higher temperatures at low \( n_e \).

- During neutral \textit{beam heating} with two different beam species (H\(^0\), D\(^0\)) and during combined \textit{beam- (1.2 MW) and ICRF- heating (2 MW)} the above described method proved to be a powerful tool for automatic impurity evaluation also under \textit{L-mode} conditions. Fig. 3a shows the time dependence of the \( Z_{\text{eff}} \) contributions and the D\(^+\) dilution for a beam heated (1.2 MW) L- mode discharge. There is a first heating period (0.8 - 1.7 sec) of 1.0 MW with H\(^0\) beams and a second one (2.0 - 2.9 sec) of 1.2 MW with D\(^0\) beams. During the first period the moderate increase of \( Z_{\text{eff}} \) (1.7 to 2.2) is mainly caused by an increase of carbon as well as Cu and Fe. This behaviour corroborates the observed enhancement of wall erosion during neutral beam heating. In the D\(^0\) heating period \( Z_{\text{eff}} \) increases to a value higher than 3, with a contribution of all four impurities (Fig.3a). In agreement with previous results\(^3\) the D\(^0\) beams seem to cause much higher wall erosion especially in the divertor region compared to the H\(^0\) beams. The dilution of D\(^+\) in the second heating period turns out to be already 35%, mainly due to the relatively high concentration of light impurities (C+O=2.9%).

In addition to pure NI- heating 2.0 MW ICRH heating was applied to the above discharges during 0.9 to 2.7 seconds (Fig.3b). Three time intervals can be distinguished: During the first one (H\(^0\)+ICRH) \( Z_{\text{eff}} \) nearly reaches 3 due to a strong increase of C and Fe whereas O and Cu show only a slight increase compared to the pure NI case. This behaviour is consistent with previous conclusions\(^5\), according to which ICRF enhances the wall erosion in the main chamber due to accelerated ions in the scrape off layer. In the second interval (1.7 - 2.0 sec) of pure ICRF heating \( Z_{\text{eff}} \) is reduced to 2.4 mainly by the reduction of Cu and Fe. In the third interval (D\(^0\)+ICRH) \( Z_{\text{eff}} \) rises up to 4 due to a pronounced increase of the metals. This enhancement of the metallic fluxes can be explained by a deteriorated absorption condition for the ICRF waves (H\(^+\)- second harmonic heating) because of a too low H\(^+\) concentration (< 20%) in case of D\(^0\) beam heating of the deuterium background plasma. Such effects of impurity enhancement under bad coupling conditions have been found already in previous investigations\(^5\).
Fig. 1: Calculated line intensities (integrated along a central chord) for oxygen (1a) and copper (1b) as a function of central ne and Te in ASDEX. Code results are presented by \( \Delta \) (O VI, 103.2 nm) and \( \square \) (Cu XIX, 27.3 nm), solid lines according to the fitting formula eq.(1).

Fig. 2: Central concentrations of light impurities (2a) and metals (2b) vs. ne(0) for a ohmic ASDEX discharge. The various contributions to \( Z_{\text{eff}} \) and the comparison with bremsstrahlung- \( Z_{\text{eff}} \) is shown in (2c).

Fig. 3: \( Z_{\text{eff}} \) variations in case of auxiliary heating. (3a): \( \mathrm{H}^0 \) and \( \mathrm{D}^0 \) beams, (3b): \( \mathrm{H}^0 \) and \( \mathrm{D}^0 \) beams combined with 2MW ICRH. The contributions of the four main impurities and the deuteron dilution (\( \mathrm{D}^+ \)) are indicated. \( Z_{\text{eff}} \) according to bremsstrahlung is also shown for comparison.
A correlation study between $m=2$, $\hat{B}_p$ mode activity and perturbations of the density gradients in the plasma interior shows a rotational transform coupling mechanism between an $m=1$, $n=1$, helically displaced plasma core and an $m=2$ perturbation of the current surrounding it.

Schlieren measurement of the density gradient perturbations

A detailed schlieren study of the perturbations of the density gradients in the plasma interior is carried out during a single, typical cycle of an almost steady-state train of $m=2$, $\hat{B}_p$ oscillations in ASDEX. On an enlarged time scale, Fig. 1 shows the schlieren signals provided by five $\lambda = 2$ mm pencil beams exploring a poloidal plane at distances $d = 0$ cm, $\pm 10$ cm and $\pm 20$ cm from the midplane of the tokamak /1/. The amplitude $\Delta A$ of the schlieren signals is dependent on the density gradient /1/ and is self-calibrated with respect to the unperturbed amplitude $A$. The following study is limited to a typical two-hump fluctuation cycle, like one of those labeled 1 and 5 in Fig. 1. During these cycles, the density gradients at $d = \pm 10$ cm vary from $\nabla N = 0.45 \times 10^{12}$ cm$^{-4}$ for the maximum schlieren amplitude $\Delta A/A = 0.91$ up to $\nabla N = 2.8 \times 10^{12}$ cm$^{-4}$ for the minimum value $\Delta A/A = 0.41$. Note in Fig. 1 that the fluctuating schlieren signals are $180^\circ$ out of phase on opposite channels, at $d = \pm 10$ cm. They clearly establish the poloidal excursion of a macroscopically large variation of the density profile during each MHD perturbation cycle. The two passages of the large density gradient through the midplane of the machine, at $\theta = 0^\circ$ and $\theta = 180^\circ$ are clearly manifested in Fig. 1 by the rapid variations of the density gradient on opposite channels at $d = \pm 10$ cm.

This behaviour and the individual gradients derived from Fig. 1 were used to construct, as shown in Fig 2(a), the variations of the density profile during one fluctuation cycle. The density perturbations of Fig. 2(a) consist of a highly peaked, almost triangular central density profile which is radially displaced and rotates poloidally. This observed behaviour of the perturbation was used as a model in a numerical simulation experiment where the deviation of the schlieren rays and the schlieren experimental facilities were simulated as in real space /1/. With the density distribution of Fig. 2(a), a peak density $n_0 = 6.3 \times 10^{13}$ cm$^{-3}$ and a radial displacement $\rho/a = 0.16$ of the peak, it was possible to reproduce, as shown in Fig. 2(b), the schlieren waveforms of representative cycles 1 and 5 of Fig. 1. The high sensitivity of the schlieren signals is demonstrated by the two hump waveforms on opposite channels at $d = \pm 10$ cm. They indicate the four passages of the density peak through the schlieren chords during one perturbation period and become sensitively deformed or vanish for a slight variation from the above ascertained values of the density perturbation parameters. It should be noted in this regard that the observed schlieren signals of Fig. 1 cannot originate from density perturbations caused by magnetic islands. A step-like /2/ local flattening of a parabolic density profile would in fact only deflect very few rays of the schlieren ray fan /1/, thus producing a negligible variation of the schlieren signals as compared with the observed signals of Fig. 1. No variation of the schlieren signal amplitude should in addition occur for the central schlieren channel at $d = 0$ cm.

The signals were recorded during an $l$-phase of deuterium injection into a deuterium plasma with $NI = 4$ MW, $I_p = .32$ MA, $\langle n_e \rangle = 3 \times 10^{13}$ cm$^{-3}$ and $q(a) = 3.3$. 
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EXCITATION OF MODE ACTIVITY IN TOKAMAKS

G. Lisitano
Max-Planck-Institut für Plasmaphysik, EURATOM Association, Garching, FRG
A decrease of the mean value of the density \(1,3/\) from \(4.1 \times 10^{13} \text{ cm}^{-3}\) to \(3 \times 10^{13} \text{ cm}^{-3}\) is observed on transition from the H to the L-phase of the discharge. At the transition, the observed onset of almost steady state \(m = 2\), \(B_p\) oscillations shown in Fig. 1, upper trace /3/, is associated with the measured peaking and helical displacement of the density profile shown in Fig. 2(a).

Mode coupling structure of the \(m=1\) and \(m = 2\) perturbations

As the observed perturbation model of Fig. 2(a) is well correlated with \(B_p\) fluctuations, the model is first compared with the external \(B_p\) field perturbation contour derived from the simultaneously detected Mirnov oscillations. The latter are shown in Fig. 3 in accordance with the poloidal angle \(\theta\) at which they were detected. The first trace of Fig. 3 also shows the schlieren signals of the chord \(d = +10 \text{ cm}\) of Fig. 1. The schlieren signals establish the period \(T\) of a complete poloidal excursion of the helically displaced plasma core. The poloidal phase distribution of the Mirnov oscillations at a given instant is shown in Fig. 3, left. The total poloidal phase variation of \(4\pi\) clearly identifies the \(m = 2\) mode number of the oscillations. Such an \(m = 2\) mode is also identified in Fig. 3 by the two travelling waves B and C, obtained by joining points of equal phase /4/.

A straight-line approximation of the travelling-wave path of Fig. 3 allows straightforward calculation /4/ of the poloidal \(B_p\) field distribution \(B_p = B_m \text{e}^m \cos (\theta + \pi/2)\), which induces the Mirnov oscillations \(e(\theta) = v_B(\theta) = (\omega/m)rB_m \text{e}^m \cos (\omega t + m(\theta + \pi/2))\) at the \(r\) = const. radial position of the coils. In the above expression, the time \(t = 0\) corresponds to the passage of the plasma peak through the midplane, at \(\theta = 0\), as indicated by dashed lines in Fig. 3 and Fig. 1. With equal amplitude of the Mirnov oscillations being assumed, the poloidal field exhibits the \(m = 2\) variations indicated.
in Fig. 4 (a),(b),(c),(d) by the last, external traces. Figure 4 also shows the angular position of the plasma peak, vector A, and that of the two travelling waves, vectors B and C, at four instants t/T = 0, 1/4, 1/2 and 3/4.

The poloidal distribution of the B_p field, which is produced by the radially displaced plasma core, can now be sketched throughout the plasma interior by assuming identical current and density distributions for the perturbation model of Fig. 2(a). Besides being justified by the following study of the poloidal field distribution, this assumption is also dictated by the typical current character of the observed helical displacement of the highly constrained density profile. On this assumption, Fig. 2(a) provides the B_p field strength on a chord perpendicular to the machine midplane and crossing the centre of the plasma. On the basis of this field profile and of the position of the plasma peak, the poloidal contour of the B_p field perturbation in the plasma interior is extended, as shown in Fig. 4, to that of the measured B_p field external to the plasma. To provide a clear representation in Fig. 4, the m = 2 ellipticity of the perturbed external B_p field contour has been exaggerated. Considering that B_p/B_p is only a few percent, the dominant features in Fig. 4 are the m=1 helical displacement of the central current profile and its rotational transform coupling to the light m=2 perturbation of the current surrounding it.

A comparison with the theoretical perturbation model

Owing to the limited space and time resolution of available diagnostics the measured radial displacement of the profile, shown in Fig. 2(a), would not be observed by means of conventional measurements. These large variations of the profile, observed during one perturbation cycle, do not allow, however, an understanding of the Mirnov oscillations on the basis of theoreti-
cal current perturbations on \(q = m\) resonant and centred equilibrium flux surfaces. The observed helical displacement of the current core suggests, on the other hand, an \(m = 2\) current perturbation mechanism based on \(\mathbf{V}_{\text{res}}\)-drift forces acting on the poloidal excursion of the current. Figure 4 shows in fact an \(m = 2\) redistribution of the current which, being always directed towards \(-\mathbf{V}_{\text{res}}\), is subjected to a continuous rotational-transform, angular-delay \(\theta/m\) with respect to the poloidal excursion \(\theta\) of the highly peaked and helically displaced central current profile. Accordingly, the \(m = 2\) shape of the \(B_p\) field and its angular position (see Fig. 4) are determined by, respectively, the \("m = 2"\) symmetry of the \(\mathbf{V}_{\text{res}}\) field on both sides of the machine midplane and by the position of the plasma peak, vector \(A\), with respect to \(\mathbf{V}_{\text{res}}\). Note that the observed \(n = 1\) helicity of the \(m = 2\) perturbation is established by that of the driver current core helix, which, in turn, is governed by the sole condition of a complete \(n = 1\) toroidal cycle.

As mentioned, the experimentally observed helical displacement of the current core is in disagreement with the theoretical assumption of selectively located perturbations on resonant \(q = m\) field lines. However, the observed non-resonant \(B_p\) field perturbations, caused by \(\mathbf{V}_{\text{res}}\), provide a modulation of the poloidal phase of the Mirnov oscillations, \(\psi(\theta) = \int m(\theta) \, d\theta\), identical to that caused by the theoretical \(\psi(\theta) = m(\theta)\) pitch angle variations of the resonant field lines. In the expression for the poloidal periodicity, \(m(\theta) = \frac{m(1+(r/R_o) \cos \theta)}{1+(r/R_o) \cos \theta} = m(1+(r/R_o) \cos \theta)^{-1}\), the radius \(r\) no longer localizes the theoretical \(q = m\) resonant flux surfaces. Instead it localizes the \(m = 2\) regions at \(\rho < r < a\), where the slight \(\mathbf{V}_{\text{res}}\) current perturbations that are enlarged sketched in Fig. 4, are driven by the dominant \(n = 1\) helical displacement of the central current profile. On the assumption of Mirnov oscillations of equal amplitude, no off-centre correction \(/5/\) are necessary for \(m(\theta)\).

It should be noted, finally, that the observed density decrease \(/1,3/\) and profile peaking during the steady-state \(m = 1\) and \(m = 2\) mode activity are very probably caused by an excess of neutral gas influx. No data are, however, available as yet for describing the kinetics \(/6/\) of the large increment of neutral gas that is known to be associated with the additional-heating pulse. Despite the lack of data on this subject, the excess of neutral gas influx suggests that a considerable amount of atomic processes involving the neutrals \(/6/\) may occur in an internal region of high plasma density. The enhanced resistivity, which displaces the location of the unbalanced \(\mathbf{J} \times \mathbf{B} = V_p\) equilibrium flux surfaces, may excite there the observed helical displacement of the current core, probably via Hall effects on the current ring which is highly constrained by the excess of neutral gas influx. The instantaneous current profiles and the projections of their magnetic surfaces on each poloidal plane rotate toroidally unperturbed, however. This may produce dynamic equilibrium conditions for the helically twisted and toroidally rotating magnetic flux surfaces. In disagreement with theoretical predictions, the observed \(m = 1\) and \(m = 2\) perturbations shown in Fig. 4 are nevertheless tightly coupled to each other by a rotational transform mechanism independent of magnetic field line helicities.
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Abstract
A double crystal X-ray monochromator for absolute wavelength and intensity measurements with very effective shielding of its detector against neutrons and hard X-rays was brought into operation at JET. Fast wavelength scans were taken of impurity line radiation in the wavelength region from about 0.1 nm to 2.3 nm, and monochromatic as well as spectral line scans, for different operational modes of JET.

1. Introduction
Soft X-ray plasma spectroscopy is a well established technique which provides a range of diagnostic information relating to the concentration, transport and temperature of impurity ions [1,2]. A high temperature plasma, producing a significant rate of DT fusion reactions, as anticipated in the latter phases of JET operation (active phase) will produce high fluxes of neutrons and γ-rays. The need to provide good shielding of the detector while covering a wide spectral range, places severe constraints on the design of an active phase crystal spectrometer. This required the development of a new high precision crystal-drive mechanism, and special techniques to evaluate the suitability of crystal diffraction properties over a larger surface area [3,4]. Shielding is achieved by placing the instrument outside the JET torus hall and by using two crystals in the parallel (non-dispersive) mode. For this device input and output beams are fixed for all wavelengths, allowing a labyrinth radiation shield to be built around the optical path between the small penetration in the JET biological shield and the detector (Fig. 1).

2. The active phase double crystal monochromator
The crystals are mounted via rotary tables to linear displacement tables, and their trajectories necessary to maintain the Bragg condition are controlled by a fast digital servo system [3]. It is necessary that the crystals be kept parallel to well within their diffraction profiles, which is achieved by the control system to about 6 arc sec. in the full Bragg angle range from 26° to 60°. The resolving power is \( \lambda/\Delta\lambda = (1/\Delta\Theta) \cdot \tan\Theta \)
where the angular width \( \Delta\Theta \) is defined mainly by remotely interchangeable coarse \( (1/\Delta\Theta = 600) \) and fine \( (1/\Delta\Theta = 5000) \) gridded collimators. The sight-line contains a
Fig. 1 Scheme of the radiation-shielded double crystal X-ray monochromator.

remotely deployable calibration source which, together with the high resolution angle encoders and the fine collimator, allows absolute wavelength calibration and Doppler line-profile and line-shift measurements.

Absolute intensity measurements are performed using the throughput relation: 

\[ N = I F_c X \Delta \Theta R_{cc} P_{cc} \eta / \omega, \]

where \( N \) is the counts integrated in a spectral line of intensity \( I \) (photons m\(^{-2}\)s\(^{-1}\)sr\(^{-1}\)), \( F_c \) the projected crystal area, \( \chi \) the acceptance angle perpendicular to the plane of dispersion, \( \Delta \Theta \) the collimator acceptance angle, \( R_{cc}, P_{cc} \) the double crystal integrated and peak reflectivities, respectively, \( \omega \) the crystal rotational velocity and \( \eta \) the combined efficiency of detector and windows. The luminosity of the system is typically about \( 10^{-9} \)sr\( \cdot \)m\(^2\).

The detector is a multiwire gas proportional counter (MWPC) with thin polymer window for which the gas pressure, high voltage, and pulse height window can be controlled automatically to suit the observed wavelength range. This gives a high quantum detection efficiency (QDE) and allows background rejection and selection of the desired diffraction order by pulse height analysis. The 48 anodes are connected into 8 groups, each with its own signal processing chain, which allows signal-plus-background count rates of \( \sim 10^7 \)s\(^{-1}\) without serious pile-up. All instrument and vacuum system functions can be controlled automatically by the JET control and data acquisition system (CODAS).

3. Examples for the operational modes of the active phase double crystal monochromator

The double crystal monochromator can be operated in different modes: Broad band spectra can be taken covering the Bragg angle range from about 26° to 60° in a time of about one second. With crystals like Topaz(303), LiF(220), Gypsum, TlAP and KAP, as applied so far, the wavelength range from about 0.12 nm to about 2.3 nm was covered. An example of such a broad-band spectrum taken with TlAP crystals is given in Fig. 2, showing some Ne-like Ni lines and some members of the oxygen Lyman
Fig. 2 Broad band spectrum obtained using TLAP crystals covering the wavelength range from 1.13 nm to 1.95 nm with Ne-like Ni lines and the Lyman series of oxygen.

Since the absorption in the thin foil (which separates the monochromator from the torus vacuum) increases with wavelength the count rate ratios do not directly reflect the line intensity ratios. Another mode is the repetitive scan of a smaller wavelength interval. An example of a line scan is given in Fig. 3. It is a scan of the profile of a certain spectral line performed many times throughout the discharge in order to follow the time behaviour of the line width and its intensity. This figure shows that the sensitivity of the monochromator is good enough to reveal the different behaviour of O and Ni. Fig. 4 gives as an example for the fourth operational mode, the monochromatic time behaviour of the Fe XXV line obtained from laser ablation of Fe into the JET discharge [5].
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Fig. 3 Line scans for Ne-like Ni (above) and Oxygen Lyman α throughout two consecutive discharges at JET.

Fig. 4 Time behaviour of He-like Fe line from laser ablation of Fe.
PELLET ABLATION IN THE REVERSED FIELD PINCH AND TOKAMAK: A COMPARISON
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Introduction: While modelling of pellet ablation in plasmas using the neutral shielding cloud generated by the pellet gives general agreement with tokamak experiments, many details are still not well understood. In particular, issues of ablation rate fluctuations, asymmetric cloud formation, pellet deflection, and self consistent effects of nonthermal energy and particle fluxes on the pellet (especially in auxiliary heated plasmas) require further consideration.

We compare the ablation of deuterium pellets with similar sizes and velocities in the ZT-40M reversed field pinch and ASDEX tokamak. While the two experiments have radically different plasmas, their effect on pellets is examined to illuminate similarities and differences in the pellet ablation physics. Photographs obtained both with still cameras and a fast gated-CCD video camera allow measurements of pellet cloud features, including intensity, curvature, velocity changes, cloud shape and striations. The shape of the pellet cloud and its light emission yield clues to processes in both the ablation layer and thermonuclear plasma. Symmetry of the cloud is affected by the direction of the electron drift and magnetic field lines. Gross track features, ranging from narrow, smooth and uniform, to broad and highly striated are noted, along with the corresponding plasma conditions that produce these features.

ZT-40M RFP: Injection of Deuterium pellets ($\sim 5 \times 10^{10} D^+$ atoms/pellet) at velocities of 400-600 m/sec into the ZT-40M reversed field pinch at Los Alamos gives deep penetration and large $\Delta n/n$ refuelling. Typical pre-pellet plasma parameters are $I_p \sim 120-250$ kA, $n_e \sim 1.5-3 \times 10^{13}$ cm$^{-3}$, $T_e(0) \sim 150-300$ eV, and global $\tau_E \sim 150-400 \mu$sec. However, enhanced ablation in the outer plasma regions, stronger from the electron drift side than the ion side, results in extreme trajectory curvature.

A small population of energetic electrons ($\sim 1-10$ keV) directed along magnetic field lines from the electron drift side, would be sufficient to account for the observed motions assuming that asymmetric ablation rates (of order 30-100%) cause rocket-like acceleration of the pellet.

Images of the pellet taken every 100 $\mu$sec, with 5 $\mu$sec exposures, show the pellet cloud is brightest in the plasma edge region, with intensity decreasing through the plasma core. Lineouts of these images show bright centrally peaked emission clouds with typical FWHM dimensions of $\sim 1.5$ cm. A weak comet-like tail is often visible. The track gets narrower over the course of the pellet lifetime ($\sim 600-800$ $\mu$sec). The pellet trajectory curvature is generally reproducible, although successive pellets may be shielded by the first, and have less deflection. Highly deflected pellets undergo significant velocity changes. Depending on the relative direction of the pellet velocity and electron drift (magnetic field direction), the pellets are observed to speed up, or slow down in the plasma. In extreme cases the pellet may be stopped, or even have its trajectory turned around in the plasma! In the plasma edge region, where the magnetic field is nearly poloidal, the deflection is poloidal, whereas in the plasma core region (with a principally toroidal field), the deflections are more toroidal.
**ASDEX Tokamak:** A variety of pellet sizes are possible in ASDEX,\(^\text{10}\) typically \(4\times10^{19}\) ("small") but ranging to \(1.4\times10^{20}\) atoms/pellet ("large"), with a typical pellet velocity (for the centrifuge injector) of 570 m/sec. The plasma volume of 5.2 \(m^3\) is about \(5\times\) larger than ZT-40M, and for ohmic conditions, a typical plasma is \(I_0 \sim 320-450\) kA, \(n_e \sim 1.5-4\times10^{13}\text{cm}^{-3}\), \(T_e(0) \sim 1.0-1.5\) keV, and global \(\tau_E \sim 60-80\) msec.

We have recently installed the gated-CCD camera on ASDEX, and used it to obtain time resolved images of the pellet clouds. In situ pellet velocity remains close to that from the gun, although significant toroidal velocities can occur in the later part of the pellet lifetime. Velocity measurements are complicated by uncertainties in the pellet location within the dynamically evolving pellet cloud. Figure 1 shows a CCD photo (a), looking down on the pellet track from an angle of 75-45 degrees to the vertical, and corresponding densitometer lineouts, as well as the wide-angle spatially integrated \(D\), time history (b), of the pellet ablation. The darker central region in each bright cloud, with dimensions of 2 cm diameter, seen in the lineouts of Figure 1(b), is difficult to explain based on self absorption alone. Also, bumps or protrusions of the cloud, in the direction of pellet motion, suggest that the light emission is dynamically evolving, and is "left behind" as the pellet moves on. Precise location of the pellet is made difficult by the changing shapes of the light emitting region. Cross field dimensions of the cloud are \(\sim 1\) cm radius, while along the toroidal field dimension, the elongated FWHM diameter is 5-7 cm, as seen in these 2 usec exposures. Collapse of the old emission region surrounding the pellet is strongly suggested by time resolved photos on ASDEX, and has also been reported in TEXT.\(^\text{11}\) This darker central region near the pellet is not seen in experiments where the luminous region remains "spherical", as was always the case in ZT-40M, where the pellet tracks were uniformly smooth, and striations were the rare exception rather than the rule. This may have also been the case in ORMAK.\(^\text{8}\)

An assortment of time-integrated ASDEX pellet photos are shown in Figure 2. The plasma separatrix is at \(r \approx 40\) cm, although the pellet light emission first begins at \(r = 42-41\) cm, near the bottom of each picture. The field of view extends radially from \(r = 44\) cm to \(r = 0\) cm, and a reference picture with ruled 10 cm marks is shown for calibration. Two pellets from a multi-pellet sequence in the same ohmic discharge (#21143) are shown Fig. 2(a) and (b). The first is at 1.0 seconds and the fourth at 1.3 sec with a higher density of \(n_e = 4.6\times10^{13}\text{cm}^{-3}\). For lower electron densities, and/or higher \(T_e\), the toroidal extent of the cloud is larger. Pellet trajectories are straighter, or curve in the ion drift direction with the application of significant Neutral Injection, as shown in Fig.2(c), shot #23216 with a "large" pellet, \(I_0 = 385\) kA, \(B_0 = 2.21\) T and 2.6 MW of co-beams. One of the largest toroidal deflections seen for pellets in ASDEX is shown in Fig. 2(d), where the 7th and 8th pellet (30 msec apart) in a 380 kA weak NI shot #21559 (0.35 MW co-beams) can be seen turning nearly 90°.

A transition between a relatively smooth ablation track, and an oscillating, or striated track, is commonly observed in the edge region, and can be seen in Fig. 2(a) (if the reproduction is good enough!). Durst\(^\text{11}\) has associated this transition from smooth to non-symmetric (and oscillating) light emission with the \(q = 2\) layer in the TEXT tokamak. We see no correlation with the smooth/oscillating track boundary to the \(q\) value. In particular, beams force the oscillations to begin even closer to the plasma boundary than the usual 5-6 cm depth in ohmic discharges, for the same \(q\) at the edge. Also, ohmic discharges with \(q = 1.95\) at the plasma edge, still have a well defined smooth track zone, before the striations begin.

**Discussion:** The time development of the pellet ablation rate is dependent on the type of plasma conditions that are encountered. It is striking to compare the typical
ohmic tokamak pellet ablation time history, with that of a pellet ablating in the ohmic reversed field pinch. Usually in the tokamak discharge, the pellet ablates at first slowly, then ever more rapidly, with a sharp falloff in time as the pellet is consumed. In contrast, the RFP pellet time history is nearly the opposite...that is, the pellet light emission is strongest near the edge of the plasma, and then decreases as it nears the center. Tokamak discharges with large runaway content, or even neutral beam heating, also show enhanced edge ablation. Unlike runaways in tokamaks, the energetic electrons in the RFP are evidently not of high enough energy to cause bulk heating of the pellet (and hence its explosive demise), and instead the pellet remains intact.

Striations are a common feature in the tokamak, and even stellarator discharges. However, uniform, smooth bending tracks can also occur in tokamaks when pellets are fired early during the current rise phase. A model of a neutral cloud being alternately formed, and then left behind as the pellet edges out of the dense cloud shielding influence, lends itself naturally to an oscillatory explanation of the pellet ablation rate. An instability in the neutral shielding cloud can evidently be triggered by as yet unspecified plasma conditions. The association of a dip in the light intensity in the ablatant cloud, with the presence of the instability, remains to be tested. Plasmas/pellets without striations may hold the key to the instability trigger conditions. We note, that for sufficiently short energy confinement time (ie, the tokamak edge, or todays RFP plasmas) compared to the time the pellet spends in these regions, smooth ablation of the pellet should be expected, since the energy will “fill in” locally faster than being depleted by the pellet. This may explain why in ZT-40M, striations were almost never visible, since the pellet cloud basically sampled the entire plasma energy flux during its lifetime, due to the short global energy confinement time of the pinch. Also, conditions which bypass the neutral shielding cloud (ie, energetic fluxes of particles), should also have smoother pellet ablatant tracks.
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Figure 1: Deuterium pellet ($4 \times 10^{19}$ D° atoms) at 570 m/sec, ablating in an $I_0 = 380$ kA diverted ASDEX ohmic shot #26082. (a) Multiply-gated CCD picture (2μsec exposure every 50μsec). (b) Lineouts of the elongated (along field lines) cigar-shaped emission clouds show diminished emission in the central region of the brightest clouds, and $D_α$ emission on the dual time/penetration depth axis.

Figure 2: Top-view, time integrated ASDEX pellet photos. (a) Ohmic $I_0 = 350$ kA, $B_0 = 2.49$ T, $n_e = 3.4 \times 10^{13}$ cm$^{-3}$, “small” pellets, (a) first pellet and (b) fourth pellet. The striation (oscillation) frequency is about 75 kHz. (c) 2.6 MW Neutral injection, curvature in ion drift direction. (d) Strongest pellet curvature seen in ASDEX. (e) Reference photo, with radial calibration rod, marks every 10 cm. The diameter of the rod is 28.5 mm. The $r=40$ cm position is at the inner edge of the black mark, just above the inverted "3" on the rod. Due to lenses, the photos are inverted left-right, so the plasma current and toroidal field directions appear as if oriented from right to left, and drifting electrons impact the pellet cloud preferentially from the left side. The horizontal curved arc is light from the lower divertor throat.
Microwave reflectometry has been applied recently to tokamaks (1,2,3,4) as a diagnostic tool to obtain information on electron density profiles and electron density fluctuations.

Density fluctuations are expected to play an important role in the anomalous transport that degrades confinement in tokamaks (5). This kind of transport also plays a dominant role in the plasma edge region of stellarator machines.

Fixed frequency reflectometry gains information on the movements of the reflecting layer, this is a \( k \) integrated measurement of the density fluctuation. Being mainly sensitive to low \( k \) perturbations, reflectometry shows good spatial resolution. In this way reflectometry appears as a complementary technique to the classical scattering experiments.

The absolute magnitude of the density fluctuations can be evaluated using the density gradient if the absolute value of the reflecting layer displacement is known. This implies a coherent measurement of the phase shift between the launched and reflected waves.

As it is shown later this kind of detection needs a special receiver which is under construction.

The first approach is single homodyne detection, that gives qualitative information on fluctuations and can be used to measure the density profile by sweeping the probing frequency.

**EXPERIMENTAL SETUP**

In this paper we describe the system installed and operating in WENDELSTEIN VII - AS stellarator (\( R = 2 \text{ m}, \ a = 0.2 \text{ m}, \ m = 5 \)).

The system is based on two independent reflectometers looking to the plasma from the inner and outer side. The antennas are located in the equatorial
position of a poloidal plane with triangular plasma cross section (see fig. 1).

The specific B field geometry for this plane allows the use of extraordinary mode in both reflectometers, with a theoretical spatial resolution better than 5 mm in the radial direction. This is important for plasma edge studies, where ordinary mode reflectometers cannot operate.

For the standard value in W-VII-AS, $B = 2.5$ T, the system operates in the W microwave band: 75 - 110 GHz.

A single antenna reflectometer is installed at the outer side, where the machine has a port 28 mm diameter and direct straight access to the plasma. In the inner side a larger port is used. We have chosen a two antennas reflectometer to avoid the effect of parasitic references on the more complex line which is necessary due to the difficult access through this port.

**EXPERIMENTS AT $B = 1.25$ T**

Although the standard field will be 2.5 T, initial operation with Helium and Deuterium has been performed at 1.25 T with 70 GHz second harmonic ECRH and densities $1.5 - 2.0 \times 10^{19}$ m$^{-3}$.

Under these conditions the relevant cutoff frequencies lie in the V-band: 50 - 75 GHz. The vacuum window and low pass filtering to protect the diode from the gyrotron radiation restrict the useful range to 53-59 GHz.

Fixed frequency experiments have been carried out in this range with the single antenna system. Figure 2 shows two typical signals from OH (fig. 2 a) and ECRH discharges (fig. 2 b). When the launched wave reaches the cut-off layer in the plasma, in both cases, a good correlation with the line integrated density is observed.

Density fluctuations were detected with this system. Reflectometer signals stored with a sampling rate of 500 kHz have been Fourier analyzed. A broad-band spectrum was found, with a maximum around 10 kHz and decaying with the frequency $f$ as $f^{-\alpha}$ ($\alpha = 0.6 - 1.1$).

In figure 3, the fluctuation spectrum for an incident frequency of 55.6 GHz is shown. In this case the radial density profile was trapezium shaped and the wave was reflected in the gradient region near the top. The density at the center of the discharge was about $2.3 \times 10^{19}$ m$^{-3}$.

The amplitude of the spectrum decays to 30% of maximum value at 100 kHz. This behaviour is important when considering density profile measurements by swept reflectometry because perturbations coming from fluctuations can then be avoided choosing the relevant beat signal above 150-200 kHz.

Similar results in the fluctuation spectrum have been obtained on NBI discharges.
HETERODYNE RECEIVER

To gain information on the amplitude of the fluctuations we need coherent phase detection.

Dual sin/cos detection has been tested in the experiment. The adjustment of the phase shifted paths was not difficult for a given frequency but a higher signal to noise ratio than that achieved in the experiment is necessary to be able to discriminate the phase behaviour.

Another way for coherent detection is the introduction of a high frequency carrier, the signal at the receiver will be: \( V = A \sin (\omega t + \Phi(t)) \) instead of \( V = A \sin (\Phi(t)) \), where \( \Phi(t) \) gives the phase delay between the launched and reflected waves.

The carrier \( \omega \) must be much higher than the highest spectral components of \( \Phi(t) \). As we observed in the homodyne experiments 300 kHz can be a suitable upper limit for the spectrum of \( \Phi(t) \).

The most stable way to introduce the carrier is the heterodyne technique. The system (see fig. 4) is being constructed.

RF and LO oscillators can be synchronously varied during the discharge. The mixing scheme allows for relative frequency shifts between both signals (6).

The IF system has been designed to be used in scattering and fast interferometry experiments by using different front ends. With several local oscillators this system converts the first IF signal (4 - 8 GHz) down to a final frequency low enough (10 MHz) to be handled by the phase detection system.

Phase detection will be done by standard sin/cos units working at this low frequency or by zero-crossing techniques.

A filter bank as a fast tool for qualitative analysis will also be used.
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Fig. 1 Position of the antennas showing plasma density and B field contours.

Fig. 2 Comparison of reflectometry and mean density signals

Fig. 3 Fixed frequency reflectometry spectrum

Fig. 4 Heterodyne receiver
STARK SPLITTING OF BALMER TRANSITIONS AS A METHOD FOR MEASURING MAGNETIC FIELDS IN A RFP PLASMA
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Introduction

The departure of the magnetic field distributions in Reversed Field Pinch experiments from the ideal Taylor configurations [1] has a significant influence on the plasma resistance, transport and ion heating [2]. Whereas there are several possible techniques (e.g. [3-5]) for measuring magnetic fields in TOKAMAKS, this is not the case for RFP plasmas, primarily because of the smaller magnetic fields. Here we evaluate the diagnostic potential to an RFP of the induced Stark effect, as highlighted by recent observations of neutral beam atoms in the JET plasma [6]. These atoms are subject to varying Lorentzian electric fields as they traverse the plasma magnetic fields.

Neutral beam features and Balmer-alpha line intensity

A plan view of the geometry used in the analysis is illustrated in FIG 1. Here we consider the neutral beam and viewing directions to be in the equatorial plane. As the beam traverses the plasma it will be attenuated by charge exchange and ionisation collisions with the plasma ions. Increased beam attenuation not only reduces the beam shine-through but it also reduces the line excitation rate (proportional to neutral density). These conflicting attributes may be resolved by adjusting the beam power, atom energy and the beam orientation with respect to the plasma. In FIG 2 are shown the calculated results of such a case where a neutral beam power of ~100kW is used, with 40keV deuterium energy. The torus dimensions are: \(R/a = 2.0\)m/0.5m; the beam inclination angle, \(E_b\), is 50° and the density distribution is of the form: \(n(r) = 5\times10^{19} \{1-(r/a)^3\}\) m\(^{-3}\). The cross-sections used are \(\sigma_{\text{CX}} = 0.6\times10^{-19}\) m\(^2\) and \(\sigma_{\text{EX}} = 1.2\times10^{-19}\) m\(^2\) for the \(n = 3\) excitation rate. The optical/spectrometer characteristics assumed are: f/10 spectrometer, 4% quantum efficiency, 1% optical transmission (allowing for the use of fibre optics), spectrometer slit area = 2.5\times10^{-7}\) m\(^2\), 5cm effective diameter of the neutral beam and 1msec spectrum collection time. We can observe that the beam power is almost completely attenuated by the plasma and that the spectrometer should detect in excess of 10⁴ photo electrons from most positions in the plasma diameter.

Stark splitting of the Balmer-alpha transition

In the presence of background Balmer lines, discrimination is required to detect clearly those originating from the neutral beam. The easiest means of accomplishing this is from off-transverse viewing of the neutral beam to
avail of Doppler shifting of the detected spectrum. However, Doppler
effects can smear the Stark spectrum due to finite beam divergence and
light collection cone angles. It is worth noting that the beam velocity
is unimportant in these considerations as it affects equally the competing
Doppler and Stark effects. What matter are the magnetic field, the beam
and optics geometry, and the atomic transition involved. The effects of
finite beam divergence and light collection cones are included in the
calculations where the respective angular cones are segmented into
elements of apex and azimuthal angles. Each element in the beam yields a
particular Stark spectrum which suffers a range of Doppler shifts when
detected in the elements of the detection geometry. Composite spectra are
formed by summing from all the elements in both systems. A fixed
collection port size is used so the Doppler smearing decreases with
increasing distance along the beam for the geometry selected. The
spectral intensities are normalised to have unity integrated area from all
the channels (500 in these cases). The degree of Stark splitting and the
line component intensities are calculated from ref [7] and assuming full
statistical mixing. Here we assume an ideal Bessel Function Model [1],
for the RFP magnetic field configuration, with $I_\phi = 2MA$ and $\theta = 1.35$
($B_\phi(0) = 1.8T$, $B_\phi(a) = -0.25T$ and $B_\phi(a) = 0.8T$). Typical Lorentzian
electric fields in the beam are $\sim 2MV/m$. A beam half cone angle of $0.01^\circ$
beam divergence $\sim 0.35 \text{ mrad}$ is used and a 1cm radius collection port is
positioned at $X_c = -3.0m$ and $Z_c = 0.5m$ ($X_b = R_b + a$; $Y_b - Y_c = 0$, cf FIG 1).
A typical calculated spectrum is shown in FIG 3 where the Stark
features are clearly resolved.

Diagnostic potential There are several features to the emitted spectra
which may be exploited for making localised magnetic field measurements.
Here we evaluate the diagnostic potential by comparing the changes wrought
on these features by a 10% alteration to the magnetic field (the poloidal
field is considered here). If a measurable effect is produced the
technique would be of value where the equivalent accuracy of 10% in the
determination of magnetic fields in RFPs is desirable. In the examples
below, the 'standard plasma' is that referred to earlier and the
calculations are made for the range of plasma positions where there is an
appreciable line intensity (cf FIG 2). The differences in the Lorentzian
electric fields, from that of the 'standard plasma', are shown in FIG 4.
Except close to the axis, the changes from $\sim2\%$ to $10\%$ in the electric
field should be measurable from the degree of Stark splitting. Similarly,
the changes in the ratio of $\pi$ to $\sigma$ line intensities, as shown in FIG 5,
offer much the same sensitivity although the analysis would be complicated
by the degree of statistical mixing of the energy levels [6] which is
density dependent. Finally, we show in FIG 6 the corresponding
differences in the orientation of the Lorentzian electric field vector as
seen from the axis of the collection optics directed to the various
positions along the neutral beam. The orientation can be determined
experimentally by spectrally selecting the $\pi$ components and measuring the
orientation of the plane polarised light. Although experimentally difficult, changes in orientation of 1° can be measured by existing techniques using, for example, small half-shadow angle polarisers. Combining measurements of the Lorentzian electric field magnitude, which is proportional to the total magnetic field strength, and its orientation, both the toroidal and poloidal fields may be determined.

Conclusions In this feasibility study we find that the Lorentzian electric fields as seen by a neutral beam (100kW, 20keV/AMU) in a RFP can cause Stark splitting of Balmer transitions in excess of the Doppler smearing arising from the finite collection optics and the beam divergence. From observations of the various Stark spectral features, multipositional measurements of the magnetic fields may be made to an accuracy of about 10%.
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FIG 1 Plan view of neutral beam and viewing axis orientation with respect to the torus geometry.

FIG 2 Calculated distributions of the neutral beam power and the detected photo electrons for 40keV deuterium beam, n_e = 5x10^11(1-\frac{Z}{15}) m^{-3} and detector characteristics described in the text.
Balmer-alpha spectrum with freq. shift of $-2.57 \times 10^{-4}$

**FIG 3** Typical calculated Stark Balmer-alpha spectrum at $r = -0.22 \text{m}$. The spectral broadening arises from the range of Doppler shifts due to the finite beam divergence and the aperture of the collection optics.

$$(\varepsilon - \varepsilon_0)/(\varepsilon + \varepsilon_0)$$

Balmer enhancement $= 1.1$, ref BFM ($\theta = 1.35$)

**FIG 4** Normalised difference, $(|\varepsilon_1 - \varepsilon_0|)/(|\varepsilon_1 + \varepsilon_0|)$, of the Lorentzian electric field from the 'standard plasma' (giving an electric field $|\varepsilon_0|$) and that where the poloidal field is increased by 10%.

$$(I_{\pi} - I_{\alpha})/(I_{\pi} + I_{\alpha})$$

Balmer enhancement $= 1.1$, ref BFM ($\theta = 1.35$)

**FIG 5** Normalised difference in the $\pi$ to $\alpha$ line intensity ratios between the 'standard' (giving the ratio $R_0 = I_\pi/I_\alpha$) and 10% enhanced poloidal field cases.

$$(\alpha - \alpha_0)$$

Balmer enhancement $= 1.1$, ref BFM ($\theta = 1.35$)

**FIG 6** Difference in Lorentzian electric field direction, as seen from the collection optics, between the 'standard' and 10% enhanced poloidal field cases.
BASIC COLLISIONLESS PLASMA PHYSICS
1. Introduction

The UMIST linear quadrupole is a steady-state device in which Hydrogen plasma is continuously injected axially, at one end, from an external duoplasmatron source. The system has been described by Phillips et al (1978) and Daly and Elliott (1982). A cross-section of the magnetic field configuration is shown in Fig. (1). The system manifests a range of plasma micro-instabilities, and of these the drift waves particularly have been studied in some detail (Carter et al 1981). They occur in the shared-flux region, between the separatrix and the critical surface. We report here that we have succeeded in launching drift waves from probes. We present the evidence for their firm identification as true drift waves, and a model for the launching process. We also present initial evidence that we can launch drift-balloonning modes, which are not spontaneously present. Finally, we will discuss proposed applications of the launching technique to the study of drift waves.

Drift waves must have a small component of the wave vector $\mathbf{k}$ along the magnetic field direction. In the quadrupole, therefore, since the field lines are closed, the parallel component forms a standing wave around the field line, while the wave propagates along the axial direction. Observed spontaneous drift waves manifest symmetry about the horizontal plane, with nodes at the field maxima. The converse symmetry, with nodes at the field minima, is not observed, but is referred to as the drift-ballooning mode. The anti-nodes would appear at the point of maximum destabilising curvature. Such modes are theoretically predicted (Hastie and Taylor, 1971), but with low growth rate.

2. The wave-launching system

The observed frequency of the drift waves is between 40 and 60 kHz, and the wavelength along the direction of propagation is about 60 mm. A launching system has been constructed using four flag probes each 30 x 20 mm, aligned with the long dimension along the machine axis, and the short dimension parallel to the field. The flags thus are one half-wavelength in size, giving maximum radiation efficiency. The flags are arranged symmetrically around a flux tube, and are driven with the desired symmetry matching the drift mode being launched: if the left pair are driven in anti-phase with the right pair, the normal drift mode is excited. If upper and lower pairs are in anti-phase, the ballooning mode is launched. The system draws no net current from the plasma; current is passed from one pair to the other through the plasma by means of an isolating transformer. In the experiments described, the voltage applied between the flags was sinusoidal, and 20 V peak-to-peak.

The launched waves were detected using small cylindrical Langmuir probes, 1 mm in diameter and 1 mm in length, and biassed to -60 V. Several combinations
were used. A single probe is sufficient to measure the frequency spectrum; two probes, with variable separation along the axial direction, were used to measure the axial correlation, and hence the wavelength. For studies of the drift-ballooning mode, two detecting probes were used, both at the same axial position, separated by 100 mm along a field line, phased so that the ballooning symmetry could be positively selected.

3. **Experimental results**

A typical power spectrum is shown in Fig. (2). The launching symmetry was that of the normal drift wave, with opposite sides in antiphase. The broad peak at about 50 kHz is the intrinsic drift instability. The other broad peak at low frequency is a flute-like mode which has generally been identified with the 'shallow-well flute mode' of Hastie and Taylor (1971). The very narrow peak at 30 kHz is the launched wave, with amplitude comparable to the intrinsic drift waves.

Correlation measurements made across the machine and 150 mm downstream of the launcher show clearly that opposite sides are in antiphase, as expected for the drift wave.

The conclusive identification of the launched wave as a drift wave is provided by measurements of the dispersion curve, $\omega(k)$. This is shown in Fig. (3). The measurements are shown superimposed on the dispersion data for the intrinsic drive waves obtained by the correlation-phase velocity method (Conway and Elliott 1987, Briggs et al 1949). There is a very satisfying agreement between the intrinsic and launched wave measurements. In addition, we have shown that the launched wave propagates in the electron diamagnetic drift direction, and that there is no propagation in the opposite direction, a necessary condition for identification as a drift wave.

The drift ballooning mode is also being investigated, and preliminary results show that it can be launched, and that the phase velocity is roughly half that of the normal mode. This result is unexpected, since Carter et al (1981) present theoretical calculations of the dispersion curve suggesting that the phase velocity should be greater for the drift-ballooning mode, basically because trapped particle effects are absent. Further work is needed to confirm the results.

4. **The launching mechanism**

Measurements of the plasma impedance to current flow have been made (Ashraf and Rusbridge, 1988). These show that when current is injected and extracted by probes on opposite sides of the quadrupole, and on the same flux tube, as in the launching experiments, the current does not simply flow along the flux tube physically connecting the probes, but first flows radially to fill an expanded flux tube. It is the radial flow across the magnetic field that drives the plasma oscillation: the transverse current is carried by the polarisation drift mechanism and the $j \times B$ force causes the local plasma to oscillate rotationally around the flux tube linking the two flag probes Fig. (4). Since the flag is one half wavelength in dimension, the displacements of the plasma at the two ends of the flag are phase matched to that required by a drift wave with that wavelength. In addition, the potential variation imposed by the flag probe phase matches that required for a drift wave. The phase matching is correct only for a wave travelling in the downstream direction.
In further confirmation of this model, we find experimentally that small probes much smaller than a wavelength in dimension, launch very inefficiently, and indeed for a given flag probe, efficiency falls off as the launching frequency rises above or falls below the matching frequency. However, there may be other possible coupling mechanisms: one puzzling observation is that if the flag probes are rotated to lie in the transverse plane, parallel to \( B \), and with a negligibly small longitudinal dimension, the launching efficiency actually increases. We suspect that in this case the radial oscillation of the plasma along the downstream face of the flag dominates; also, the current channel will probably be very much larger than the flag thickness.

5 Decay rate measurements

The spatial decay constant has been determined as a function of frequency from the correlation measurements as a function of \( z \). These values can be transformed into temporal decay coefficients using appropriate values of the wave velocity. The results are shown in Fig.(5). The decay constant has a minimum value at frequencies where the drift waves are spontaneously generated. At these frequencies, the waves are decaying not to zero but to some limiting amplitude where mode losses just balance the energy input. Earlier measurements of the growth rate of the spontaneous waves (Carter et al 1981), however, do not show a maximum within the band, so the interpretation of this result is not clear.

6 The future programme

The ability to generate drift waves of specific frequency opens up many avenues of study. The original purpose of these studies was to facilitate the control of drift instabilities by feedback control: we are now in a position to launch into the plasma sufficient wave power to phase cancel the intrinsic broad-band spectrum of instabilities. In principle this should prevent plasma loss due to these instabilities, and thereby giving information about the energy pathway in which the drift instability plays a part. Non-linear coupling between modes can also be investigated, by stabilising a narrow band of the fluctuations and observing the effect on other modes. Non-linear interactions may also be studied by launching two modes simultaneously and measuring the degree of frequency mixing: such work will be complementary to the studies of Greb and Rusbridge (1988) using bi-spectra of the intrinsic fluctuations.
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Fig. 1 The Quadrupole magnetic field

Fig. 2 A typical power spectrum, showing intrinsic fluctuations and a narrow peak of launched wave power.

Fig. 3 Experimental dispersion data \( \omega(k) \) for intrinsic drift waves (crosses) and launched waves (dots).

Fig. 4 The wave launching mechanism: plasma oscillates rotationally around the driving flux-tube, driven by the \( j \times B \) force. The diagram shows the relationships at a maximum in the drift wave cycle.

Fig. 5 The relative decay constant \( \gamma/\omega \) for the launched waves.
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Abstract

Low frequency flute type electrostatic fluctuations are investigated experimentally in a magnetized plasma column. The fluctuations are generated by the Kelvin-Helmholtz instability due to an azimuthal $E_0 \times B_0/B_0^2$ velocity shear at the edge of the column. Correlation measurements demonstrate a coupling between this instability and gradient drift instabilities located at the radial position with the strongest density gradient. Cross correlation measurements of density and potential fluctuations demonstrate that the instability saturates by shifting the phase between these two quantities to a value differing from the one predicted by a linearized analysis. The turbulent fluctuations give rise to an anomalous plasma flux across the magnetic field lines. This flux is estimated by measurements of density and velocity correlations, where the randomly varying velocity is identified with the fluctuating $E \times B_0/B_0^2$ velocity. An explicit value for the effective bulk plasma diffusion coefficient is obtained from the measurements.

Measurements

The experiment was conducted in a cesium plasma produced in a single-ended Q-machine, with typical parameters being $n_0 = 10^9 cm^{-3}$, $T_i \approx T_e = 0.2 eV$ and $B_0 = 0.4 T$. The plasma column is composed of two parts. First, a central core terminated by the hot plate of the device. Surrounding this core we have a residual or scrape-off plasma layer, where the density decreases rapidly in the radial direction while the DC-electric potential increases from the negative plasma potential characterizing the core and reaching the ground potential of the stainless steel vacuum vessel. The strongly sheared $E_0(r) \times B_0/B_0^2$ rotation of the residual plasma layer gives rise to a Kelvin-Helmholtz instability causing an enhanced level of $B_0$-field aligned, flute-type, electrostatic fluctuations [1,2]. Typical radial variations of the frequency spectrum are shown in fig. 1. We found that fluctuations in the central core are characterized by the approximate
relation $e\phi/T_e \approx \tilde{n}/n_0$ and have a peak rms-level where the density gradient is largest. These features are consistent with drift-wave type fluctuations. In the residual plasma we find on the other hand a high level of broadband turbulence with $e\phi/T_e \gg \tilde{n}/n_0$, as expected for flute-type fluctuations. We explicitly verified the $B_0$-field aligned property of the fluctuations by two-probe measurements and by varying the length of the plasma column.
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The characteristic azimuthal velocity of propagation, associated with the broadband turbulence, was determined by cross-correlation measurements for different time
delays $\tau$ as shown in fig. 2; a) $\tau = 0$, b) $\tau = 25\mu s$, c) $\tau = 50\mu s$, d) $\tau = 100\mu s$. We found that this velocity was close to the azimuthal $E_0 \times B_0/B_0^2$ velocity deduced by averaging the radial electric field over the thickness of the residual plasma layer. Correlation techniques were used also to investigate the phase relations between density and potential fluctuations. By this procedure we also demonstrated a weak correlation between the drift wave fluctuations in the central plasma and the flute turbulence in the residual plasma.

Figure 3.

Figure 4.
In order to investigate a possible relation between the turbulent fluctuations and an enhanced, anomalous, radial transport we measured the average radial plasma flux \( \langle \hat{n} \hat{v}_r \rangle \). Since the fluctuations are characterized by frequencies well below the ion cyclotron frequency, we identify \( \hat{v}_r = \hat{E}/B_0 \), where \( \hat{E} \) here denotes the azimuthal component of the fluctuating electric field. This component is measured by the fluctuating potential difference between two closely spaced Langmuir probes, while the fluctuations in plasma density are monitored by the fluctuations in saturation current to a third Langmuir probe [2]. Probability densities for the amplitudes of \( \hat{n} \), \( \hat{E} \) and the product \( \hat{n} \hat{E} \equiv \hat{\Gamma} \) are shown in fig. 3. An arrow indicates the average value \( \langle \hat{n} \hat{E} \rangle \neq 0 \), which corresponds to a net plasma flux out of the plasma column. A diffusion coefficient can be determined with a value several orders of magnitude larger than classical, collisional diffusion but somewhat below the value given by the traditional Bohm formula. The auto-correlation functions for \( \hat{n} \), \( \hat{E} \) and \( \hat{\Gamma} \) were measured together with the cross-correlation function \( \langle \hat{n}(t) \hat{E}(t + \tau) \rangle \). The phase relations between \( \hat{n} \) and \( \hat{E} \) for various frequencies was determined by Fourier transform of the latter quantity, giving the complex cross-power spectrum which is written as \( S(f = \omega/2\pi) = |S(f)|e^{i\Psi(f)} \). The two quantities \( |S(f)| \) and \( \Psi(f) \) are shown in fig. 4. The phase spectrum \( \Psi(f) \) indicates that for high frequencies there is a phase difference of approximately 0 between \( \hat{n} \) and \( \hat{E} \) with our convention of notation. At the lowest frequencies, where much of the energy is condensed according to \( |S(f)| \), we have on the other hand a phase difference closer to \( \pi/2 \). The high frequency (i.e. short wavelength) modes in \( |S(f)| \) shown in fig. 4 are close to the density—electrical field phase relation of 0 which gives linear instability. The low frequency, long wavelength components, on the other hand have a phase relation corresponding to the saturated stage. The phase spectrum \( \Psi(f) \) thus invites an interpretation where energy is being fed into high mode numbers by the instability with the energy cascading to lower mode numbers which are driven into saturation. For these modes energy can be ultimately dissipated by e.g. friction with the end plates of the device. The cascade of energy towards long wavelengths seems a generic feature of two-dimensional, i.e. flute type, turbulence.

References


THEORY OF WEAKLY NONLINEAR OSCILLATIONS IN THE PIERCE DIODE WITH EXTERNAL–CIRCUIT ELEMENTS

M. Hörhager and S. Kuhn

Bounded Plasma Systems Group, Institute for Theoretical Physics, University of Innsbruck, A–6020 Innsbruck, Austria

Introduction and Summary. The dynamical evolution of a realistic bounded plasma system is, by definition, governed by the simultaneous and self–consistent interaction of the plasma, its material boundaries, and the external circuit. Being dissipative, bounded plasma systems will in practice most often be encountered in some well–defined nonlinear attractor state. While d.c. equilibria (fixed–point attractors) of various kinds often are relatively straightforward to calculate and hence have been treated extensively in the literature, the theory of oscillatory and chaotic attractors (periodic and non–periodic oscillations, respectively) in bounded plasma systems is still in its early beginnings and hence needs systematic development starting out from the very fundamentals.

In the present paper, a theory of weakly nonlinear steady–state oscillations is presented for one of the simplest and most fundamental bounded plasma systems, namely the uniform classical Pierce diode[1–3] extended by nontrivial external–circuit elements[4–7], cf. Fig. 1. The theory is applicable in parameter regimes where linear stability analysis predicts just one unstable eigenmode which is oscillatory and whose growth rate is sufficiently small for all perturbations to be approximately representable as Fourier series in time with just a small number N of harmonics (N ≥ 3).

Numerical results are presented for the "three–harmonic approximation", in which, by definition, the fourth and higher harmonics are neglected. The dependence of the nonlinear fundamental frequency on the normalized system length is given, in some appropriate parameter range, for the short–circuit case. A slight discrepancy is found with Godfrey's[3] results, which, however, were obtained by purely numerical integration of the basic equations in integral form. Also shown are spatial velocity profiles.

To our knowledge, this is the first analytic treatment of self–consistent, steady–state nonlinear oscillations in a bounded plasma system.

Model and Basic Equations. In the "classical" Pierce Diode [1–3], a cold electron beam propagates without collisions between an emitter located at x = 0 and a collector located at x = l. The electrons (mass m, charge –e) leave the emitter with constant density n₀ and velocity v₀, and are absorbed when hitting either electrode. The ions are assumed to be immobile and to provide a uniform neutralizing background with density n₀. Being externally shorted, the two electrodes are constantly kept at the same potential. We furthermore assume that the dc state about which the oscillations occur is characterized by uniform electron density n₀ and, hence, zero electric field inside the diode gap. The various phenomena occurring in the classical Pierce diode are conveniently parametrized in terms of the normalized system length

\[ \alpha = \frac{\omega_p}{v_0}, \]

where \( \omega_p = \sqrt{n_0 e^2/(\varepsilon_0 m)} \) is the electron plasma frequency.

For the more general "extended" Pierce diode considered here (Fig. 1), the basic
equations are
\[ \frac{\partial n}{\partial t} + \frac{\partial}{\partial x} (n v) = 0 \]  
\[ \frac{\partial E}{\partial x} = \frac{e}{\epsilon_0} (n_0 - n) \]  
\[ V(l,t) - V(0,t) = -\int_0^1 dx \ E(x,t) = L \frac{d}{dt} I + R I + \frac{Q}{C} + U_B \]

with \( n(x,t) \) the electron density, \( v(x,t) \) the electron velocity, \( E(x,t) \) the electrostatic field; \( j_p(x,t) = -env \) the plasma current density, \( J(t) = I(t)/A \) the external-circuit current density (with \( I(t) \) the total external-circuit current and \( A \) the electrode area); \( R, C \) and \( L \) the external-circuit resistance, capacitance, and inductance, respectively, and \( Q(t) \) the electric charge sitting on the right-hand plate of the capacitor \( C \). The battery voltage \( U_B = -IR \) serves to compensate the dc potential drop across the resistance \( R \). The electrostatic potential \( V(x,t) \) is defined by \( E = -\nabla V \) and \( V(0,t) = 0 \). Equations (2)–(6) are the continuity, momentum, Poisson, total-current conservation, and external-circuit equations, respectively. They are complemented by the "standard" electron boundary conditions
\[ n(0,t) = n_0 \]  
\[ v(0,t) = v_0 \]  
Note that (5) is not an independent equation but follows by appropriate combination of (2)–(4).

**Nonlinear Fourier Analysis.** We now decompose any physical quantity \( u \) as
\[ u(x,t) = \bar{u} + \tilde{u}(x,t), \]  
with \( \bar{u} \) the constant equilibrium value and \( \tilde{u}(x,t) \) the perturbation. The equilibrium quantities are given by \( n = n_0, v = v_0, E = 0, \bar{J} = -env, \) and \( \bar{Q} = 0, \) the last equality following from the large inductance \( L_c \), which bridges the capacitance \( C \) dc-wise. Then, upon inserting (9) into (2)–(8), the equations for the perturbations follow as
\[ \frac{\partial \tilde{n}}{\partial t} + \frac{\partial}{\partial x} (\tilde{n} v + \tilde{n} v + \tilde{n} v) = 0 \]  
\[ \frac{\partial \tilde{E}}{\partial x} = -\frac{e}{\epsilon_0} \tilde{n} \]  
\[ -\int_0^1 dx \ E(x,t) = A \left[ L d\bar{J}/dt + R \bar{J} + C \frac{d}{dt} \int_0^L J(r) \right] + \frac{\bar{Q}(0)}{C} \]  
\[ \tilde{n}(0,t) = 0 \]  
\[ \tilde{v}(0,t) = 0 \]

Using (11) and (12) to express \( \tilde{E} \) and \( \tilde{n} \) in terms of \( \tilde{v} \), we obtain from (13)
\[ \frac{\partial^2 \tilde{v}}{\partial x^2} + 2 \tilde{v} \frac{\partial^2 \tilde{v}}{\partial x \partial t} + \omega^2 \tilde{v} + \tilde{v}^2 \frac{\partial^2 \tilde{v}}{\partial x^2} + \frac{\partial \tilde{v}}{\partial x} \frac{\partial \tilde{v}}{\partial t} + 2 \tilde{v} \frac{\partial^2 \tilde{v}}{\partial x \partial t} + \tilde{v} \left[ \frac{\partial \tilde{v}}{\partial x} \right]^2 \]  
\[ + 2 \tilde{v} \tilde{v} \frac{\partial^2 \tilde{v}}{\partial x^2} + \tilde{v} \left[ \frac{\partial \tilde{v}}{\partial x} \right]^2 + \tilde{v}^2 \frac{\partial^2 \tilde{v}}{\partial x^2} = -\frac{e}{m \epsilon_0} \tilde{J}, \]

and a second relation between \( \tilde{v} \) and \( \tilde{J} \) follows from inserting (11) into (14):
\[ -\int_0^1 dx \ E(x,t) = \frac{m}{c} \left[ \frac{\partial}{\partial t} \int_0^L \tilde{v}(x,t) + \tilde{v} \tilde{v}(l,t) + \frac{1}{2} [\tilde{v}(l,t)]^2 \right] \]
\[ \frac{d^2 \bar{v}}{d\tau^2} + \bar{v} \frac{d^2 \bar{v}}{d\tau^2} + [\frac{\partial \bar{v}}{\partial \tau}]^2 \bigg|_{x=0} = 0 . \]

Looking for steady-state oscillations periodic in time, we now expand any real perturbation \( \bar{u} \), and specifically \( \bar{J} \), in Fourier series of the form

\[ \bar{u}(x,t) = \sum_{n=-\infty}^{\infty} \bar{u}_n(x)e^{-in\omega t} \quad (20) \quad \bar{J}(t) = \sum_{n=-\infty}^{\infty} \bar{J}_n e^{-in\omega t} \quad (21) \]

where the time-averaged profile \( \bar{u}_0(x) \) and the nonlinear fundamental frequency \( \omega \) are real, \( \bar{u}_n(x) = [\bar{u}_n(x)]^* \) is the spatial profile of the \( n \)-th harmonic, and, specifically, \( \bar{J}_0 = 0 \). Inserting the Fourier series for \( \bar{v} \) and \( \bar{J} \) into (17), (16), (19) and (18), and collecting powers of \( \exp(-in\omega t) \), we obtain the following relations:

\[ \left\{ \begin{align*}
(-\infty)2\bar{v}_n + \omega^2 \bar{v}_n + 2\bar{v}(-\infty)2\bar{v}_n + 2\sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} [\frac{\partial \bar{v}_m}{\partial x} \frac{\partial \bar{v}_n}{\partial x}] \bigg|_{x=0} = 0 \\
\in\omega^2 n-m \frac{\partial \bar{v}_m}{\partial x} + \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{\partial \bar{v}_m}{\partial x} + \frac{\partial \bar{v}_n}{\partial x} + \frac{\partial \bar{v}_n}{\partial x} \bigg|_{x=0} = 0 \\
\in\omega^2 \bar{v}_n(0) = 0 \\
(\in\omega^2) \frac{dx}{0} \bar{v}_n(x) + \bar{v} \bar{v}_n(l) + \sum_{m=-\infty}^{\infty} \frac{\partial \bar{v}_m}{\partial x} + \frac{\partial \bar{v}_m}{\partial x} \bigg|_{x=0} = \in\omega^2 \bar{v}_n(l) \bar{v}_n(l) \\
(1-\delta_n)A \left[-i\in\omega L + R + (-i\in\omega C)^{-1}\right] \bar{J}_n
\end{align*} \]

Three-Harmonic Approximation. From now on we restrict ourselves to weak nonlinearities, so as to be able to apply nonlinear perturbation theory with just a small number \( N \) of harmonics, where the \( n+1 \)-st harmonic is one order smaller than the \( n \)-th one and the time-averaged part of the perturbation is of second order.

In the general procedure for evaluating the "\( N \)-harmonic approximation", we first write down Eqs. (22)-(24) for each order \( n \) involved \( (n = 1 \text{ for } N = 1 \text{ and } n = 1, 2, 3, \ldots, N \text{ for } N > 2) \) and solve these separately to obtain the \( n \)-th order velocity profiles, with \( \omega \) and the current amplitudes as parameters. Inserting these profiles into the appropriate \( n \)-th order external-circuit equations (25), and requiring \( \omega \) to be real, we arrive at the relation(s) from which to calculate \( \omega \) and the current amplitudes.

In both the linear \( (N = 1) \) [1,3-5] and two-harmonic \( (N = 2) \) [7] approximations, the current amplitudes remain undetermined, and the admissible values of \( \omega \) are the linear eigenfrequencies, i.e., the (generally complex) solutions \( \omega = \omega_{1n} \) of the "characteristic equation"

\[ D_{11n}(\omega) \equiv A \left[-i\omega L + R + \frac{1}{-i\omega C} \right] + \frac{\dot{v}_p}{\omega_p} \left[ \omega_p(\omega - \omega_p)^2 \exp \left[ i \frac{(\omega - \omega_p)}{\dot{v}_p} \right] - \omega_p(\omega + \omega_p)^2 \exp \left[ i \frac{(\omega + \omega_p)}{\dot{v}_p} \right] + 2\omega(\omega^2 + \omega_p^2) - 2\omega(\omega^2 + \omega_p^2) \right] \frac{1}{-i\omega \dot{v}_p} = 0 . \]

The lowest approximation that renders both the fundamental frequency \( \omega \) and the current amplitudes well-defined is the "three-harmonic approximation" \( (N = 3) \), for which the general procedure outlined above leads to the relation

\[ \rho(\omega) \equiv D_{11n}(\omega)/f(\omega) = |\dot{J}_1|^2 \]
with \( f(\omega) \) a complicated function given in [7]. Since we are still dealing with an approximation, we cannot expect \( \omega \) and \( p(\omega) \) to be exactly real simultaneously, so we require \( \omega \) to be real and determine its value by (numerically) minimizing \( \text{Im} p(\omega) \). The frequency shift \( \Delta \omega = \omega - \omega_{1\text{in}} \) is of second and \( \Delta v_1 = v_1 - \bar{v}_{1\text{in}} \) is of third order, while \( v_0(x) \) and \( \bar{v}_2(x) \) are the same as in the two-harmonic approximation [7].

**Numerical Results.** To demonstrate our theory, we present some numerical results for the short-circuit Pierce diode (\( L = 0, R = 0, 1/C = 0 \)). Figure 2 shows both \( \text{Re} \omega_{1\text{in}} \) and the nonlinear \( \omega \) in the parameter range \( 2.86 \leq \alpha/\pi \leq 2.90 \), also as given by Godfrey [3]. Our theory should work best for \( \alpha/\pi \) just slightly below 2.897 (at which value the linear growth rate vanishes) and break down completely for \( \alpha/\pi \leq 2.865 \) (where a period-doubling cascade occurs and hence our ordering scheme is inappropriate). In the whole range shown, our linear and nonlinear frequencies are typically 1% less than Godfrey's, and we believe that, at least for \( \omega \) near \( \alpha = 2.897 \) and for \( \text{Re} \omega_{1\text{in}} \) over the entire \( \alpha \)-range, our results are more accurate. In addition, Figs. 3(a) and 3(b) show the linear first-order velocity profile and its third-order correction, respectively, for the parameter value \( \alpha/\pi = 2.88 \). More results can be found in [7].
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BUILDUP OF ELECTRONS WITH HOT ELECTRON BEAM INJECTION INTO A HOMOGENEOUS MAGNETIC FIELD

V.A. Bashko, A.M. Krivoruchko, I.K. Tarasov
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The injection of the monoenergetic beam of electrons into the vacuum drift channel under the conditions when the beam current exceeds a certain threshold value involves a virtual cathode creation. The process of virtual cathode creation leads to an exchange of one-fluid movement of beam particles to three-fluid one corresponding to incident, reflected and passed through anticathode beam particles. For the monoenergetic beam case when the velocity spread $\Delta V < V_{dr}$ ($V_{dr}$ is the beam drift velocity), the beam instability was predicted in theory and was observed in experiment in [1]. Meanwhile, the injection in the drift space of the "hot" beam having finite spread in velocities may be accompanied not only by the reflection of particles if their velocity $V < (2e\varphi/m)^{1/2}$ (where $\varphi$ is the electrostatic potential dip value, $e$ and $m$ are the electron charge and mass, respectively), but also the mutual Coulomb scattering of incident and reflected electrons. The scattering process leads in its turn to appearance of viscosity forces and to trapping of a part of beam electrons into the effective potential well formed by electrostatic potential dip and the viscous force potential. The interaction of travelling and trapped particles may occur even at the stage preceding the virtual electrode formation and it may influence the process of its appearance and also the current flow through the drift space [2]. In this report there are described the experimental results on accumulation of electrons when electron beam propagates in vacuum and has a large spread in particle velocities $\Delta V \leq V_{dr}$ in the homogeneous longitudinal magnetic field when $\omega_{pe} \ll \omega_{ce}$, where $\omega_{pe}$ is the electron Landau frequency of beam electrons, $\omega_{ce}$ is the electron cyclotron frequency.

The experiments were performed in the device described in detail in [2]. The hollow electron beam ($a = 2$ cm diameter, $\Delta \approx 1+2$ thickness, 20+50 eV energy) is injected into the drift space (tube of $L \approx 150$ cm length and $2R = 4$ cm diameter) which was limited from edges by entrance and exit plane grids. The tube is cut along the forming line into two equal parts with the angular dimension of 180° ($\Phi$ -electrodes). The constant homogeneous longitudinal magnetic field has
the intensity \( H = 100 + 1000 \text{ Oe} \). The working pressure is \( 10^{-6}\text{Torr} \). In the experiments there were measured: the time averaged distribution function over longitudinal energies with electrostatic analysers; particle density in the drift space by measuring the frequency of the diocotron mode with the azimuthal number \( \ell = 1 \); the emission current of the electron gun cathode; the current \( I_{\text{entr}} \) on the drift space entrance; the current \( I_{\text{ex}} \) on its exit; the oscillations and currents on HF Langmuir probes; the currents on \( T \)-electrodes.

In the experiments performed, special attention was devoted to analyzing the ion background influence, the background having being formed by beam electrons ionizing the residual gas. In our experiments this influence of ion background with ionizing the residual gas by beam electrons was not essential. In Fig. 1 there are depicted the dependence of the current passed through the drift space \( I_{\text{ex}} \) versus the current at the entrance \( I_{\text{entr}} \) when the voltage at the electron gun cathode is \( U = -50 \text{ V} \). Dependences 1 and 2 are measured automatically with the two-coordinate recorder with the large integration time. It is seen from Fig. 1 that with \( I_{\text{entr}} \) increasing the movement along the curve 1 from the point 0 to point B is accomplished along its lower branch. When \( I_{\text{entr}} \) decreases, the movement along the curve from B to 0 is along its upper branch. Thus, curve 1 of Fig. 1 exhibits a hysteresis on \( I_{\text{ex}} \) versus \( I_{\text{entr}} \) dependence which, however, is opposite in nature to the well-known similar hysteresis dependence for the monoenergetic beam[3, 4] and the beam having a strong spread over longitudinal velocities[2] when they work in the stationary regime. Meanwhile, in curve 2 of Fig. 2 the hysteresis in \( I_{\text{ex}} \) versus \( I_{\text{entr}} \) dependence is absent. Curve 2 differs from curve 1 in this Figure only in the delay time between two subsequent periodic current pulses. This time is 3.5 times larger in curve 2 as compared with curve 1. The different behaviour of curves 1 and 2 in Fig. 1 points to the presence of the noticeable volume charge in the drift space even after switching off of the beam injection pulse. Indeed, only the presence of trapped electrons which drift comparatively long time in the magnetic field and the effect of which is essential 400 msec after the injection pulse ended may explain the reverse hysteresis on \( I_{\text{ex}} \) versus \( I_{\text{entr}} \) dependence,
curve 1 in Fig. 2. When the beam of 400 \( \mu \)sec duration with 400 \( \mu \)sec pause between pulses is injected, the drift space has no time to free itself from the space charge accumulated during the previous current pulse. The time averaged distribution functions of incident, passing and reflected beams measured under these conditions has a spread in longitudinal velocities \( \Delta \nu/\nu_d = 0.7 \pm 0.8 \). Fig. 2 shows the oscillograms of: the negative voltage on the electron gun cathode; (ii) the current on one of the \( \mathcal{T} \)-electrodes; and (iii) current on the same \( \mathcal{T} \)-electrode when on the other electrode a positive pulse of 0.3 msec duration and the amplitude 1 V is present. The oscillations registered with the \( \mathcal{T} \)-electrode correspond to the diocotron branch of charged plasma oscillations with the azimuthal wavenumber \( \ell = 1 \). It is easily seen from Fig. 2 that the noticeable "tail" of oscillations exists during more than 1 msec after the beam injection pulse has been ended. It is also seen that the oscillation period increases with time and the times of growth and disruption of oscillations do not exceed their period as it follows from oscillogram 3 in Fig. 2 where for demonstration of this fact the positive pulse is given to one of \( \mathcal{T} \)-electrodes. The pulse with 1 V amplitude totally damps the "tail" oscillations during the 0.3 msec period of its presence. Our experiments show that the diocotron mode of oscillations with \( \ell = 1 \) is excited as a rule also during the time of beam injection, the frequency of these oscillations being always higher than the "tail" oscillation frequency. The presence of diocotron oscillations points out that in the drift space apart from the beam electrons passing through it the electrons are present the lifetime of which is not less than the diocotron oscillation period to excite these oscillations at all. The presence of these "tails" in oscillograms in Fig. 2 speaks to the lifetime of the part of electrons being considerably bigger than the period of the \( \ell = 1 \) diocotron mode. Using the relation of the drift frequency of rotation of the hollow beam in crossed own electrical and longitudinal magnetic field \( \omega = (3/2)(\omega_{pe}^2/2\omega_H) \) (\( \delta \approx 0.5, \ H = 1 \) kOe for our experimental conditions) one may estimate the electron density \( n_e \) with the help of oscillograms of Fig. 2. It amounts to \( n_e \approx 4 \times 10^6 \) cm\(^{-3}\). The particle density of the injected beam is equal to \( n_0 = 2 \times 10^7 \) cm\(^{-3}\). This estimate shows that the
part of electrons drifting long time \( \sim \sqrt{m/e} \) in the magnetic field is noticeable and amounts to \( n_e/n_f \approx 0.2 \).

Thus we come to the conclusion that when electron beam with a large velocity spread is injected, the long lifetime electrons are accumulated in the drift space located in the magnetic field, the density of which being a noticeable fraction of the electron density of the injected beam. The obtained results on accumulation and confinement of electrons may be explained if the dissipative force of viscosity \([5]\) is included in the balance of forces acting on a single electron along with the electrostatic force due to the dip of the electrostatic potential and the Lorentz force, this dissipative force occurring in the charged magnetized plasma due to electron-electron collisions between the travelling and the trapped particles in the presence of the drift velocity shear.
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1. INTRODUCTION

It is well known that the energy confinement times observed in tokamaks cannot be explained by the classical or neo-classical transport theory. The alternative explanations are based on the existence of various kinds of micro-instabilities, or on the stochastic destruction of the magnetic surfaces, due to the interaction of magnetic islands of different helicities.

In the absence of a well established theory of anomalous transport it is perhaps important to study in some detail the diffusion coefficient of single charged particles in the presence of electromagnetic fluctuation, because it can provide the physical grounds for more complete and self-consistent calculations.

In the present work we derive a general expression for the transverse diffusion coefficient of electrons and ions in a constant magnetic field and in the presence of space and time dependent electromagnetic fluctuation. We neglect macroscopic drifts due to inhomogeneity and field curvatures, but retain finite Larmor radius effects.

2. PERTURBED CYCLOTRON MOTION

Let us consider a particle, of charge \( q_\alpha \) and mass \( m_\alpha \) (where \( \alpha = e, i \)) moving in a constant magnetic field \( B_0 = B_0 z \), and submitted to the influence of electromagnetic field fluctuations, \( E(\vec{r}, t) \) and \( B(\vec{r}, t) \). The corresponding equation of motion can be written as:

\[
[\frac{d}{dt} + \omega_{c\alpha}(1 + \beta_z(t))] \vec{v}(t) = -\omega_{c\alpha}\beta_1(t)\vec{a}(t) + \omega_{c\alpha}\vec{\varepsilon}(t) \tag{1}
\]

where \( \omega_{c\alpha} = q_\alpha B_0 / m_\alpha \) is the cyclotron frequency, \( \vec{\varepsilon}(t) = E(t)/B_0 \) and \( \beta_z \) and \( \beta_1 \) are the parallel and perpendicular components of the normalized magnetic fluctuations,
\[ B(t)/B_o = \beta_1(t) + \beta_2(t) \delta \]

Assuming that \(|\beta_2| \ll 1\), we can integrate eq. (1), using an iterative procedure [1].

The result is:

\[ \tilde{\gamma}(t) = \sum_{n=0}^{\infty} U_r^{*}(t) \beta_1(t) n \tilde{\gamma}(t) + \omega_c \alpha \tilde{\epsilon}(t) \]  \hspace{1cm} (2)

where we have used the renormalized cyclotron propagator \( U_r(t,t_o) \), which obeys the equation:

\[ \left[ \frac{d}{dt} + \omega_c (1 + \beta_2(t)) \right] U_r(t,t_o) = 0 \]  \hspace{1cm} (3)

with \( U_r(t_o,t_o) = 1 \). The notation (*) appearing in eq. (2) means the convolution operation:

\[ (A * B)_t = \int_0^t A(t)B(t-t)dt \]

In the following calculations we will use the first order approximation of eq. (2), which can be written as:

\[ \tilde{\gamma}(t) = U_r(t,t_o) \tilde{\gamma}(t) + \omega_c \alpha \int_t^{t_o} dt_i U_r(t,t_i) \tilde{\epsilon}(t_i) - \omega_c \int_t^{t_o} dt_i U_r(t,t_i) [\beta_1(t_i) \beta_1(t_i)] U_r(t,t_o) \tilde{\gamma}(t_o) \]  \hspace{1cm} (4)

3. **TRANSVERSE DIFFUSION COEFFICIENT**

For each initial particle position \( \vec{r}_0 = \vec{r}(t=t_o) \), we have the following solution of the equation of motion:

\[ \vec{r}(t) = \vec{r}_0 + \int_0^t dt' \vec{\gamma}(t') \]

Defining the transverse component of the particle position by:

\[ r_{\perp}(t) = x(t) + iy(t) \]

and integrating eq. (4) we obtain:

\[ r_{\perp}(t) = r_{\perp,0} + \int_0^t dt' e^{-i\omega_c (t-t')-i\gamma(t')} v_{\perp,0} + \omega_c \int_0^t dt'' \int_0^{t-t'} dt' e^{-i\omega_c (t''-t')-i\gamma(t''-t')} h_{\perp}(t') \]  \hspace{1cm} (5)
where \( v_{10} = v_x(t_0) + iv_y(t_0) \) and:

\[
\tau(t) = \int_0^t dt' \beta_z(t')
\]

\[
h_\perp(t) = c_\perp(t) + iv_\perp \beta_\perp(t)
\]

(6)

Let us assume now that the initial particle position, at \( t = t_0 \), is exactly known, \( \bar{r}(t_0) = \langle \bar{r}(t_0) \rangle \), where \( \langle \rangle \) means the stochastic average, and that the parallel fluctuations can be neglected. We can write:

\[
\bar{r}_\perp(t) = r_\perp(t) - \langle r_\perp(t) \rangle = \int_0^t dt' [e^{-i\omega_c t(t-t')} - 1]h_\perp(t')
\]

(7)

The transverse diffusion coefficient will be given by:

\[
D_\perp(t) = \frac{d}{dt} \langle \bar{r}_\perp(t) \bar{r}_\perp^*(t) \rangle
\]

(8)

Under the assumption of a stationary and homogeneous turbulence and modelizing the correlation of the field fluctuations by a step function characterized by a correlation time \( \tau_c \), we get:

\[
D_\perp = B_0^2 \int d\kappa H_\perp(k,0) \phi_\alpha(k,\tau_c)
\]

(8)

where

\[
\phi_\alpha(k,\tau_c) = \frac{1}{k_\perp^2D_\perp} \left[ 1 - \exp(-\frac{1}{2}k_\perp^2D_\perp\tau_c) + \frac{k_\perp^2D_\perp}{4\omega_c^2} \right] \left[ 1 - \cos(\omega_c\tau_c) \right] \frac{2\omega_c^2}{k_\perp^2D_\perp} \sin(\omega_c\delta_c) \exp(-\frac{1}{2}k_\perp^2D_\perp\tau_c)
\]

and

\[
H_{\|k}(t'-t'') = \frac{8\pi}{V} \langle h_{\|k}(t')h_{\|k}^*(t'') \rangle
\]

where \( V \) is the volume occupied by the system and \( h_{\|k}(t) \) is the space Fourier transform of \( h_{\perp}(t) \).

4. QUASI-LINEAR AND NON-LINEAR REGIMES

Let us consider two important limiting cases. The first corresponds to the non-linear regime, where the non-linear exponential decay time \( \tau_D = [k_\perp^2D_\perp/2]^{-1} \) is much smaller than the correlation time \( \tau_c \). In this case, eq. (9) can be reduced to:

\[
D_\perp = \frac{2}{B_0} \int d\kappa \frac{H_{\|k}(0)}{k_\perp^2} \frac{1}{2} \left( 1 + \frac{m^2}{\alpha^2} \right) \frac{1}{B_0^2} \int d\kappa k_\perp^2H_{\|k}(0)
\]

(10)
The first term of this expression shows the Bohm-like behaviour already obtained for the guiding-centre motion in the presence of electrostatic fluctuations [2]. The second term contains the corrections due to the finite Larmor radius.

In the opposite case of very long decay times $\tau_D \gg \tau_C$, we can derive from eq. (9):

$$D_\perp = \frac{2}{B_0^2} \left[ \tau_C + \frac{1}{\omega_{CA}} \sin(\omega_{CA} \tau_C) \right] \int d\mathbf{k} \mathbf{H}_k(0) \quad (11)$$

We recognise in the first term of this expression the well known quasi-linear diffusion coefficient. Again, the second term contains the contributions of the cyclotron motion.

5. CONCLUSIONS

The transverse diffusion coefficient of a charged particle in the presence of electromagnetic field fluctuations was derived taking into account the finite Larmor radius effects. This result contains, as particular cases, the quasi-linear and the non-linear Bohm-like diffusion coefficients.

As our expression contains the effects of the cyclotron orbits it seems adequate for comparing the anomalous transport of electrons and ions as a function of the scale lengths of the field fluctuations [3].

These results are now being generalized to take into account the contributions of the parallel field fluctuations and the drift effects in a tokamak geometry.
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ELECTRON-ACOUSTIC SOLITONS IN A TWO-ELECTRON TEMPERATURE PLASMA
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Introduction

A system of two electron temperature is observed in magnetosphere plasmas [Williams(1)], Solar Wind [Fledman et al (2)] and in laboratory plasmas [Jones et al(3)]. In such a system the existence of positive and negative ion-acoustic solitons have been shown experimentally and theoretically. However, the investigation of the existence of electron-acoustic soliton has not been done so far. Using the fluid model under the condition \( C_A \gg A \gg C_e \) analytical investigation of electron-acoustic solitary wave has been done. Both the Sagdeev potential formulation and reductive parturbation technique have been used. Finite thermal effects have also been incorporated for the sake of complete study of the solitary wave.

Sagdeev Potential Formulation

We assume that the hot electrons obey the Boltzmann relation and the dynamics of the cold electrons and ions are governed by the equation of motion and continuity. Using the Poisson's equation and normalising the variables as

\[
\phi' = \frac{e \phi}{T_h}, \quad \rho^2 = \frac{e^2}{\lambda_h^2}, \quad \lambda_h^2 = \frac{T_h}{4\pi m_h e^2}
\]

\[
\rho' = \frac{x}{\lambda_h}, \quad t' = \omega_m t, \quad V_i'(c) = \frac{V_i(c)}{(T_h/m_e)^{1/2}}
\]

\[
\rho_n' = \frac{n_h}{n_n}, \quad \rho_e' = \frac{n_e}{n_e}, \quad \rho_i' = \frac{n_i}{n_h}
\]

The Solitary wave comes out to be

\[
\frac{1}{2} \left( \frac{d\phi'}{dt'} \right)^2 + V(\phi') = \varepsilon \tag{1}
\]

in a stationary frame.
Where $V(\phi')$ is the Sagdeev potential given by

$$V(\phi') = \frac{(\varepsilon_n + 1)}{\varepsilon_n} \cdot I - \exp(\phi') - \varepsilon_n^{-1} \cdot E + I.C.$$

and

$$I = -M^2 \left( \frac{\varepsilon_n + n_0 \cdot m_e}{m_i \cdot \varepsilon_n + m_0 \cdot m_e} \right) \cdot \frac{m_i}{m_e} \left[ 1 - 2 \phi' \cdot \frac{m_e}{m_i} \left( \frac{M^2 - 1}{\varepsilon_n + m_0 \cdot m_e} \right)^2 \right]$$

$$- \frac{1}{M^2} \cdot \log \left\{ \frac{\varepsilon_n + n_0 \cdot m_e}{m_i \cdot \varepsilon_n + m_0 \cdot m_e} \right\}$$

$$E = \frac{M^2 \left( \varepsilon_n + n_0 \cdot m_e \right)}{(M^2 - 1)^{-2}} \left[ 1 + 2 \phi' \cdot \frac{M^2 - 1}{\varepsilon_n + m_0 \cdot m_e} \right]$$

$$- \frac{1}{M^2} \cdot \log \left\{ \frac{\varepsilon_n + n_0 \cdot m_e}{m_i \cdot \varepsilon_n + m_0 \cdot m_e} \right\}$$

I. C. = \[1 + \varepsilon_n^{-1} \cdot \frac{M^2}{(M^2 - 1)^{-2}} \left( \frac{\varepsilon_n + n_0 \cdot m_e}{m_i \cdot \varepsilon_n + m_0 \cdot m_e} \right)\]

$$+ \frac{\varepsilon_n + 1}{\varepsilon_n} \cdot \frac{M^2}{(M^2 - 1)^{-2}} \cdot \frac{m_i}{m_e} \left( \frac{1}{\varepsilon_n + m_0 \cdot m_e} \right)$$
For small-amplitude case, the Solitary solution comes out to be

$$
\phi' = \phi_{\text{maxi}} \text{Sech}^2 \sqrt{\frac{P}{2}} \cdot t
$$

(2)

where \( \phi_{\text{maxi}} = - \frac{P}{Q} \)

$$
P = \frac{1}{2} \left[ 1 - \frac{1}{M^4 \left( \frac{1}{M^2 - 1} \right)^2} \left( \frac{1}{\varepsilon_n} + \frac{m_e}{m_i} \right)^{-1} \left[ 1 + (\varepsilon_n + 1) \left( \frac{m_e}{m_i} \right)^2 \right] \right]
$$

$$
Q = \frac{1}{6} \left[ 1 - \frac{2 \varepsilon_n}{M^6 \left( \frac{1}{M^2 - 1} \right)^3} \left( \frac{1}{\varepsilon_n} + \frac{m_e}{m_i} \right)^{-2} \left[ 1 + (\varepsilon_n + 1) \left( \frac{m_e}{m_i} \right)^2 \right] \right]
$$

In equation (2) when \( \frac{m_c}{m_i} \equiv \varepsilon_n = 0 \), usual ion acoustic soliton of compressive nature is seen. Also if the cold electrons are present in traces such that \( \varepsilon_n \ll (m_e/m_i)^2 \), the ion-acoustic wave still exists. However, when \( \varepsilon_n \gg m_e/m_i \), electron-acoustic soliton of rarefactive nature is found to exist. In this case only electrons are perturbed and compressed to form negative soliton. The electron-acoustic soliton exists even when \( \varepsilon_n \ll m_e/m_i \) wherein ions also participate in the wave propagation. Under this approximation electrons are more compressed than the ions, hence, negative potential exists.

K - dV equation

Introducing "Stretched" variables \( s = \varepsilon_n^{\frac{1}{2}}(x - q_1 t), T = \varepsilon_{n/2}^{\frac{1}{2}}t \)

and scaling parameter

$$
\alpha = \frac{\varepsilon_n \left[ 1 + (\varepsilon_n + 1) \left( \frac{m_e}{m_i} \right)^2 \right]^{-1} \left[ 1 + (\varepsilon_n + 1) \left( \frac{m_e}{m_i} \right)^2 \right]^{-2}}{\varepsilon_n \left( \frac{m_e}{m_i} \right)^2}
$$

and using reductive perturbation technique, one gets the K-dV equation for the small amplitude solitary wave as

$$
\frac{\partial \phi''(t)}{\partial \tau} - \frac{P}{\xi} \cdot \phi''(t) \frac{\partial \phi'(t)}{\partial \tau} + \frac{1}{6} \cdot \phi''(t) \frac{\partial^3 \phi'(t)}{\partial \tau^3} = 0.
$$

(3)

where

$$
P = \alpha \left[ 1 + 3 \varepsilon_n^{-1} q^4 \left( \frac{1 - T_c / T_h \cdot q^2}{(1 - T_c / T_h \cdot q^2)^2 (1 - q^{-2} m_e / m_i \cdot T_c / T_h)^2} \right) \right]^{-1} \frac{q^6 \left( T_c / T_h \left( 1 - \frac{2}{\varepsilon_n} \right) \right)^2 + \frac{T_c / T_h \left( 1 + \frac{2}{\varepsilon_n} \right)}{(1 - T_c / T_h \cdot q^2)^2 (1 - T_c / T_h \cdot q^2) \cdot m_e / m_i}}{(1 - T_c / T_h \cdot q^2)^2 (1 - T_c / T_h \cdot q^2) \cdot m_e / m_i)}
$$
and

\[
\alpha = 2 \xi_n^{-1} q^{-2} \left[ \frac{1}{(1 - \frac{Te}{T_h} \cdot q^2)} + \frac{(\xi_n+1) \cdot me/m_i}{(1 - q^2 \cdot \frac{T_e}{T_h} \cdot \frac{me}{m_i})} \right]
\]

Equation (3) serves to model a weakly dispersive and weakly nonlinear solitary waves in a hot plasma. The nonlinear term in equation (3) arises from the combination of cold electrons and ion convection and flux, and the expansion of the Boltzmann distribution for hot electrons for \( q \ll 1 \). The dispersive term \( \sqrt{\alpha \phi (\phi^3)} \) arises from the duration from exact charge neutrality in Poisson's equation. Nonlinearities tend to steepen the wave whereas dispersion tends to spread it out. Therefore, it is possible to obtain a stationary solution if these two exactly balance each other. Such a solution is the "Solitary" wave solution given by equation (2).

The two-electron component plasma model present here may be useful in studying the behaviour of the magnetospheric and solar wind plasmas.
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Introduction

The stability of planar solitons is a problem which has attracted a certain interest on its own merits and, in particular, concerning the theory of strong Langmuir turbulence. Several papers have studied similar problems in a weakly magnetized plasma.1-6 While in one dimension planar solitons are stable, as a rule, they become linearly unstable, in two and three dimensions, with respect to transverse perturbations. Moreover nonlinear stage of the instability often leads to a soliton collapse, a unique phenomenon of an intensive field growth followed by a rapid localization and subsequent wave dissipation.

In order to investigate the magnetic field effect on the linear stability of planar upper-hybrid (UH) solitons with respect to small transverse perturbations, we have performed a direct two-dimensional (2D) simulation backed by an analytical study.

Basic equation

Basic equation describing the physics of nonlinear interactions of high-frequency upper-hybrid waves with low-frequency ion-sound motions, is given in a dimensionless form by

\[ \Delta(i\psi_t + \Delta\psi) - \sigma\Delta\psi + \psi(|\psi|^2\psi) = 0, \quad (1) \]

where \( \psi \) is the slowly varying envelope of UH wave potential. Equation (1), valid in a weakly magnetized plasma \( (\omega^2_{pe}, \ll \omega^2_{ce}) \) is written in dimensionless units

\[ t \rightarrow \frac{3}{2} \left( \frac{M}{m} \right) \omega_{pe}^{-1} t, \quad \tau \rightarrow \frac{3}{2} \sqrt{\frac{M}{m}} r_d \tau, \quad \psi \rightarrow (\frac{T_e}{e}) \sqrt{12} \psi, \quad (2) \]

while \( \sigma \) stands for

\[ \sigma = \frac{3}{4} \left( \frac{\omega_{ce}}{\omega_{pe}} \right)^2 \frac{M}{m}. \]
The only known stationary and localized, nonlinear solution of eq (1) in 2D (and 3D) is given in a form of a planar soliton propagating along the ambient magnetic field (x-axis).

\[ \frac{\partial}{\partial x} \psi_s = \sqrt{2(1-V^2) \lambda} \text{sech} \lambda (x-Vt) \exp i \left( \lambda^2 - \frac{V^2}{4} \right) t + \frac{Vx}{2}, \]

where \( V \) is the soliton speed and \( \lambda \) is the soliton strength.

We numerically investigate the linear stability on the background of the standing soliton (\( V = 0 \)) with respect to the initial transverse (y-axis) perturbation of the form

\[ \delta \psi_0 = 2 \psi_s \exp (-i k_\perp y), \quad \varepsilon \ll 1, \]

where \( k_\perp \) is the transverse perturbation wave number and \( \varepsilon \) is the level of initial perturbation.

We look for an instability with the growth rate \( \gamma \) defined through

\[ |\delta \psi| = |\delta \psi_0| \exp \gamma t. \]

**Soliton stability**

A certain amount of controversy has been following the problem of stability of planar solitons, stemming from differences between various analytical results. In our case, although general qualitative understanding of a stabilizing magnetic field effect on a UH soliton exists, disagreements, concerning the details of instability spectrum and critical values of parameters are present. Namely, in order to analytically simplify a complex nonlinear spectral problem, authors used various approximations often leading to different sometimes conflicting results.

To resolve some of these questions, in particular to single out the magnetic field effect, we solve equation (1) numerically in 2D by the spectral Fourier method with respect to space coordinates with periodic boundary conditions \( L_x, L_y \). Nonlinear terms are computed by transforming back to real (x-y) space, while time integration is performed by an explicit method with a second order accuracy. A grid with 32x32 points and a time step of 0.001 have been typically used with a regular check on conserved integrals of (1); the plasmon number (\( N \)) and the Hamiltonian (\( H \)). As compared to Pereira et al., we have decreased the perturbation level to \( \varepsilon = 10^{-2} \) until \( \gamma \) has become independent on \( \varepsilon \) (see Ref.2). We have performed runs with different values of \( k_\perp \) and \( \varepsilon \). However in the range \( k_\perp < 0.4 \), grid resolution appears to be insufficient to correctly treat small \( k_\perp \) region.
Results

We present the curves for the linear growth rate as a function of the perturbation wavenumber $k_\perp$ (for $\sigma=0;4;8;12$) in Figure 1. and as a function of the ambient magnetic field $\sigma$ (for $k_\perp=0.52;0.74;0.90$) in Figure 2. For an isotropic case ($\sigma=0$), the wavenumber dependence in Fig.1, shows a maximum at $k_{\perp m} \sim 0.5$ and a cut-off at $k_{\perp c} \sim 1.38$. Increasing the magnetic field $\sigma$ shifts the cut-off to smaller $k_{\perp c}$, meaning that the spectral region of unstable wavenumbers becomes narrower. However, the maximum value of the growth rate weakly increases with $\sigma$.

Generally taken, comparison between analytical predictions 1-5 and our numerical results, shows basically qualitative agreements. Not surprisingly, as approximate analytics normally rests on: an assumption of a smallness of transverse as compared to longitudinal wave numbers, together with a perturbation theory expansion in small $k_\perp$. As seen on inspection (Figs. 1.-2.) both assumptions are poorly justified for finite $k_\perp$, in the region of the maximum growth up to the cut-off value. On the other hand, small $k_\perp$ region, treated analytically, is difficult to access by our direct simulation method. As an independent check of our curves (Figs 1-2) we find detailed agreements with more recent numerical results obtained by solving the spectral eigen value problem of the linearized version of the equation (1) 7. However, the question of the small $k_\perp$ region behavior together with a more detailed analysis will be presented elsewhere. 7

3. V.V.Krosnosel'skikh, V.I.Sotnikov, Fiz.Plazmy 3, 872 (1977)
Fig. 1

1. $\theta = 0$, $L_x = 6$
2. $\theta = 4$, $\lambda = 2$
3. $\theta = 8$
4. $\theta = 12$, $\varepsilon = 0.01$

Fig. 2

1. $k = 0.52$, $L_x = 6$
2. $k = 0.74$, $\lambda = 2$
3. $k = 0.90$, $\varepsilon = 0.01$
GENERATION OF A PLASMA WAVE BY THE BEAT WAVE PROCESS
USING 1 μm LASER BEAMS

M G Haines, A Dyson, A E Dangor, A K L Dymoke-Bradshaw, F Amiranoff*, G Mattheussent*, T Garvey**, T Ashfar-Rad***, C N Danson*** and R G Evans***

Imperial College, *Ecole Polytechnique, **CERN, ***Rutherford Appleton Laboratory.

Abstract: A relativistic plasma wave has been observed driven by two copropagating neodymium laser beams at 1.064 μm and 1.053 μm. This is inferred from an order of magnitude enhancement in the sideband amplitude of a copropagating 0.5 μm probe. The plasma wave amplitude is estimated to correspond to 6n/na=1% giving a longitudinal electric field $E_p=10^7$ V cm$^{-1}$. The intensity of each pump beam is $1=2 \times 10^{14}$ W cm$^{-2}$ and the interaction length measured by Moire deflectometry is $1=5$ mm. The low wave amplitude and its observed short lifetime of about 50 ps at the peak of the pump beams suggest that the wave is heavily damped possibly by the modulational instability.

The need to probe smaller and smaller distances in matter has led to the requirement for large increases in particle accelerator energy. To accelerate a charged particle to relativistic velocities requires a longitudinal electric field and if a wave is used then the phase velocity must be close to $c$. The electric field in a plasma wave can be orders of magnitude greater than in a conventional accelerator. The beat wave mechanism (Tajima and Dawson 1979) is an interesting method of producing a relativistic plasma wave. This requires that two copropagating laser beams $\omega_0$, $\omega_1$ are focussed into a plasma with the laser beat frequency close to the plasma frequency so that $\omega_p=\omega_1-\omega_0$. In the experiment reported here a neodymium glass laser was used to laser pump beams at 1.064 μm and 1.053 μm. Beat wave experiments have been performed using CO$_2$ laser pump beams (Clayton et al 1985; Ebrahim et al 1986) and have reported the generation of plasma waves with $6n/na=1-3%$. However, the use of a neodymium laser gives a plasma wave of much higher phase velocity with $\gamma=100$ as opposed to $\gamma=10$ for the CO$_2$ lasers. Since the energy gain is $\propto \gamma^2$ the use of a neodymium laser is more relevant to particle acceleration.

The experimental arrangement is shown in Fig. 1. The laser pump beams were produced separately and followed separate air paths before being mixed under vacuum. This was done to prevent Raman scattering in air which considerably reduces the energy at the pump wavelengths. Each pump beam of $1=50$ J in 200 ps was focussed by a 2 m lens (f/20) into the target chamber giving a peak irradiance of $1=2 \times 10^{14}$ W cm$^{-2}$. The main diagnostic monitored the sidebands formed on a separate copropagating green probe beam. This was focussed to the same spot as the pumps by a 3 m lens (f/30). Precautions were taken to avoid sidebands formed on the green probe by CARS in quartz induced by the pump beams. To reduce the CARS sidebands sufficiently it was necessary to block the centre of the pump beams and all but the centre of the probe.
Fig. 1 Schematic of the experimental arrangement.
beam reducing it to f/100 so that the pumps and probe had no common path in quartz.

The probe light was monitored using a triple monochromator and Hadland 675 streak camera. Unfortunately it was only possible to view the spectrum on one side of the probe wavelength if sufficient rejection of the probe wavelength was to be obtained. A green ionising beam was used to generate a fully ionised plasma by multiphoton ionisation. The target chamber was filled with high purity hydrogen gas at pressures from 1−2torr. The pressure of the fill gas was measured to an accuracy of about 1mtorr and the temperature to about 0.5K. The pressure was varied from shot to shot so that the electron density was under, on and over resonance. Moire deflectometry using a 0.622μm Raman shifted probe enabled the extent of the plasma to be determined. The probe beam was timed so that it crossed the axis of the pump beams within about 0.5μm after the pump beams. Using this diagnostic it was found that the pump beams generated a plasma by multiphoton ionisation so that a separate green ionising beam was not required. The Thomson scattered light from the green beams was monitored at 15° and 165° and showed that the ionising beam generated a fully ionised plasma.

The microdensitometer scans of the film data obtained at resonance and under resonance are shown in Fig. 2. The small residual sideband amplitude in the under resonance case is due to CARS. It is found that the anti-Stokes sideband amplitude at resonance is enhanced by about ten times over the under resonance case. Data shots over resonance show an enhancement of about four times. The Stokes sidebands were not monitored. The f/100 apperturing meant that only a high (J plasma wave could be detected.

The maximum plasma wave amplitude is estimated from the relative sideband amplitude using

\[
\frac{I_s}{I_o} = \left[ \frac{\pi}{2} \frac{L_{\text{eff}}}{\lambda_o} \left( \frac{\omega_p}{\omega_o} \right)^2 \frac{\delta n}{n} \right]^2
\]

Thus at resonance the ratio \(I_s/I_o=10^{-5}\) and the interaction length \(L_{\text{eff}}=5\text{mm}\) give a wave amplitude of \(\delta n/n=1\%\). The smaller sideband enhancement observed at over resonance densities is possibly due to some parts of the plasma being not fully ionised and so at resonant density. For fill pressures set under resonance no interaction is possible. The plasma wave exists only when the laser pump beams are most intense. The amplitude \(\delta n/n=1\%\) and lifetime ≤50ps are consistent with it being damped by the modulational instability (Pesme et al 1987). The fastest growth rate for this instability is \(\gamma=\delta n/n\omega_p\) so that for \(\delta n/n=1\%\) have \(1/\gamma≤5\text{ps}\). The plasma wave lifetime is longer than this as it has to grow to maximum amplitude.

We have observed an order of magnitude enhancement in the anti-Stokes sideband amplitude formed on a copropagating green probe beam when the plasma density is tuned to resonance. This is taken as tentative evidence of a beat wave induced plasma wave with amplitude \(\delta n/n=1\%\). Only a preliminary data set has been obtained and the Stokes sideband was not monitored. It is intended to repeat the experiment and obtain a more complete data set.
Microdensitometer traces of the data obtained under resonance and on resonance.
GENERATION OF ION BERNSTEIN WAVES BY OPTICAL MIXING:
DETECTION OF THE COUPLING BY SPATIAL PHASE CONJUGATION

Thierry LEHNER
Laboratoire de physique des Milieux Ionisés, Laboratoire du C.N.R.S.,
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ABSTRACT:
We have reported elsewhere¹ the first phase conjugation experiment in
an unmagnetized plasma using microwaves. Here we concentrate on the theory
and the experimental proposal for the generation of ion Bernstein waves by
optical mixing and their detection by spatial phase conjugation involving
three or four waves mixing.

INTRODUCTION:
There has been recently a renewal of interest for plasma diagnosis
using induced wave-wave interaction. We shall emphasize the use of phase
conjugation as a diagnostic tool. The second order susceptibility $\chi^{(2)}$ for
plasmas is never zero even in isotropic plasma thanks to the existence of
longitudinal waves. The resonant coupling of two electromagnetic waves and
a longitudinal wave is thus possible. However, a very little number of
experiments has been devoted to beat wave excitation in magnetized
plasmas. Indeed, for example only very recently the excitation of electron
Bernstein waves by optical mixing has been reported².

We restrict to theory and experiment (under investigation) allowing
the excitation of ion Bernstein waves by the optical mixing of two
incoming electromagnetic waves. The presence of the coupling is detected
by a method directly sensitive to the transfer of action between the pump
waves. This transfer is computed by the Manley Rowe (MR) relations³ valid
for convective damping of the longitudinal resonance in an homogeneous
plasma. The detection deals either with a direct absorption of power on one
of the pump wave, or by launching a third wave 3 close in $(k,\omega)$ space
of one pump wave 1. Wave 3 could be chosen parallel or antiparallel to
wave 1, in each case wave 3 is scattered on the induced longitudinal
resonance, and the outgoing wave is given by a three wave conjugation
process with respect to second pump wave 2, either in transmission (TPC)
or in reflexion (RPC).

1. THEORY

A. GENERATION OF THE DAUGHTER WAVE BY OPTICAL MIXING

Two electromagnetic waves supposed harmonic $(k_1,\omega_1), (k_2,\omega_2)$ are
incident on an infinite homogeneous plasma imbedded in a $B_0$ magnetic
field. Their low frequency and wavenumbers beating $(k_1-k_2, \omega_1-\omega_2)$ creates
a micro-anisotropy and inhomoogeneity within the plasma in the $k_1-k_2$
direction. The phase gradient of this inhomogeneous term yields the
ponderomotive force $f_p$, of second order in electric field $E_1, E_2$. In a
single particle model $f_p$ derives from a full quadrupotential
$(A_{1e}, A_{2e})$, where:

$$\Phi_{1e} = -1/2 <r_1 E_2 + r_2 E_1> \quad A_{1e} = 1/2 <r_1 A_{pe} B_2 + r_2 A_{pe} B_1>$$

$$r_i(E_i)$$ is the displacement of the particle in the pump fields $(E_1, B_1)$ The
brackets mean a temporal average over the high frequency (fast scale) :
$T_1 = 2\pi/\omega_1 (i = 1,2)$ as opposed to the slow scale $T_{1s} = 2\pi/(\omega_1-\omega_2)$. The


first order velocity in $E_1$ associated to $r_1$ is given by the Lorentz equation of motion (to be solved in the dipolar approximation):

$$\frac{dv_1}{dt} + \omega_c A v_1 = q/m \left( E_1 + v_1 A B_1 \right)$$

We suppose here that the pump frequencies $\omega_1, \omega_e$ are enough far from the gyrofrequency $\omega_c$, if not time transit effects have to be considered.\(^a\)

One can also use a fluid model to write the density of ponderomotive force as (for electrons):

$$F_e^{(1)} = \langle \eta > - m_e \left( \psi e^{(1)} - q e \psi e^{(1)} + q e \left( \psi e^{(1)} A B^{(1)} \right) + \partial/\partial t (n^{(1)} V^{(1)}) \right)$$

This force is again taken at the beat frequency $\omega_1 - \omega_e$, the density being $n = \langle \eta > + n^{(1)}$. There is a second order current associated with this force:

$$j_e^{(2)} = \langle \eta > q e \psi e^{(1)}$$

with $m e \partial V^{(1)}/\partial t + \omega_c A V_e = f_e^{(1)}$. One can show that to connect the fluid model (force $F_e$) and the single particle model (force $f_e$) one has to subtract the current of magnetization $j_m = \text{Rot} M, M = \langle \eta > \psi > + 2 \lambda_1 A \psi^{(1)}$, from $F_e$. The single particle force is $\langle n > f_e = F_e + \pm (w_c A V_e)$, with $V_e = \langle \psi^{(1)} - \psi > $. In this case on has a potential expression for $f_e = \psi f_\text{int}$, with $\Phi$ given by (1) or also by $\Phi = m/2(\langle \psi^{(1)} \rangle^2 + \langle \mu > \psi_0)$.

The current $j_e^{(2)}$ induces a second order polarization $P^{(2)}$ creating the longitudinal wave. From the general non linear equation, $\epsilon$ being the first order permittivity tensor:

$$\text{Rot} \left( \text{Rot} \psi \right) - \epsilon/c^2 \partial^2 \psi/\partial t^2 = -\mu_0 \partial^2 \psi/\partial t^2$$

$\lambda^{(n)}$ being the $n$th order susceptibility, is deduced the non linear equation for the generation of the longitudinal waves using a multiple (two) time scale averaging\(^a\) in real space. It is easier here to work in the Fourier space where the induced density of the L wave $n^{(2)}$ (or $E^{(2)}$ by Poisson equation) is given with the help of the longitudinal second order polarization $A^{(2)}_e$ for an ion wave by:

$$n^{(2)}(k, \omega)/n_0 = i \lambda^{(2)}_e := \langle (E_1, E_e) \rangle, k n_0 q_e (\epsilon_0/\epsilon_e)(k, \omega)$$

$$\epsilon = 1 + \lambda^{(1)}_e + \lambda^{(1)}$$

$\lambda^{(1)}_e$ is the first order susceptibility, and $\epsilon$ is the longitudinal dielectric constant. The coupling on longitudinal waves has been previously studied\(^\text{10}\) and we can write also $n^{(2)}$ differently as

$$n^{(2)}(k, \omega)/n_0 = \epsilon_0 k^2 / q_1 (\lambda^{(1)}_e A^{(1)}_e) (\Phi_1 e^{(1)} A^{(1)}_e) + \ldots$$

$$k/\omega, \langle \sigma_e (1 + \lambda^{(1)}_e)/(\epsilon_0 - q_1 (A^{(1)}_e) / \Phi_1 e^{(1)}) \rangle (9)$$

The first and third terms in eq.(9) are just eq.(8), while other terms come from (negligible generally) ponderomotive potential applied on the ions directly. The last two terms are linked with $n^{(1)}$, the first order density perturbation possibly brought by pump waves. We make application of eq.(9) to ion Bernstein waves : we remind the existence of two extreme kind of
waves: the pure ion Bernstein waves (PIBW) for which there is no density fluctuations $n_i^{\text{ion}} \propto 0$ and $V_{pe} = \omega/k_i \gg V_{th e}$, $V_{th e}$ is the parallel wave phase velocity and $V_{th e}$ the electron thermal velocity. Also exist the quasi-neutralized ion Bernstein waves (QNIBW) for which $V_{th e} \ll \omega/k_i$, these waves exhibit zero group velocity points at maximum $\omega$ ($V_{th e}=0$) in each of their harmonic $n_{o,1}$ band pass, since the IBW are also characterized by typical frequencies $\omega_{c1,2}$ and $k_{p1,2} \propto 1$. We restrict now to high frequency pump $\omega_{p} \gg \omega_{ce}$ and to pump waves propagating perpendicular to the $B_0$ field (ordinary $O$ or extraordinary $X$ modes). Different coupling are possible like $X+X \rightarrow L, O+O \rightarrow L$ and $O+X \rightarrow L$. Here we give only the simple $O+O \rightarrow L$ case. For Maxwellian plasmas we get, $Z$ being the Fried and Conte function

$$A^{+}_{j} = k_{de}^{2} k_{de}^{2} \sum \Gamma_n(y) (1 + \xi_{o,j} Z(\xi_{o,j})) \gamma = (k_{p} \rho_{j})^{2}/2 \text{ j=0,1}$$

$$\xi_{o,j} = (\omega - \omega_{o,c})/(\omega_{c1} \omega_{c2}) V_{th e}^{2} = 2k_{b} T_{j}/m_{j} \lambda_{e}^{-2} (k_{de}^{2}/2k_{b})^{2} (\xi_{o,e})^{2}$$

and $\gamma = k_{de}^{2}/k_{e}^{2}$ for QNIBW, $\Gamma_n(z) = \exp(-z) I_{n}(z), I_{n}$ modified 1st kind Bessel function.

In real space inverting the Fourier-Laplace transform in the case of spatial (convective damping) as opposed to Landau damping, the damping is $\nu_{c} = V_{th e} / L, L$ the interaction length, we thus get at the max of the resonance ($\text{Re}(\xi_{o,e}) = 0$) in a given pass band $0$ being the resonance quality factor

$$n_{1}^{+} \propto n_{o}^{-1} = (V_{th e}^{2} / 2 V_{th e}^{2}) Q_{1}, Q_{1} \propto k_{s}^{-1} L^{0} - 1/(1^{+} / I_{n} - 1)$$

$$n_{1}^{+} \propto n_{o}^{-1} = (V_{th e}^{2} / 2 V_{th e}^{2}) Q_{1}, Q_{1} \propto k_{s}^{-1} L^{0} - 1/(1^{+} / I_{n} - 2^{+} / I_{n} + 1)$$

Eq. (10) is for QNIBW and $V_{th e} \omega_{c1}$, while eq. (11) is for $V_{th e} \omega_{c1}$ (a double pole occurs in the $k$ integration), generally one has $Q_{1} = (k_{s} L / 2)(1/(2k_{s}^{2} \omega_{c} / \delta k_{s})). \delta k_{L}^{2}$ limiting the number of excited wavelengths $k$ within the interaction length $L$. This factor is also the geometrical gain factor in a phase conjugation process. Here polarizations $E_{1}, E_{e}$ are parallel normal to the plane $(k_{1}, k_{e})$ maximizing the coupling efficiency. One finds for the maximum of the daughter wave at resonance for $V_{th e} \omega_{c1}$

$$P_{1}^{+} \propto P_{1}^{+} P_{e}^{+} P_{e}^{-}$$

$r_{o}$ being the electron classical radius. The generation of the longitudinal wave could be also computed starting from the Vlasov equation written to second order in $E_{1}$ and $E_{e}$, the system being closed by Poisson equation. Here the Fourier transform involves a convolution in Fourier space leading to $k = k_{1} - k_{e}$. From $f^{2}$ one gets $A^{2}, j^{2}, n^{2}$ as above.

### B. PHASE CONJUGATION IN A PLASMA

The originality of plasmas as compared to usual neutral optical media reveals several features in phase conjugation processes which have been noticed elsewhere

Three wave spatial conjugation: The Manley Rowe (MR) relations for action conservation can be derived directly on the three mode coupling equations which describe the interaction of the envelope (slow spatial and time scales) for the electric fields of the pump and daughter waves. These relations hold for a non dissipative medium and for an homogeneous plasma where a coherent phase relation between waves can exist throughout the whole pump waves interaction region. They read

$$\Delta P_{e} / \omega_{e} = P_{1}^{+} \propto \Delta P_{1} / P_{1}$$

One can
demonstrate that \((\Delta E_i, E_a)\) and \((\Delta E_{n}, E_{n})\) are phase conjugated by a three wave process, \(\Delta E_i\) being the variation of the pump \(i\) during the interaction. Thus experimentally a direct absorption detection on one of the pump wave is a three wave spatial phase conjugation experiment allowing the detection of the whole action transfer between pump waves.

Four wave mixing: For the classical four wave phase conjugation, the existence of \(A^4\) allows the expression of \(A^4\) to be \(A^4(1,2,3) = \Delta r_{123}^4(1,2,3) + 2A^4_{\perp}(1,2,3)A^4_{\perp}(1,2,3)/\ell_{\perp}\) \((\ell_{\perp}=1)\), coming from a third order current \(j_{\perp} = \Delta r_{123}e^o_0 \phi^4e^1e^2\). One can show that the ratio of \(A^4\) (second term of the rhs of \((14)\) to \(A^4_{\perp}\) is precisely \(1/|e_{\perp}|\), hence an important gain when a second order resonance with \(Re(e_{\perp})=0\) is induced by the optical mixing.

For low density plasma \((n_o=10^{10}-10^{14} \text{cm}^{-3})\) an experiment with microwaves become possible whereas "usual" experiments are done at optical frequencies in crystals.

The term \(A^4_{\perp}\) comes from a third order current \(j_{\perp} = \Delta r_{123}e^o_0 \phi^4e^1e^2\). This four wave mixing could be understood as a two stage three wave mixing: first the longitudinal wave is created by the two em pump waves giving \(E_{\phi^1}\); and second (as an induced scattering process) the interaction of the probe wave \(3\) with the daughter wave \(L\) gives the scattered fourth wave \(4\). The equations are very similar to the coupled mode equations. \(A^4_{\perp}\) could be computed by a fluid model or from Vlasov equation written to third order \((f^{(3)})\). We give relevant expressions for \(A^4\) and \(P_4\) the conjugated power for wave \(4\). At the maximum of the resonant excitation we have \(1/\ell_{\perp}\) replaced by \(1/(\omega e_0/\omega)\), with \(v \equiv v_{\phi^1} \sim V_L^2/L\) for spatial damping or \(\omega v_{\phi^1}\) for Landau damping (temporal damping). Situations, disregarded here, could also occur where collisional damping is dominant. For ion waves we have

\[
A^4_{\perp} = \Delta r_{123}^4(1,2,3)/\ell_{\perp} \quad (15)
\]

\[
P_{4,1}/P_{4} = \left|K_{1,2}\right|^2 \frac{\ell_{\perp}}{\ell_{\perp}} \left(2 \frac{\omega_{\phi^1}}{\omega_{123}} w_{\phi^1} w_{\phi^2} w_{\phi^3} \right) ... \right. \quad (4\ell_{\perp})/(\ell_{\perp}) \quad (16)
\]

Application for the experimental parameters: \(n_o = 10^{10} \text{cm}^{-3}, f_{\phi^1} \approx 1 \text{GHz}, P_1 = P_2 = P_3 = 1 \text{W}, k_{\phi^1} \sim 0.05 \text{cm}^{-1}, \quad \ell_{\perp} \sim 0.05 \text{GHz} \quad (i=1,2), \quad \ell_{123}^a = (k_{1,2})^{90^o} k_{1,2} \quad \ell_{\phi^1} \sim 3 \text{cm}^{-1}, \quad \ell_{\phi^2} \sim 2 \text{cm}^{-1}, \quad \ell_{\phi^3} \sim 1.35 \text{ cm}^{-1}, \quad B_0 \sim 2 \text{G}, \quad \text{He}^{+} \text{ plasma} \quad T = 50,2 \text{eV}, \nu_p \approx 2 \text{mm}, \text{ for example } n_1 \sim 10^{14} \text{ cm}^{-3} \text{ for a simple pole and } n_1 \sim 1.2 \times 10^{-4} \text{ for a double pole around } \omega_{\phi^1}, \text{ whereas } k_1 \sim 2 \text{ cm}^{-2} \text{ in the former case.}

2. EXPERIMENT: An investigation about this coupling on IBW waves. The same device than for the excitation of longitudinal waves in an isotropic plasma has been added to make a magnetic field \(B_0\) using two Helmholtz cooper coils put inside the device. The same double microwave bench in the X band frequency range will be used for the heat wave experiment.
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