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The 17th European Conference on Controlled Fusion and Plasma Heating was held in Amsterdam, the Netherlands, from the 25th to the 29th of June 1990 by the Plasma Physics Division of the European Physical Society (EPS).

The Conference has been organized by the FOM-Instituut voor Plasmafysica Rijnhuizen, which is part of the Foundation for Fundamental Research on Matter (Stichting Fundamenteel Onderzoek der Materie). FOM is supported by the Dutch Research Organization NWO and Euratom.

The Conference has been sponsored by the Koninklijke Nederlandse Academie van Wetenschappen (KNAW) and by the Foundation Physica.

The programme, format and schedule of the Conference are determined by the International Programme Committee appointed by the Plasma Physics Division of the EPS.

The programme included 18 invited lectures; from the contributed papers 24 were selected for oral presentation and 470 for poster presentation.

This 4-volume publication is published in the Europhysics Conference Abstract Series and contains all accepted contributed papers received in due time by the organizers. The 4-page extended abstracts were reproduced photographically using the manuscripts submitted by the authors. The invited papers will be published in a special issue of the journal "Plasma Physics and Controlled Fusion" and sent free of charge to each registered participant.

The editors would like to acknowledge the skillful and dedicated support given by Laura van Veenendaal - van Uden, Rosa Tenge - Tjon A Tham and Cora de Bruijne in preparing the manuscripts for reproduction in these four volumes.
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All contributed papers are listed with their title and responsible author. In those cases where no author was underlined the first author mentioned was taken. The day of the poster presentation of each paper, followed by the number of the poster board, is given under the title in the list of contributed papers. The four poster sessions will be held on:
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**D-D NEUTRON PRODUCTION FROM JET PLASMAS**


JET Joint Undertaking, Abingdon, Oxfordshire, OX14 3EA, England

**Abstract:** The D-D neutron yield obtained from JET plasmas during the 1989 operating period under conditions of intense auxiliary heating (NBI and ICRH) has been compared with results obtained during the 1988 campaign. The maximum neutron emission strength has been more than doubled from $1.45 \times 10^{16}$ n/s to $3.45 \times 10^{16}$ n/s. A substantial increase of the yield with applied RF power due to RF-acceleration of deuterons has been observed in many cases during combined heating.

**Introduction:** A systematic approach to the optimisation of the D-D fusion reactivity from JET plasmas by using combined NBI and RF heating was started in 1988 and first results are described in ref [1]. Since then several changes to the JET machine have been made, those of relevance for the present investigation being: a) the introduction of beryllium, first by evaporation and then later in the form of a belt limiter made out of Be tiles and b) the conversion of part of the NBI injection system from 80 keV D° to 140 keV D°. As in the pre-Be phase [1], a range of plasma geometries were assessed: plasmas resting on the belt limiter and on the inner wall, and plasmas with a double-null X-point magnetic configuration.

**Comparison with previous results:**

a) **Inner wall limited discharges:** The scaling of neutron yield with additional heating power shows the same behaviour as observed previously, with the maximum neutron yield being limited by the dilution of the fuel ions by the sudden increase of carbon impurities when the carbon bloom threshold is exceeded. However, because of the gettering action of Be, yields comparable to the record yields of 1988 ($1.4 \times 10^{16}$ n/s) could be obtained regularly without having to condition the wall with a lengthy sequence of He discharges.

b) **Belt Limiter discharges:** Discharges resting on the belt limiter showed a distinct improvement, both during the Be evaporation phase (Carbon limiter) as well as during the Be limiter phase. With NBI only, record yields of $1.7 \times 10^{16}$ n/s (exceeding all 1988 values) could be achieved. Best previous limiter discharges reached $8.4 \times 10^{15}$ n/s, as can be seen from fig. 1 where the maximum neutron yield reached is shown as a function of NBI power for a large set of the 1988 and 1989 limiter discharges. The main reason for this enhancement is shown to come from the improved density control due to the gettering action of Be [2]. Following the introduction of Be, no difference is apparent between discharges limited on the inner wall and discharges in contact with the belt limiter. However, discharges resting on the belt limiter have the advantage that RF power can be coupled to them with relative ease. As demonstrated in fig. 1, this leads very often to a significant enhancement of the neutron yield. The highest yield discharge ($2.2 \times 10^{16}$ n/s) was obtained during a series of similar beam heated discharges and the addition of 9 MW of RF power led to
c) Double-Null X-point configuration: By far the highest neutron yield discharges were obtained in the double-null X-point configuration, with most of them developing an H-mode. The record neutron yields were generated by NBI only discharges. The improvement here was mainly attributable to the spreading of the heat load on the X-point tiles by sweeping of the X-point, thus delaying the influx of impurity ions and allowing the thermal component of the neutron emission to build up. This component reached 50% of the total for the highest yield discharge. A clear scaling of neutron yield with applied NBI power could not be established due to the variable time delay and the strong build-up of the thermal component before the maximum emissivity was reached.

140 keV vs 80 keV beam comparison: The slowing-down averaged reactivity of a 140 keV deuteron, which is typically four times that of an 80 keV deuteron, shows the importance of the conversion of 6 out of the 16 installed PINIS from 80 keV to 140 keV injection energy. The effect of the higher injection energy could be demonstrated by the substitution of 80 keV beams by 140 keV beams half-way through the heating pulse. From the resulting sudden increase of the neutron yield, a typical quality factor of 1.75 for the generation of beam induced neutrons per unit power by 140 keV beams as compared to 80 keV beams was deduced. This is in excellent agreement with the expected increase as only 60% of the particles are injected at full energy. Neutron energy spectra obtained before and after the changeover confirm this observation; after the changeover, the component corresponding to low energy deuterons accounts only for 5-10% of the total beam induced neutrons. The high energy beams also have a better penetration, leading to a higher concentration of beam particles in the centre of the plasma thus enhancing the neutron yield by better fueling and increased beam-beam reactions during hot ion mode plasmas.

RF-driven tail reactivity: When applying ICRF heating at the H minority fundamental frequency to D^-beam heated deuterium plasmas, a large enhancement of the fusion yield (theoretically up to a factor of 10) is expected by formation of a strong tail above the injection energy via second harmonic coupling to the deuterons. As already mentioned above, many cases with large RF enhancements in neutron yield have been observed, including the highest neutron yield limiter discharge, for which the neutron yield is more than double the yield obtained with NBI heating alone at equal NBI power. In order to assess the number of neutrons due to the RF induced high energy tail, use was made of the TRANSP code to calculate the thermal and beam induced components of the neutron yield using the measured background plasma parameters as input parameters. Preliminary runs for this particular discharge show that a minimum of 40% of the total neutron yield cannot be accounted for if the RF is assumed to produce only changes in the background plasma. The highest such value observed in the pre-Be phase was 25% [1]. A 30 % short-fall has also been found in a final TRANSP run for a different discharge. The presence of fast deuterons with energies in the MeV range in RF heated plasmas has been clearly established by the observation of γ-lines from the Be(d,n)B and Be(d,p)Be reactions [3]. Moreover, there is a correlation between the stored fast particle energy, measured with the diamagnetic loop and enhanced neutron production. Definitive proof of the presence of a significant number of deuterons with energies well above the NBI injection energy was obtained for the first time from neutron energy spectra, which showed a distinct tail. The most pronounced example found so far (discharge 20723) is shown in fig.2, where the measured neutron spectrum is compared to
that of a NBI-only heated case. A preliminary assessment based on unfolding the spectrum using precalculated shapes for the various components (thermal, beam induced and RF driven) indicates that, in this case, at least 60% of the neutrons were caused by RF accelerated deuterons. The same analysis applied to discharge 20954 (fig.3) gives a deuterium tail temperature of 60-75 keV that accounts for 30-40% of the total neutron yield. A possible explanation for this increased deuterium tail formation as opposed to previous observations is the absence of H in these discharges due to a combination of pellet fueling and Be gettering.

**Be neutrons:** The interaction of fast RF-driven protons and deuterons with Be impurity ions can lead to the generation of neutrons via ⁹Be(p,n)⁸B and ⁹Be(d,n)⁷B reactions. For high power RF-only heated discharges, these neutrons can constitute a significant fraction of the total neutron yield. The effect is particularly pronounced during long sawtooth-free periods, when the fast ion population can build up without being redistributed by sawtooth crashes. The ⁹Be(d,n)⁷B cross-section peaks at around 1 MeV, where it reaches a value of 350 mbarns in contrast to the D(d,n)³H cross section, which reaches a maximum of only 110 mbarns at around 3.5 MeV. At 450 keV they are equal (62 mbarns). Assuming a two temperature Maxwellian distribution function for the fast RF-driven minority, the ratio of d-d neutrons to d-Be neutrons as a function of tail temperature has been calculated to be 3.7 at 100 keV and 0.32 at 1 MeV with a cross-over point at around 200 keV. Before the introduction of Beryllium into JET the measured neutron spectra were Gaussian with a width reflecting the doppler broadening of the Maxwellian distributed ions. However, for a number of recent discharges heavily distorted spectra were observed with a broad flat distribution underlying the d-d peak. On several occasions, spectra were obtained for which the 2.5 MeV peak was absent altogether. A systematic study showed that this distortion is correlated with the length of sawtooth free periods and the Be concentration as obtained from visible spectroscopy measurements, although there are exceptions. The distortion is also found to be correlated with the x-ray intensity from reactions of fast deuterons with Be.

**Summary and conclusion:** Significant improvements in the D-D neutron emission have been achieved. Neutron yields comparable to those obtained in inner wall limited discharges are now regularly produced in belt limiter hot ion mode discharges due to the improved density control from the gettering action of Be. Highest values have been achieved in double-null X-point discharges developing H-modes due to the delay in the impurity influx from tile heating by X-point sweeping and, simultaneously alternating the load between upper and lower X-point. Combined H minority ICRF and NBI heating leads to enhanced neutron yields by RF acceleration of deuterons. Enhancements exceeding 60% have been observed in contrast to the pre-Be phase, where a maximum of 25% was found. The efficiency of the RF in accelerating deuterons is so high that, in high power RF-only discharges, the neutron yield from reactions of these fast deuterons with Be impurities ions can significantly contribute to the total yield.

**References:**
2) T T Jones et al., this conference
3) G Sadler et al., IAEA technical committee meeting, Kiev 1989, JET-P(89) 77
**Fig 1** Peak Neutron Yield vs Neutral Beam Power

Belt limiter discharges:
- △ Combined NBI + RF (1989)
- □ NBI-only (1989)
- × Combined and NBI-only (1988)

**Fig 2** Neutron Energy Spectra for shot 20725 and 20932
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**Fig 3** Neutron Energy Spectrum for shot 20934

Counts/s

Energy (MeV)
PEAKED PROFILES IN LOW $q$ HIGH CURRENT LIMITER PLASMAS IN JET


JET Joint Undertaking, Abingdon, Oxon, OX14 3EA, UK
# PPPL, Princeton, New Jersey, USA.

1. Introduction.
JET plasma pulses characterised by a safety factor $q_\psi \sim 3$, e.g. plasma currents of 5-7MA, normally feature broad profiles of current, density and temperature. Such pulses are relevant for reactor studies but their fusion performance can be reduced by sawteeth which affect a large region. Experiments have already demonstrated that application of high power ion cyclotron heating (ICRH) during the current rise phase can result in long sawtooth free periods [1].

In section 2, three types of new experiment are described using a fast (1MA/s) current rise at constant $q_\psi$, ICRH and pellet injection, with the Carbon belt limiter conditioned by Beryllium evaporation. Section 3 briefly explains the current penetration during the current rise phase. The electron heating with ICRH is discussed in section 4, and the effects of the various plasma density profiles are described in section 5.

2. Experimental Results.
The first type of experiment has ICRH early in the current rise, from $\sim 2.5MA$, after the first sawteeth appear. Sawteeth are then suppressed for periods lasting several confinement times and well into the 5MA flat top despite the radius of the $q_\psi = 1$ surface growing to 0.5m. The axial electron temperature quickly reaches steady values $T_{e0} \leq 12keV$ with strongly peaked profiles at low axial densities $n_{e0} \sim 2.5 \times 10^{19}m^{-3}$. Figs 1 and 2 show LIDAR $n_e$ and $T_e$ profiles taken 1.5s after the start of ICRH for such a pulse (#20371).

In the second type of experiment pellet injection prior to the ICRH transiently produces a high axial density and a highly peaked density profile provided that the pellets penetrate deeply (inside $q_\psi = 1$). However variations in the pellet penetration depth produce a wide variety of density
profiles. Usually sawteeth are absent and polarimeter data shows $q_{Pol} > 1$ in these cases. Figs 1 and 2 also show $n_e$ and $T_e$ profiles for such a case, again taken 1.5s after the start of ICRH ($#20370$).

In the third type of experiment pellets are injected at intervals throughout the current rise to build up a peaked density profile with $n_e(0) \approx 2.3 \times 10^{20} m^{-3}$ and $q_{Pol} > 1$ by the time 5MA is reached. The ICRH is then switched on following the last pellet. With only 6MW of ICRH an enhanced neutron feature was produced, similar to ref [2] but now at 5MA, and 1.5 sec after the start of the ICRH a most peaked profile with $n_e(0) \approx 6 \times 10^{20} m^{-3}$ remained, as shown in fig 1 ($#20388$). $T_e(0)$ was much lower than in the previous experiment but $T_0$ was $\sim T_e \sim 5 keV$. The global confinement was improved by $\sim 30\%$ compared with gas fuelled plasmas, and high values of $n_{De} \tau_{De} T_0$ in the range $3 \times 10^{20} m^{-3} s$ keV were produced transiently ($\leq 0.7 s$).

In both second and third types of experiment the density decays during the ICRH but the density profile shape can remain peaked. In contrast to the first type of experiment, these experiments with ICRH following pellet injection often show MHD activity in the core of the discharge which might explain the decay of the central density. The electron temperature profiles are broader in the flat top heating case than in the current rise case as shown in fig 2. These new experiments demonstrate that a wide variety of $n_e$ and $T_e$ profiles can be established at low $q_{Pol}$ without sawteeth and that $T_0 \sim 10 keV$ can be reached with the density constant, decreasing or increasing with time.

3. The Current Rise Phase.

The initial current rise phase up to $\sim 2.5 MA$ can show MHD instabilities before the first sawteeth appear, and during this time the plasma resistivity is anomalous. The magnetic field diffusion during the subsequent 1MA/s rise from 2.5 to 5MA has been studied using the TRANSP code [3] for an Ohmic pulse ($#20360$). The time evolution of the surface voltage and the $q$ profiles from polarimetry can be completely described by neoclassical resistivity calculated from measured profiles of $T_e$ and $Z_{eff}$. As the current approaches 5MA the $q_{Pol}$ profile becomes shallow with $q_{Pol} \approx 1$ out to half radius and this shape is then maintained during the flat top.


A general feature of the experiments is a fairly sudden change in the electron heating rate observed from an initial $10 keV/s$ to a low value $\leq 1 keV/s$ which persists for the remainder of the sawtooth free period. The total gradient $\nabla T_e$ can reach 20-30 keVm$^{-1}$. Previous experiments [1] showed a
linear rise of $T_e$ with increasing ICRH power per particle $P_{RF}/n_{e0}$. The recent experiments (without pellets) cover a wider range of $P_{RF}/n_{e0}$ and suggest there is a saturation of $T_e$ or $\nabla T_e$ as shown in fig 3 (note that sawtooth and sawtooth free cases are distinguished by open and solid symbols respectively). This saturation may be due to thermal transport or possibly an effect of a different ICRH deposition profile. In such plasmas, the fast ion slowing down time is long and the some fast ions have high energies $\gtrsim 1 MeV$ where orbit effects might be important [4]. Analysis of the fast ion stored energy and comparison with theoretical prediction suggest that orbit effects are small in these high current discharges. Also, the highly peaked $T_e$ profile suggests that the deposition profile is still peaked.

5. Pellets + ICRH.

For the wide range of density profiles in the second and third types of experiment, the saturation of $T_e$ with $P_{RF}/n_{e0}$ is less marked as shown in fig 4. However the data does not extend to such high values of $P_{RF}/n_{e0}$. Comparing figs 3 and 4 it can be seen that $T_e \sim 10 keV$ can be reached with $P_{RF}/n_{e0}$ ranging from 1 to 4.5 despite the variations in density profile and time evolution. Further transport analyses of these results will be presented in order to determine the mechanism for the saturation.

6. Conclusions.

The experiments described in this paper have demonstrated that the deleterious effects of sawteeth in low $q_0$ JET discharges can be eliminated for a wide range of density profiles. The current penetration remains neoclassical despite the high temperatures and current ramp rate. A saturation in $T_e$ sets in at values $P_{RF}/n_{e0} \sim 2$ whereas ion heating experiments [5] show a linear rise of $T_i$ with increasing NBI power per particle $P_{NB}/n_{e0}$ up to 20keV and $P_{NB}/n_{e0} \sim 6$. Further experiments are required to resolve this difference.

FIG. 1. Density profiles for current rise ICRH #20371 full curve, pellets + curr. rise ICRH #20370 dotted curve, pellets+FT ICRH #20388 dashed curve.

FIG. 2. Temperature profiles for the same three pulses shown in Figure 1.

FIG. 3. The axial temperature (ECE) in current rise ICRH experiments vs power – density ratio.

FIG. 4. The axial temperature in curr. rise ICRH experiments with pellet inj. before ICRH vs power to density ratio.
THE FUSION PERFORMANCE OF JET LIMITER PLASMAS USING BE COATED GRAPHITE AND SOLID BE SURFACES


JET Joint Undertaking, Abingdon, Oxfordshire OX14 3EA, UK

Introduction. A major part of the recent JET experimental programme has been devoted to optimising the performance of materially limited plasmas. This paper describes results of experiments designed to maximise the fusion yield, measured in terms of DD reaction rate $R_{DD}$, corresponding $Q_{DD}$, and fusion product $n_D(0)T_i(0)\tau_E$. The data therefore refer to low density, hot-ion plasmas with predominantly NB heating using mixed 80kV and 140kV $D_0$ beams, and also combined NB plus H-minority ICRH. The most important aspect of the experiments concerns the relative performance of bare graphite, Be coated graphite, and solid Be limiter surfaces in respect of density control and impurity influxes. These factors largely determine the attainable fusion yield and the maximum duration of the high-yield phase of the discharge. The NB driven fusion yield and $n_D(0)T_i(0)$ product are expected to increase if the density profile can be made more peaked. Profile peaking from the effect of NB fuelling has been demonstrated for bare graphite and Be coated graphite limiters. With solid Be limiters a new scenario has been developed in which the target plasma density profile was controlled using pellet injection. Using this technique $R_{DD} = 4.2 \times 10^{16} s^{-1}$ was obtained, the highest ever value for a JET limiter plasma, using 17MW NBI combined with 9MW ICRH. There is also evidence for a substantial contribution to $R_{DD}$ arising from synergetic effects /1/ in this case.

Review of high fusion yield results with bare graphite surfaces. During 1989, JET operation prior to the introduction of Be took place at a time when the machine was not particularly well conditioned immediately following the restart of plasma operation. Therefore the 1988 data /2/ provide a more representative baseline for bare graphite plasma facing surfaces. In summary, the most effective density control ($P_{vol} < n_e > \leq 16 \times 10^{-19} \text{MWM}^3$) was obtained for plasmas in contact with the graphite protection tiles of the vessel inner wall following intensive conditioning by He tokamak discharges. The high $T_i$ regime ($T_i(0) > 20 \text{keV}$) was readily entered and $n_D/n_e \sim 0.5$ was obtained at the highest $P_{vol}/n_e$. Density profile peaking from NB fuelling was observed, and $Q_{DD} \simeq 8 \times 10^{-4}$ achieved. A severe limitation to performance was the carbon bloom emanating from excessively heated tile edges, which invariably occurred after $\lesssim 1 \text{s}$ at full NB power. For the belt-limiter, insufficient density control was available to access
the hot-ion mode even following He conditioning. At moderate $P_{\text{tot}}/n_e$, $Q_{\text{DD}} \leq 5 \times 10^{-4}$ and $n_D/n_e \sim 0.4 - 0.8$ were obtained, depending on conditioning. The above results refer to 3MA discharges; at 5MA, no experiments with inner-wall plasmas and high power heating have been attempted, but for belt-limiter plasmas the accessible range of $P_{\text{tot}}/n_e$ was much reduced.

**Results with Be coated graphite surfaces.** Be was first introduced into JET in the form of evaporated films 10-50 nm in thickness. Density control comparable to the best 1988 inner-wall data was obtained in both inner-wall and belt-limiter configurations with no further vessel conditioning. The favourable density control properties deteriorated only partially over successive discharges between overnight evaporations. $n_D/n_e \sim 0.6$ was obtained at the highest values of $P_{\text{tot}}/n_e$ in both configurations, representing a slight improvement for the inner-wall data.

The fusion performance of inner-wall plasmas was equivalent to the best 1988 data, but despite an attempt at realigning the tiles during the preceding shutdown the carbon bloom problem remained. Fig.1a illustrates an inner-wall discharge early in a sequence following Be evaporation. The density remained steady even in the presence of 18 MW NBI until the onset of the C bloom. $Z_{\text{eff}}$ initially fell and the density profile became peaked due to NB fuelling; a peaking factor $n_e(0)/n_e \sim 3$ was attained at the maximum of $R_{\text{DD}}$, in line with predictions based on the relative core (NBI) and edge (recycling) fuelling rates /3/. According to PENCIL code predictions of the beam-plasma reaction rate, the fall in $R_{\text{DD}}$ is due, in roughly equal measure, to simultaneous broadening of the electron density profile and falling fuel concentration following the C influx, with $n_D/n_e$ actually approaching zero before the end of the heating pulse.

The improved hydrogenic pumping by the belt-limiter after Be evaporation ($P_{\text{tot}}/n_e \geq 14 \times 10^{-19}$MWM$^{-3}$) led to an increase in $Q_{\text{DD}}$ to $6.5 \times 10^{-4}$. Fig.1b illustrates the behaviour of a hot-ion belt-limiter plasma; the density control was not quite so effective as in the inner-wall case as indicated by the rising density during NBI but a peaked density profile nevertheless developed. The fall in $R_{\text{DD}}$ is again attributable both to density profile broadening and C limiter influxes, but the latter appeared to be of a more benign nature than the inner-wall blooms, the plasma tending towards a new steady-state with reduced yet non-zero $n_D/n_e$. A few low density 5MA belt-limiter discharges with NBI heating were also performed, which achieved central ion temperatures $T_i(0) > 14$keV, and fusion product $n_D(0)T_i(0)\tau_r \sim 1.9 \times 10^{20}$m$^{-3}$.keV.s This latter parameter compares with $\sim 1.5 \times 10^{20}$m$^{-3}$.keV.s obtained in both belt-limiter and inner-wall configurations at 3MA. $Q_{\text{DD}}$ was however less ($\leq 5 \times 10^{-4}$) in the 5MA case.

**Results with solid Be belt-limiter.** Following installation of solid Be belt-limiter tiles the accessible range of $P_{\text{tot}}/n_e$ was extended to $20 \times 10^{-19}$MWM$^{-3}$ at 3MA whilst $n_D/n_e \sim 0.6$ was maintained. At moderate values of $P_{\text{tot}}/n_e$, $n_D/n_e$ was improved to better than $\sim 0.8$. For plasma equilibria well matched to the belts, Be influxes were generally
observed after \( \leq 1 \)s of high power heating. This led to termination of the high yield phase in a similar manner to the graphite belt case. Until the end of the \( \sim 2.5 \)s heating pulses of these experiments, Be light intensity levels and \( n_{\text{D}}/n_{\text{e}} \) subsequently remained at roughly steady but degraded levels compared with the pre-influx phase of the discharge.

Despite low particle recycling, it was not possible to obtain a peaked density profile by NB fuelling alone, and \( Q_{\text{DD}} \) did not exceed \( 7.7 \times 10^{-4} \) for gas fuelled target plasmas. One possible explanation is a stronger influence of sawteeth due to reduced toroidal field in these experiments (2.4T c/f 3.1T). Also, effects due to differing ionisation profiles from incoming Be and hydrocarbon species may play a role. In order to recover favourable peaked density profiles several 4mm pellets were injected during the OH phase. Heating was subsequently applied as the density profile relaxed. It was not possible to sustain the profile shape by NB fuelling, as illustrated in Fig. 2 which is based on single LIDAR profiles taken over several discharges to build up the time evolution. While the profile was still centrally peaked, a transient phase of substantially enhanced \( R_{\text{DD}} \) was observed for both NB and combined heating. With combined heating, there is evidence for 2nd harmonic acceleration of the beam deuterons from neutron spectra /1/ and indirectly from magnetic measurements of the pressure anisotropy.

Best fusion product values similar to the Be coated graphite limiter results were obtained, in the discharges with pellet fuelled target plasmas which also gave the highest \( R_{\text{DD}} \) and \( Q_{\text{DD}} \) (\( \sim 9 \times 10^{-4} \)).

**Summary of high fusion yield results.** Fig.3 summarises data for all three surface states for 3MA belt-limiter discharges and shows that the ratio \( P_{\text{NB}}/n_{\text{e}}(0) \) is a good predictor for \( Q_{\text{DD}} \), as expected when beam-plasma reactions dominate, thus illustrating the importance of effective density control. The scatter is attributable to variations in plasma purity and profile shape, differing mixes of 80keV and 140keV beams, and to varying amounts of ICRH which, whilst increasing \( R_{\text{DD}} \), generally depress \( Q_{\text{DD}} \). A particular feature of the pellet fuelled target plasma is that addition of up to 9MW ICRH produced no degradation in \( Q_{\text{DD}} \) and led to the record \( R_{\text{DD}} \) for a JET limiter plasma. Although no differences in global confinement due to Be have been observed, the equivalent \( Q_{\text{DT}} \) (thermonuclear) as deduced from \( n_{\text{D}}(0)T_{\text{i}}(0)t_{\text{e}} \) for belt-limiter plasmas is substantially improved mainly from the stronger pumping capability with Be evaporation and Be tiles.

**References**

/1/ G Sadler et al, this conference.
Fig. 1 Plasma parameters during the heating phase of low density discharges after Be evaporation: (a) Inner-wall plasma (JET pulse #19693) and (b) Belt-limiter plasma (#19689). $T_i(0)$ and $n_D/n_e$ are from carbon CX recombination spectroscopy.

Fig. 2 Density profile evolution reconstructed using LIDAR data from several discharges with solid Be limiters. In each case heating was applied to pellet fuelled target plasmas with roughly similar peaked density profiles.

Fig. 3 Plot of $Q_{DD}$ vs. $P_{NB}/n_e(0)$ for 3MA discharges in contact with the belt-limiters in all three surface states, showing also the effect of pellet-peaked target profiles for solid Be tile data.
THE ROLE OF VARIOUS LOSS CHANNELS IN THE ION ENERGY BALANCE IN T-10

E.L. Berezovskij, A.A. Medvedev, A.Yu. Pigarov
I.V. Kurchatov Institute of Atomic Energy, 123182 Moscow, USSR

The ion energy balance study on T-10 performed recently under Ohmic and microwave plasma heating has shown that one needs to introduce the anomalous ion heat conduction coefficient, noticeably different from the neoclassical one in comparison between the real ion energy losses and the data from the neoclassical transport theory, and to the central zone. This increase in the peripheral anomaly turns out to be dependent on the atomic flux from the vacuum chamber walls.

The results of the studies in spatial distributions of atomic fluxes along both major and minor torus circumferences are given in the paper. On the basis of these results the calculations allowing one to determine the role of ion energy losses through the channels of convection and charge exchange under various operating conditions of the facility have been done and thus the role of the losses determined by heat conduction is singled out in the total ion energy balance.
FIRST EXPERIMENTS AND NUMERICAL SIMULATION OF A PLASMA COLUMN COMPRESSION IN HIGH FIELD TOKAMAK


I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

In a high magnetic field tokamak TSP [1] experiments were being conducted to study plasma properties at the 1-st stage of a tokamak cycle preceding the plasma column compression along minor radius. Toroidal field $B_T$ was created by two generators TKD-200; $B_T = 2T$ at $R = 1$ m. Plasma current range of 100-200 kA was investigated with the safety factor $q \sim 3$. Plasma parameters were close to those obtained in other tokamaks with the same dimensions and energetics. Experimental data analysis shows, that there exist X-point near inner surface of the column ($R = 70-5$ cm), i.e. the configuration is the same one of Japanese tokamak DIVA.

Numerical simulation. An air inductor placed outside the central opening of the torus is used in the TSP to excite plasma current. This inductor produced a sufficiently high poloidal magnetic field in the region of the plasma column, which can significantly affect the shape and dimensions of the plasma column cross-section at the initial stage of current input. The inductor can also have similar effect on the column at a plasma current close to the limit, imposed by the facility energetics. In this case while compressed on major radius the column experiences an attraction from the main inductor coil, which under certain conditions can lead to a violation of the quasisteady character of the compression process and column ejection onto the inner wall of the vacuum vessel.

Model. To calculate the process of current input to TSP and plasma column compression on major radius $1-1/2D$ evolutional code DINA [2] was used. An MHD equilibrium is described in a two-dimensional approximation and transport processes and magnetic field diffusion in a one-dimensional one taking into account a specific shape of magnetic surfaces. In the equation for plasma density beside the diffusion flux a term simulating plasma transport by convection was taken into account. Electron thermoconductivity was chosen in accordance with the Merezhkin-Mukhovatov scaling (T-11). The calculation for currents induced on the vessel walls due to the plasma column movement was done including a vacuum vessel inductance.

Analytical model. Plasma compression on the major radius is produced by increasing the current in the compression coil $I_c$. Due to an elongated shape of the vacuum chamber the plasma can be compressed by 2.5 times. Preservation of the toroidal and poloidal fluxes yields the plasma current $I_p$.
The compression coil current necessary to maintain the column in the point R can be found from the balance of the forces of the column compression and expansion.

\[ I_p = \frac{R}{\ln(\sqrt{R_0/a_0}) - 2} \left( \ln(\sqrt{R/a_0}) - 2 \right) + 0.5c \left( I_i^0 \int_{R_0}^{R} b_1(R) RdR - I_i(R) \int_{R_0}^{R} b_1(R) RdR \right) \left( \ln(\sqrt{R/a_0}) - 2 \right) - 0.25R^{-1} \left( I_o^0 R_0^2 - I_o R^2 \right) \left( \ln(\sqrt{R/a_0}) - 2 \right)^{-1} \]

(1)

At obtaining (2) it was assumed that the plasma density and temperature increase according to the adiabatic law. In the expression (1–2) \( I_i \) – the current in the inductor coils, \( b_1(R) \), \( b_0 \) – the coupling coefficients \( (b_1(R) = b_1(R)/I_i, b_0 = b_0/I_o) \), \( B_0 \) – the magnetic field of the inductor and the compression coil. The initial values of parameters are marked with the index "o". It can be seen from (1,2), that during the column compression a plasma current rise can slow down. This effect is due to decreasing of the external poloidal magnetic field flux at the plasma edge, which leads to generating inverse emf and opposite sign current. As to the behavior of compression coil current with decreasing R, it is determined by competing of the first and the rest terms (2). As seen from (2), the second and the third terms are negative and decrease with decreasing R, and the first term is positive and increases with decreasing R, \( b_1(R) \) increases with decreasing R. From Fig. 1 it is seen, that at \( \beta_j^0 = 0.5 \) and \( |I_i| > 25 \text{ kA} \) \( I_o \) – non monotonous function of R; i.e., at the monotonous compression coil current increasing (by module) there occurs a moment when the column spontaneously jumps into a state with smaller radius R. With increasing the initial \( \beta_j^0 \) such a jump is observed at larger values of the inductor current. Thus at \( \beta_j^0 = 1 \) the spontaneous compression can occur at \( |I_i| > 35 \text{ kA} \). The plasma current in some range of R can even decrease with decreasing R at large \( I_i \) (Fig. 1). To reduce the influence of the reversed emf it would be possible during compression to increase the current in the inductor in such a way that a negative emf could not be generated (i.e. the second term in (1) should be kept equal to zero). However, the calculation showed that no significant plasma current rise can be achieved in this case (see the curves 3', 5' Fig. 1), while the solution disappears, which corresponds to a stable compressed state (curve 5 Fig. 1).

Fig. 1 shows that at one value of the compression current three steady states of the plasma column can exist at different values of the plasma current. This confirms a possibility of
simultaneous existence of two plasma columns in the tokamak, which correspond to stable solutions with $\partial I_0/\partial R > 0$. The MHD-equilibrium calculations of two columns attracting each other showed that such equilibrium to be possible (see Fig. 2). The curves differ by the ratio of initial currents in the columns. At such approach the idea of two columns in the tokamak remains open. Two columns can develop, for example, at breakdown. At this stage two regions with a zero-poloidal field develop in the chamber where the most favourable conditions for gas breakdown arise.

The process of "spontaneous" compression of the plasma column can be approximately described by adding a force from currents induced in the vessel to equation (2). Substituting the vessel by two plates [3], obtain

$$ V_0^{-1} \frac{dR}{dt} = \left[ I_0^0 - I_0 (R) \right] T_0^{-1} (R), V_0 = \sigma \rho_b (4 \pi \delta)^{-1} $$

where $2d$ - the distance between the plates, $\sigma$, $\delta$ - the conductivity and thickness of the vacuum vessel wall. For the TSP conditions at the compression current $I_0^0 = 40$ kA the "jump" time is 6 ms at $\beta_j = 1$.

1-1/2D model. 1-1/2D calculations considering the plasma resistivity are on the whole consistent with the results obtained for a "0"-dimensional model of ideal plasma. One can select the scenario of compression in such a way that the compression velocity is constant. For example, at $\beta_j = 1$, $I_0^0 = 500$ kA, $I_1 = -30$ kA the compression occurs in a quasi-stationary way at a rate of $6 \times 10^3$ cm/s (Fig.3). At a fixed compression coil current the plasma column does not stop, the velocity sharply slows down. This effect is due to a resistive decay of plasma current $I_p$. The picture substantially changes if the compression takes place at a larger current in the inductor coil ($I_1 = -34$ kA). In this case, if the compression current is fixed on the unstable part of the curve $I_0 (R)$, the situation is quite different. The movement of the column is sharply accelerated and the rate of the plasma temperature rise is increased. The violation of the quasi-stationary compression takes place. The calculations showed that in spite of the energetic time (~14 ms) being close to the compression time (~10 ms) ions are being heated adiabatically. Due to generation of a reverse emf on the inner part of the plasma column the skinning current is negative (Fig.4). For this reason the Troyon factor at the stage of compression can exceed 4. These calculations also showed that a divertor configuration with zero field on the horizontal axis is being formed during the compression stage and zero field point moves inwards in front of the plasma column.

References.
Fig. 1 Plasma column position vs compression coil current.  
1—$I_1= -20\,$kA, $\beta_j^0 = 0.5$, 2—$I_1= -25\,$kA,  
3—$I_1= -30\,$kA; 4—$I_1= -35\,$kA, $\beta_j^0 = 1$;  
5—$I_1(0)= -30\,$kA. 1'—5'—plasma current vs large column radius, $a_0 = 20\,$cm.

Fig. 2 Plasma columns positions vs compression coil current for different initial plasma currents in inner column: 1—$I_{p1} = 100\,$kA; 2—$I_{p1} = 200\,$kA; 3—$I_{p1} = 250\,$kA; 4—$I_{p1} = 300\,$kA; 5—$I_{p1} = 400\,$kA; initial total current 500kA, $a_0 = 15\,$cm.

Fig. 3 Plasma column position (1—$I_1= -30\,$kA, 1'—$I_1= -34\,$kA), plasma current (2—$I_1= -30\,$kA, 2'—$I_1= -34\,$kA), Troyon factor g (3—$I_1= -30\,$kA) vs time.

Fig. 4 Radial profiles of plasma parameters 1, 1'—$T_e$, 2, 2'—$T_i$, 3, 3'—$j$. (1, 2, 3) at $t=9\,$ms and (1', 2', 3') at $t=13\,$ms, $I_1= -30\,$kA.
A STUDY OF POLOIDAL AND TOROIDAL ROTATION IN THE TJ-I OHMICALLY HEATED TOKAMAK

B. Zurro and TJ-I Team

Asociación EURATOM/CIEMAT para Fusión. E-28040 Madrid. Spain

INTRODUCTION

Plasma rotation is of paramount interest for understanding confinement in magnetic devices. The magnitude and direction of poloidal rotation are interrelated with the diffusion fluxes of the bulk component and of the plasma impurities. For this purpose poloidal rotation velocity profiles have been measured as a function of density, in order to establish some empirical correlation between particle transport and rotation, when the tokamak operational space is covered. Preliminary measurements of toroidal rotation velocity have been performed for estimating how important is its contribution to the observed poloidal flow. Measurements of plasma rotation in ohmically heated tokamak can be found in (1) and the references therein, but systematic studies as a function of radius, density and other parameters are not available.

EXPERIMENTAL SET-UP

TJ-I is an ohmically heated tokamak \((R_0 = 30 \text{ cm, } a = 10 \text{ cm})\) and was operated for this experiment with toroidal fields ranging from 0.8 to 1.5 T and a plasma current between 35 and 45 kA. The chord averaged electron density was varied between 0.5 and \(3 \times 10^{13} \text{ cm}^{-3}\).

Rotation measurements have been performed in the TJ-I tokamak by measuring the shift of well known and isolated ionic lines with spatial resolution. For this purpose a 1 m monochromator with an intensified multichannel detector mounted in its focal plane was used. A linear dispersion of 2.6 Å/mm is typical in third order, and a thermal drift of 0.1 pixel per 0.1 °C must be corrected during a sequence. The line of sight can be scanned by a shot to shot technique. A set of 20 good reproducible discharges are needed to obtain a rotation profile
from different ions with ionization potential ranging from 40 to 390 eV. Fortunately for these measurements, it is possible to observe emission from highly ionized impurities at the plasma edge, supposedly due to charge exchange of deconfined ions of higher charge which reach the plasma periphery with high temperature. For poloidal rotation measurements the input slit is imaged onto the plasma edge and rotated 90°; for toroidal rotation measurements the light collected along different chords almost tangential to the major torus circumference, is relayed to the input slit by means of a lens and a quartz fibre bundle.

RESULTS

The TJ-I plasma poloidal rotation profiles have been measured using the following lines: CV (2271 Å), OV (2781 Å), OVI (5290 Å), CIII (2296 Å); first ion peaks at plasma center, whereas these oxygen ions peak at a radius between 2-6 cm and the last one at the plasma edge. To construct a rotation profile with these ions, it is necessary to expose three different spectral ranges using the optical multichannel intensified detector. The OV is measured in third order and the others in first due to the presence of interferences lines when trying to work in higher orders. The rotation velocity is determined by scanning the line of sight of the spectrometer across the plasma cross section on a shot to shot basis during a series of well reproducible discharges. Changes in the location of the line center measured at half intensity (after been corrected for thermal drift) are attributed to Doppler shifts. A method to deduce rotation from line integrated data was explained before (2).

Fig. 1a shows a typical shift profile for CV as well as its line integrated emission profile; a pixel unit in this figure is equivalent to 0.2 Å. In Fig. 1b the angular poloidal velocity of the same ion along with that of a peripheral one (CIII) is plotted versus line averaged density, as it is varied between 0.5 to 2.6x10^{13} cm^{-3}; positive velocities correspond to electron diamagnetic drift direction. It is worth to notice that central and intermediate ions rotates in TJ-I in the electron diamagnetic direction with a velocity which diminishes as the density increases. However, an edge ion like CIII rotates in the opposite direction at low densities, see Fig. 1b, and in the electron diamagnetic direction between 1.5 to 2.6x10^{13} cm^{-3}. Intermediate ions like OVI and OV, which data are not included in Fig. 1, behave similarly to CV with plasma density but rotate with lower angular velocities.
This inversion of the rotation is clearly evident in OV shift profiles and other ions which emission peak at medium plasma radius. In TJ-I plasmas we can detect emission from CV, OV and CIII along peripheral plasma chords, but the inversion or reduction in poloidal rotation is markedly more evident in the two last ions. We provisionally ascribe this effect to the fact that since CV ions at the edge have thermal temperatures in the same range than central ones, the viscosity and other effects which damp the rotation should be less effective for it than for the colder particles. In Fig. 3, an angular poloidal velocity profile, obtained from data shift profiles from three different ions, is shown.

In order to elucidate the meaning of the measured velocity, \( v_\theta \), we must consider the basic mechanisms driving it. From the radial component of the flux-surface averaged ion momentum equation, we can put \( v_\theta = v_E + v_D + B_\theta/B_T v_T \), where the meaning of these terms is the conventional one (3). To estimate the importance of the last term, the poloidal projection of the toroidal flow, we have measured the ionic toroidal velocity by using the OVI line at 5290 Å, well transmitted by a fiber guide. The raw profile so obtained is depicted in Fig. 4, where pronounced deeps are evident around the position of the q=2 rational surface; islands could be the cause of this observed rotation damping as has been theoretically suggested. The plasma in TJ-I rotates in the counter current direction. Although the absolute values of toroidal
estimated from these data are in the same range as poloidal rotation velocities, when entered in previous equation its contribution to the poloidal rotation is less than 10%. A pixel in this figure is equivalent to 0.2 Å. A more detailed analysis of rotation profiles at three different plasma densities will be presented. Similarly, the dependence of plasma rotation with toroidal field, which according to first measurements seems to rise with it, will be presented at the conference.

Fig. 3. Plot of poloidal rotation as a function of radius for \( n = 1.8 \times 10^{13} \) cm\(^{-3}\).

Fig. 4. Toroidal rotation profile showing damping supposedly due to magnetic islands.

In conclusion, TJ-I plasmas exhibit sheared angular rotation profiles, whereas at high densities the entire plasma rotates in the electron diamagnetic drift direction, at densities below \( 1.5 \times 10^{13} \) cm\(^{-3}\) the cold peripheral ions rotates in the opposite direction. The toroidal rotation seems to have a modest contribution to the poloidal flow, being the ExB term the dominant drive of poloidal plasma rotation, at least at low densities.
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RUNAWAY ELECTRON FLUCTUATIONS STUDIES IN TJ-I
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Introduction

The runaway electron characteristics (energy, confinement time, distribution function, and intensity spectra) have been studied for ohmic discharges in TJ-I tokamak (R0=0.3 m, a=0.1 m, BT < 1.5 T, Ip < 60 kA) by using a simple 2-D model for runaway dynamics [1]. In the present work, this model has been used to study time evolution of the runaway electrons along a TJ-I discharge under different plasma conditions by analyzing fluctuations on the total hard-X-ray flux signal. Frequency spectra and correlation with ne fluctuations, either at the edge of the plasma, or ne inside the plasma, and poloidal magnetic field fluctuations Bq have been analyzed.

Experimental set-up

The experimental setup used consists of, on the one hand, by a data acquisition system that allows to record in a same TJ-I discharge, different X-ray spectra, coming from a Si(Li) detector and two NaI(Tl), one of them “viewing” the plasma column tangentially and the second one, perpendicularly, with seven 4 ms time-windows that correspond to the rise, plateau and sloping down of the discharge. In addition, a third NaI(Tl) detector working in current mode for hard-X-ray total flux fluctuations, a Langmuir probe measuring density fluctuations [2], a microwave reflectometer working in the band 30-55 GHz to obtain ne fluctuations with radial resolution [3], and a magnetic pick-up coil to study Bq fluctuations are used.

As to photon spectra, data acquisition was accomplished by using four channel camac modules (LC6210) described in [4]. Fluctuation signal data acquisition used identical modules, which were digitized at a 1 MHz sampling rate. Conventional FFT was used for data analysis.
Experimental results
Discharges with hard-X-ray fluctuations have been observed in low toroidal field conditions (0.9 T) and low density: \(0.8 \times 10^{13} \text{ cm}^{-3}\) at maximum current intensity, and falling down at puffing gas cut-off. Loop voltage is 3 V at \(I_p\) maximum (figure 1).

**1-X rays spectra.**

Pulse height amplitude spectra have been measured with fluctuations and accumulated in 9 repetitive discharges in seven time windows beginning 2 ms after discharge start-up. Electron temperature obtained from Si(Li) detector and the inverse value of hard-X-ray spectra slope (expressed in keV) are shown in figure 2. Hard X-ray data are obtained from “tangential” detector since perpendicular one does not provide a good statistical result. The value of

![Graph showing electron temperature from SXR and inverse HXR spectra slopes.](image-url)
the inferred runaway confinement time are shown in figure 3. The evolution of electron temperature corresponds to a normal discharge with the highest temperature at current maximum, and the values higher than normal ones can be related with the no perpendicular viewing chord of the detector. The runaway regime at the end of the discharge can explain the absence of low energy photons in this detector. Runaway confinement time is higher than in discharges without fluctuations, but this can be explained by the low electrons density. After fluctuations there is a loss of runaway electrons with a higher confinement time.

2-Fluctuations

Fluctuation frequency spectra are shown in figure 4 for the second time window, where the HXR flux presents fluctuations in the time signal and no disruption was observed. Reflectometer frequency is chosen at 35 GHz (r = 6 cm). Langmuir probe and reflectometer both present a high level of fluctuations. MHD signal has two zones of high activity, one around 50 kHz and a second one around 100 kHz, that does not appear without HXR fluctuations. $V_L$ frequency spectra is also peaked around 50 kHz.

![Figure 3. Runaway confinement time.](image)

Frequency spectra obtained from HXR present a dominant frequency around 5 kHz.

From these measurements, it is seen that low frequency fluctuations are related with MHD activity and high frequency ones decrease like density spectra (in the border and inside) with an exponential shape, suggesting that high density fluctuations in HXR
flux are induced by density fluctuations. Runaway confinement times are in agreement with previous measurements from total particle flux [2] and spectroscopy [5].

Figure 5. Frequency spectra from a) $V_L$, b) HXR, c) Langmuir probe, d) reflectometer, e) MHD. On x-axis frequency is in Hz and on y-axis amplitude is in arbitrary units.

4-J. Vega. 8th Topical Conf. on High Temperature Diagnostics. Hyannis-Massachusetts. May 1990
In the Texas Experimental Tokamak (TEXT), the confinement time for particles and impurities is significantly longer in a helium plasma than in either hydrogen or deuterium plasmas. In a general sense, a study of confinement in helium plasmas is warranted simply to identify the features which distinguish helium from hydrogen plasmas and thus perhaps learn more about confinement. In particular, the focused goals of this experiment were 1) to determine whether electrostatic turbulence contributes significantly to edge transport in He as it does in H [1] and 2) to contrast the behavior of impurities in He plasmas with that observed in H plasmas. In addition to the transport results, an unexpected diagnostic result was that He and H plasmas are qualitatively and quantitatively distinct in both the toroidal plasma rotation and the plasma potential.

For these experiments, the plasmas generated in TEXT were Ohmically heated. The major radius was 1 m, and the minor radius was limited to 0.26 m by a full aperture, poloidal titanium carbide coated graphite limiter. Typically, the data was taken during a 300 ms interval in which the macroscopic quantities such as $I_p$ and $\overline{n}_e$ were constant.

The particle flux, $\Gamma$, was derived from measurements of the particle source, $S$, via the continuity equation

$$\nabla \cdot \Gamma = S.$$ 

The local particle source was inferred from spectroscopic measurements of the rate of ionization of the fueling gas.[1] For both H and He, the particle confinement measurements refer to confinement of the fully stripped ion. The particle confinement time, $\tau_p$, is used here as a convenient tool for comparison of the discharges and is defined as

$$\tau_p = \frac{\int n_i(r)dV}{\Gamma A_p},$$

where $A_p$ is the surface area of the plasma.
In figure 1, there is a comparison of two particle confinement time density scaling studies, one for He and one for H. For both, \( I_p = 200 \text{ kA}, \Phi = 2.5 \text{T}, \) and \( q(\rho=1)=4. \) Clearly, particle confinement time is longer in helium, but it is also interesting that the confinement scales differently in H and He. Specifically, the low density increase in confinement apparent in the hydrogen results (see also figure 2) is not evident in helium.

As shown in figure 2, the density scalings in H and D are self-similar. Although the confinement time for D is larger than that for H, the principal features of the density scaling are the same, an increase in \( \tau_p \) with \( \bar{n}_e \) at low density and a decrease at higher \( \bar{n}_e \). The scaling for He is not self-similar with those for H and D. The H and D results suggest that there is an isotopic dependence in the transport. When the He results are also considered, the transport mechanism appears more complex perhaps even suggesting a dependence on ion mass.

One component of the total particle flux, \( \Gamma \), is that due to electrostatic turbulence, \( \Gamma(\vec{E} \times \vec{B}) \). In figure 3, that component is compared with the total flux which was derived from the spectroscopic measurements as described earlier. The magnitudes of the two sets of values have fairly large uncertainties and agreement can be claimed only to about 50%. In the figure, \( \Gamma(\vec{E} \times \vec{B}) \) is normalized.
to $\Gamma$ at $\bar{n}_e = 4 \times 10^{19} \text{m}^{-3}$ to demonstrate that the total flux and this turbulent component scale in the same way. This result coupled with a previous similar result in H [1] suggests that electrostatic turbulence is a major driving mechanism for particle transport. While the phenomenological conclusion of the previous paragraph may indeed be correct, it should be modified so that the electrostatic turbulence is acknowledged as a major contributor to transport and, if there is an isotopic dependence or an ion mass dependence, then these must be acting through the turbulence.

![Figure 2. Particle confinement times for H and D.](image)

![Figure 3. Particle flux at the plasma boundary for He plasmas. Total particle flux is represented by (●). The particle flux inferred from electrostatic turbulence measurements is represented by (▲).](image)
The impurity transport information is derived from the temporal evolution of a short pulse of scandium which was injected into the plasma by laser ablation. The confinement time for the highest ionization stage is shown in figure 1 for the same plasma conditions as for the particle confinement results described earlier. Clearly, the central impurity confinement time is much longer in He than in H. From comparisons of the transient response of the lower stages of ionization of Sc which appear at the plasma edge with the behavior of the higher stages near the center, it follows that impurities are more peaked in the He case.

The impurity transport in the H and He cases was simulated using the FRC transport code CHAP[2]. In the simulation, the impurity flux is assumed to be independent of charge state and to consist of diffusive and convective terms,

\[ \Gamma = -D \frac{\partial n_z}{\partial r} + V n_z r \]

The case simulated is for \( I_p = 200 \text{kA}, B_\phi = 2.8 \text{T}, \) and \( \bar{n}_e = 2.5 \times 10^{19} \text{ m}^{-3}. \) The hydrogen and the helium cases are alike to the extent that they can both be simulated with this model, but as might be expected they differ in the transport coefficients. The simulation results are summarized in table 1.

<table>
<thead>
<tr>
<th>Plasma Ion</th>
<th>D (m²/s)</th>
<th>V (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>1.0</td>
<td>-5.0</td>
</tr>
<tr>
<td>He</td>
<td>1.3</td>
<td>-15.0</td>
</tr>
</tbody>
</table>

The diffusion coefficient is essentially the same for the two cases. The major difference is in the convective velocity, \( V. \) The larger inward convection leads to a more strongly peaked impurity profile and to a longer confinement time. At least for these discharge conditions, impurity transport in He is characterized by a stronger inward convection than in H.

Plasma rotation and plasma potential were both measured during these experiments, the former using Doppler shift of ambient impurity spectra and the latter using a heavy ion beam probe. A striking result was a reversal of the toroidal rotation direction when the fuel gas was changed from H to He. This was promptly traced to a reduction in the inward-directed electric field. If the neoclassical velocity is naively used as a comparison, then the rotation in H is much smaller than expected while the rotation in He is of the order of the expectation.
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Abstract

We describe the design, construction and partial operation of a small Tokamak facility (NOVILLO Tokamak) intended for research purposes, with the following main characteristics: R=0.23 m, a=0.06 m, I_{max}=-12 kA, B_T \approx 4.7 kG, T_e \approx 150 eV, T_i \approx 50 eV, T_E \approx 5 \mu s, q \approx 3.

The predominant design conditions were: stray field due to the hourglass shaped ohmic heating transformer \(\approx 10 G\), toroidal magnetic field ripple less than 1% at \(R=0.23\) m, vertical equilibrium magnetic field \(B=150-315 G\) with appropriate decay index \(n_0 \approx 0.5\), and multiple access ports covering a total area of \(617.78 \text{ cm}^2\) for diagnostic purposes.

The vacuum system provides a base pressure of \(4x10^{-8}\) mbar. According to a residual gas analyzer, 80% of the base pressure is reported as being due to water.

Furthermore, a general description of the design and construction of the power sources and data acquisition system is also included.

The tokamak operation in the discharge cleaning regime was obtained with a 10 kW 17 kHz oscillator for 50-100 msec, at a pulse rate of 2 pps and a gas (H_2) working pressure between \(1.5 - 4.7x10^{-4}\) mbar.

1. Structural and Magnetic Specifications

NOVILLO small tokamak has been conceived as a first step facility focussed on experimental research and future scaling. Four 316/L stainless steel 90° bends are assembled by O-ringed insulating flanges to provide a 0.0032 m wall thick toroidal vacuum chamber with a 0.23 m major and 0.06 m minor radii, allowing a total port covered area of \(617.78 \text{ cm}^2\) whose base vacuum pressure, under \(4.0x10^{-8}\) mbar, is reached by a TPU/500 Balzers turbo-molecular pump.

A central hourglass shaped bobbin acts as an 1.2 mH ohmic heating transformer (OHT) fed by a double fast-slow \((C_f=0.44 \text{ mf}/V_f=12 \text{ kV}, C_s=4500 \text{ mf}/V_s=1700 \text{ V})\) capacitor bank while a 12 module toroidal coil run on a 62 uf/20kV bank is performing \(B_p=0.47 \text{ T}, I_T=1500 \text{ A}, B_T=0.32 \mu \text{T}\) and a ripple \(\leq 1\%\) at the major radius, Fig. 1.

In consequence, a maximum current \(I_e=12 \text{ kA}\) and temperatures \(T_i=50 \text{ eV}, T_e=150 \text{ eV}\) are attainable implying a \(B_p=0.04 \text{ T}, \beta=0.997\) and \(T_E=5 \text{ msec}.\)
Spurious OHT field inside the chamber is to be counterbalanced by a 210 G vertical field supplied also by a fast-slow field with $V_T = 1700 \text{ V}$, $C_T = 0.736 \text{ mf}$, $V_S = 250 \text{ V}$, $C_S = 45 \text{ mf}$ leading to a decaying index $n_0 \simeq 0.5$.

![Ripple (%) vs R (cm)](image)

Fig. 1. Toroidal field ripple versus major radius $R$.

2. Present peripheral systems

Six capacitor banks in the ranks 62.5-45000 μf, 0.25-18 kV, 147-26010 J, 180-6031 A, 1.43-9.0 mH including 1.17-15 msec for current rise-time, supply the magnetic systems by means of a charge circuit. Endowed with a GL-7703 General Electric ignitron it manages a voltage up to 20 kV and currents $\simeq 2$ c/sec. A 120 sec recovery time is required by consecutive shoots of the capacitor system and a TTL technology time control unit - synchronise the 6 banks.

Once an IBM compatible PC-AT system is available, a 32 channel prototype circuit for acquisition data system (ADS) will be in operation (Fig. 2).

3. Development of cleaning discharges /2/.

Residual gas analysis at the base pressure exhibits an 80 % water vapour and 20 % hydrogen, oxygen and carbon spectrum. Water contents can be further diminished up to 20 % by an adequate baking process. When used as a leak detector, the spectrometre indicates partial pressures at the components 28, 14, 32 and 16 attributable to atmospheric air. Comparative measurements are carried out with argon as a test gas.

So, in order to accomplish an efficient vacuum surface conditioning, a discharge cleaning plasma has been produced by means of low temperature
Hydrogen discharges sustained for several hours per day at a 2 pps pulse-rate, and a working pressure between 1.5 and 4.7x10^{-4} torr.

To this purpose, 17.5 kHz AF fields drive about 10 kW into the discharge thanks to an AF power oscillator. Being specifically designed and assembled, it consists of a T8W7/8000 water cooled triode, plate power supply tank circuit and grid pulser as shown in figure 3, enabling 0-50 msec AF-pulses amounting 10 kV peak to peak voltage and a 70 A rms current.

The discharge cleaning mode has been successfully performed by a 2 Hz repetitive operation of the toroidal field in a 600 G regime on a 5 msec 180 A pulse cheme simultaneous to the oscillator discharge (Fig. 4).

We wish to acknowledge the assistance of the IAEA (project MEX/1/015) in the activities above reported.
Fig. 3. AF oscillator (the coil is the OHT).

Fig. 4. Oscilloscope discharge cleaning plasma current (top), oscillator OHT current (center) and toroidal magnetic field (bottom).
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THE CONFINEMENT IMPROVEMENT MODES IN JIPP T-11U
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ABSTRACT

The various confinement improvement modes different from H-mode, are found in JIPP T-11U. They are characterized by the steep density gradient. The study of the turbulence in these modes is also performed.

INTRODUCTION

An important task of tokamak research is to develop the method of the confinement improvement and to understand its physics. Recently experimental results on TFTR and ASDEX showed that the optimizations of the fueling and the wall condition are one of the ways to the confinement improvement different from H-mode, although the mechanism is not well understood [1,2]. In the present paper, experimental results on the improved confinement of JIPP T-11U[3], by the control of the fueling such as gas puffing and NBI, are reported. In addition the preliminary results on the study of the density turbulence in those improved confinement mode is presented.

GAS PUFFING

The effects of variation of the strong gas puffing on the ohmic plasmas are shown in fig. 1. After the gas puffing rate is reduced, the loop voltage drops and diamagnetism and the neutron yield are observed to increase, while the average plasma density is kept nearly constant. The peaking factor of the plasma density $n_p(0)/n_p(r)$, keeps on increasing to about the value of 3.0 after the decrease of gas-puffing. The ECE temperature in fig. 1 decreases in the last phase, while the electron temperature measured by the PHA analysis of the soft x-ray does not decrease. The decrease in the ECE signal is attributed to the cyclotron cutoff of the ECE emission[4] and supports the fact that plasma keeps on peaking on the improved phase. This is the first observation of IOC (Improved Ohmic Confinement) mode[2] i.e. the switching of SOC(Saturated Ohmic Confinement) to LOC(Linear Ohmic Confinement) in limiter discharges. After the reduction of gas-puffing the joule-input decreases due to the decrease of the loop voltage and the radiation measured by the bolometer arrays decreases roughly in proportional to the decrease of joule heating.
These facts mean that the effect of radiation in IOC is not significant.

Counter NBI

Comparison of plasma behaviours with co- and counter-injected neutral beams of 300 kW net power is shown in fig. 2. The counter-injected plasma is characterized by higher impurity and higher plasma density, in accordance with a better particle confinement[5,6,7]. In addition, the counter NBI plasma has much higher peak ion temperature and toroidal rotational velocity as shown in fig.2. The central ion temperature and toroidal rotation velocity increase as the peaking factor increases during the pulse width of counter-NBI. In case of co-injected plasmas, the peaking factor, ion temperature and rotation speed stay constant at the latter half of the pulse. These facts indicate the close connection between the radial inwards flow and the improvement of ion energy and momentum confinement in counter-injected plasmas. The improved confinement can be also obtained by pellet injection. The degree of the improvement is larger when the density profile of the pellet-injected plasma is more peaky.

TURBULENCE STUDY

In order to study the improvement mechanism, the FIR heterodyne scattering of HCN laser light of 100mW was performed on the limiter-IOC mode with counter injection of neutral beam. The area of the observation by the FIR scattering is chosen to be in upper half of the plasma so that directions of the propagation of turbulence along electron and ion diamagnetic drift can be distinguished[3]. The typical scattering signals are shown in fig. 3, where the limiter IOC plasma is almost the same with the case of fig. 1. When the IOC mode was set by the decrease of gas-puffing, the integrated scattered signals of turbulences with the propagation vectors along electron diamagnetic drift and ion diamagnetic drift, both show the decrease, while the plasma density is kept almost constant. But at the time NBI is introduced, there are no change in the scattered signals. The wavelength of the turbulences shown in this figure have the waves of 10 cm⁻¹ and corresponds to the wavelength of the maximum growth rate in drift wave instability. This may suggest that the confinement of the NBI heated plasma is not determined by the drift-wave turbulence while the ohmic plasma confinement is limited by the drift-wave turbulences. The magnetic turbulence with long wavelength may be the candidates for the confinement of the additionally heated plasmas, since the magnetic turbulence with long wavelength will not be effectively detected by FIR laser scattering. Further study will be performed with the introduction of HIBP and reflectometry for the study of the plasma turbulence in the various confinement mode.
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Fig. 1. Characteristics of the limiter IOC mode
Fig. 2. Characteristics of the co and counter injected plasma. Plasma current is about 200 kA and NBI net power is 300 kW.

Fig. 4. FIR scattered wave and plasma behaviours. The experimental condition is the same with case of Fig. 1 with counter-injected NB of 300 kW.
MEASUREMENTS OF FLUCTUATIONS AND SPACE POTENTIAL PROFILES IN THE TEXAS EXPERIMENTAL TOKAMAK (TEXT)*
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A Heavy Ion Beam Probe (HIBP) has been used to measure density and space potential fluctuations, and the space potential profile in TEXT. Part A presents the fluctuation data with emphasis on poloidal variations. Space potential profiles are discussed in Part B.

TEXT is a non-divertor tokamak with a major radius of R=1 m and a minor radius of a=0.26 m. The results presented are for ohmic heated discharges. The HIBP on TEXT consists of injecting singly charged thallium ions into the plasma with ion energies up to 540 keV.[1] Doubly charged ions, produced dominantly by electron impact ionization, are detected using an electrostatic energy analyzer. The change in ion energy is a measure of the space potential, and normalized variations of the detected current are a measure of density fluctuations. The density and potential fluctuations are simultaneously measured at up to three spatial locations, this allow evaluation of the phase angle and coherence between the fluctuations, as well as estimates of wave numbers.

PART A: Poloidal variation of fluctuations

Figure 1 shows contour plots of density fluctuation data taken during a 2.8T, 200 kA helium discharge with a line average density $\bar{n}_e = 2 \times 10^{19}$ m$^{-3}$. The vertical axis is normalized radius in flux coordinates, $\rho \sim r/a$. The horizontal axis is poloidal angle $\theta$ where $\theta = 0$ is the outside midplane of the plasma, and $\theta = 90$ is the top. This plot shows the outer portion of the circular plasma mapped onto a rectangular grid: flux surfaces would be represented by horizontal lines.

The density fluctuation levels ($f_i/n$) are large at the plasma surface and decrease toward the plasma interior. The fluctuation level is not constant on a flux surface, but actually varies by 30% at the $\rho=0.9$ surface. The plasma space potential fluctuations also show a poloidal variation, as does the phase angle between density and potential fluctuations, (not shown.) The combined effect of all these variations is that the particle flux due to electrostatic fluctuations would vary by nearly 100% over this poloidal range, (at $\rho = 0.9$ and assuming that there are no poloidal variations in average wavenumbers and electron density.) The poloidal variation would be consistent with a m=4 mode, possibly a stationary island chain. The radial location of $\rho = 0.9$ coincides with the $q = 4$ flux surface for this discharge. This is not the first measurement of poloidal asymmetries for ohmic
heated plasmas in TEXT [2]; however, it is the first measurement with potential and phase angle information.

Fig. 1 Contours of constant relative density fluctuations (f/n). Contour levels are, from bottom to top, f/n = 0.05, 0.10, 0.15, and 0.20.

Fig. 2 Contours of constant relative density fluctuations (f/n). Fig. 2a is for the discharge before the resonant helical perturbation is applied. Fig. 2b is for during the perturbation. Contour lines from bottom to top are for f/n = 0.02, 0.04, 0.06, 0.08, 0.10, 0.12.
Figure 2 shows density fluctuations of a 2T, 190kA, hydrogen discharge with $n_e = 2 \times 10^{19} \text{ m}^{-3}$. Figure 2a shows the contours of density fluctuations for this discharge. There is a high degree of poloidal symmetry, the variation seen may be due to finite sample volume effects of the HIBP. Figure 2b shows contours of density fluctuations for the same discharge after a resonant helical magnetic perturbation has been applied. The resonant fields are produced using discrete poloidal coils placed around and outside the vacuum vessel.[3] For this discharge the dominant toroidal mode number $n=2$, with multiple poloidal mode numbers around $m \approx 7$. There is a strong correlation between the island chains produced by the magnetic perturbation and the changes in the fluctuation levels. When the current in the perturbing coils was reversed, the changes in fluctuation levels moved poloidally to match the changes in the island chains. The similarity between Figs. 1 and 2b leads to the speculation that the poloidal variation in Fig. 1 could be driven by external magnetic field errors which produce stationary magnetic islands. There is no other evidence on TEXT to support this speculation. Work on DIII-D and other machines would indicate that such islands might exist [4,5].

PART B: potential profiles

The HIBP has measured space potential profiles for TEXT discharges during Ohmic Heating, strong MHD activity, ECH, and with applied resonant helical magnetic perturbations. Due to space limitations and for continuity with part A, profiles will be presented for before and during the applied resonant helical perturbation, as shown in Fig. 3. The radial electric field is negative, (inward pointing) for the nonperturbed discharge for all radii inside of the limiter. This changes during the applied field to a positive value for $r > 0.85$. Figure 4 shows the dependence of the potential profile on the magnitude of the perturbation. The region of positive electric field increases with increases in the perturbation.

Analysis shows that the radial electric field in the absence of the magnetic perturbation is consistent with the ion momentum balance:

$$E_r = \frac{1}{n_i} \frac{\partial P_i}{\partial r} + <V_{\phi i} B_\theta> - <V_{\theta i} B_\phi>$$

where $n_i$ and $P_i$ are the ion density and pressure,

$B_\theta$ and $B_\phi$ are the poloidal and toroidal magnetic field,

$V_{\theta i}$ and $V_{\phi i}$ are the poloidal and toroidal plasma rotation velocity, and

$V_{\phi i}$ is taken as the neoclassical value and $V_{\phi} = 0$.

During the magnetic perturbation there is an edge region of stochastic magnetic field. In this region, particles can reach the limiter along field lines. Electrons would leave the plasma more rapidly, giving rise to a positive ambipolar electric field which adjusts the electron flow rate to equal the ion rate.[6] The radial electric field can be expressed as:

$$E_r = -\frac{T_e}{e} \frac{\partial}{\partial r} \left[ \ln (nT^2) \right]$$

This is consistent with the measured electric field and the edge density and temperature profiles in TEXT during the magnetic perturbation. Increases in the
magnitude of the perturbation cause increases in the region of stochastic fields, this is qualitatively consistent with the measured potential profiles.

The measurements of potential profiles in TEXT are consistent with those calculated from radial ion momentum balance using experimental values of the density, ion temperature and neoclassical plasma poloidal rotation velocity. When the magnetic flux surfaces are distorted enough to cause island overlap (as by applying a magnetic perturbation), the potential profiles are consistent with estimates from stochastic field theory. This latter statement indicates that intrinsic magnetic fluctuations may not be large enough to drive stochastic regions in TEXT, because the electric field is everywhere negative.
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![Fig. 3 Plasma space potential profile for before magnetic perturbation (dashed line) and during perturbation (solid line). Magnitude of current in perturbing coil is $I_h = 4kA$.](image)

![Fig. 4 Potential profile for different levels of magnetic perturbation. $I_h$ is magnitude of current in coil.](image)
TEST OF ITG-MODE MARGINAL STABILITY IN TFTR.
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Previous studies of steady state transport in supershots[1] have shown that the ion and electron thermal diffusivities, $\chi_i$ and $\chi_e$, are much larger than neoclassical predictions, and are reduced for plasmas with peaked density profiles. In addition, it was found that the ion temperature and density profile shapes were correlated such that the plasma was close to the theoretical [2,3] marginal stability for ion temperature gradient driven turbulence (ITGDT) [4]. Similar results were obtained for related plasmas with unidirectional injection [5]. Since theoretically predicted transport [6] is larger than observed, ITGDT transport should be able to enforce near marginal stability. Due to the large values of $T_i/T_e$, 2 - 3 for supershots, the flat-density expressions for a critical $L_{T_i} = \delta_e \log T_i$ threshold for ITG-mode stability were found to be appropriate.

To test and confirm the ITGDT marginal stability of these plasma, the peaked density profiles of supershots have been transiently broadened, using either a helium gas puff or a deuterium pellet. If marginal stability to ITGDT is controlling the transport in these plasmas, the ion thermal transport should adjust during the perturbation to attempt to keep the plasma near the stability boundary.

The target plasmas discussed here are supershots with $I_p = 1$ MA, $B_T = 4.8$ T, $R = 2.45$ m, and 14 MW of balanced co- and counter-tangential $\sim 100$ keV deuterium neutral beam injection. This produced a plasma with $n_e(0) \approx 5 \times 10^{19}$ m$^{-3}$, $n_e(0)/\langle n_e \rangle \sim 2.3$, $T_e(0) \approx 8$ keV, $T_i(0) \approx 25$ keV, and $\tau_E/\tau_E^c \approx 2.7$, where $\tau_E^c$ is the confinement time from L-mode scaling [7]. The density profile was perturbed by injecting either 2.5 Torr-liters of He in a 16 msec pulse (see Fig. 1a) or by injecting a deuterium pellet (Fig. 1b). The gas pulse perturbed the outer half of the plasma, while the pellet size could be chosen to produce perturbations at various radii. The perturbed $n_e(r,t)$ is measured by a ten-channel infrared interferometer array, with a time resolution of 0.5 msec, and Thomson scattering. The $T_i(r,t)$ response is measured by charge-exchange recombination spectroscopy of the C VI 5292 Å line, with a time resolution of 10 msec.

The consequences of the different perturbations are the same: the plasma is driven far from the theoretical ITG stability boundary during the perturbation (Fig. 2). The density profile is locally broadened ($L_{n_e} \equiv \delta_e \log n_e$ increased by a factor $\sim 8$), but the $T_i$ profile becomes slightly steeper ($L_{T_i}$ dropped), as seen in Fig. 2. In contrast,
the theoretically predicted[3] critical-$L_T$ for ITG-mode linear instability is predicted to increase during the perturbation, making the plasma more unstable. The increase in the critical $L_T$ is due to $T_i/T_e$ dropping during the perturbation, and due to the increase in $L_n$. While changes in the $Z_{\text{eff}}$ profile have not yet been included in the analysis, they are expected to increase the critical $L_T$ further (i.e. indicating the plasma is more unstable). Similar results are obtained using other expression[2] for the critical $L_T$.

The thermal energy transport in these plasmas has been analyzed by the 1$\frac{1}{2}$-D time-dependent code TRANS [8] using the experimentally measured temperature and density profiles. $T_e(r,t)$ is measured by ECE spectroscopy and Thomson scattering. The ion depletion is calculated using tangential visible bremsstrahlung measurements for $Z_{\text{eff}}$ and x-ray spectroscopic measurements of metallic concentrations. Edge hydrogenic-neutral influx is inferred [9] from the measurements of an array of absolutely calibrated $H_\alpha$ detectors. The beam-ion slowing down distribution is simulated as a separate species not subject to anomalous transport, consistent with experimental observations at low power [10]. The beam ions are treated as joining the background thermal ion species when their energy falls below $\frac{3}{2}T_i$. Electron-ion energy exchange is assumed to be classical.

The transport analysis indicates that the ion heat flux $q_i$ remains approximately constant throughout the perturbations, as seen in Fig. 3. The increase in ion heat flux after the pellet perturbation appears to be consistent with the density increase, in that the inferred $\chi_i \equiv q_i/n_i\nabla T_i$, Fig. 4, is not changed. The theoretically predicted $\chi_i$ for fully turbulent ITGDT[6] is a factor of 3 to > 30 times larger than the observed values (varying with minor radius). In addition, microwave scattering during the perturbations shows the emergence of a broad spectral feature rotating in electron-drift direction, but no apparent structure rotating in the ion-drift direction (as would be expected for ITGDT).

Thus, even though the ITGDT stability threshold is strongly violated by the perturbations and the ITGDT transport is predicted to be strong enough to dominate the observed transport, we find that the ion thermal transport is unaffected by the perturbation. We conclude from this experiment that the anomalous ion thermal transport in supershots is not controlled by ITGDT marginal stability, as presently understood. As a consequence, the observed [1,4] parametric dependencies of $\chi_i$ and $\chi_e$ in the supershot regime (both decrease with increasing $T_i$, $T_e$, or $\beta_p$) may need to be reexamined.

We are grateful for the support of the TFTR group and for discussions with H. Biglari, P. Diamond, T.S. Hahn, and C.W. Hammett. This work was supported by the US DOE, contract number DE-AC02-76-CHO-3073.


![Fig. 1. Measured density profiles before and after (a) He gas puff perturbation and (b) pellet perturbation.](image)

![Fig. 2. Time evolution of measured $L_T$, and predicted marginally stable $L_T$, [3] for (a) He gas puff perturbation and (b) pellet perturbation.](image)
Fig. 3. Time evolution of ion heat flux $q_i$, calculated from the ion power balance equation, for (a) He gas puff perturbation and (b) pellet perturbation.

Fig. 4. Time evolution of $\chi_i = q_i / n_i \nabla T_i$ for (a) He gas puff perturbation and (b) pellet perturbation.
PERTURBATIVE TRANSPORT STUDIES OF NEUTRAL BEAM HEATED 
TFTR PLASMAS USING CARBON PELLET INJECTION 
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INTRODUCTION - Carbon pellets have been successfully used to produce well localized, moderate-sized density and temperature perturbations deep in the confinement region (r/a ~ 0.5) of high-power neutral beam heated TFTR plasmas. These experiments have been carried out specifically to extend the potential of pellet injection as an approach to detailed heat and particle transport studies, with the ultimate objective of identifying significant dependencies in the transport matrix based on analysis of the plasma response to such perturbations of the various thermodynamic driving terms. The use of carbon pellets allows one to achieve the deepest penetration of high-temperature plasmas for a given perturbation size, relative to other perturbation techniques such as gas puffing, laser ablation, and deuterium or lithium pellet injection. The initial results reported here serve to both establish the basic viability of this approach, and, in addition, show several transport effects of immediate physics interest in the response of L-mode and supershot plasmas to the pellet perturbations. 

L-MODE EXPERIMENTS - Fig. (1) shows the electron density profile evolution produced by carbon pellet injection into the steady-state neutral beam heated phase of an L-mode TFTR plasma with Ip = 1.4 MA and Pb = 11 MW of balanced neutral beam power. The hollow electron density profile immediately following the pellet deposition at t = 3.425 s peaks well into the plasma, as desired, subsequently filling in smoothly until a sawtooth at t = 3.5 s.

The pellet perturbation is also clearly seen in the electron temperature profiles, as shown in Fig. (2) for this same plasma. Of particular interest is the existence of a fast time scale component to the electron temperature profile relaxation following the pellet. As shown in the figure, this profile relaxation to a significantly reduced gradient similar to that of the pre-pellet plasma occurs on a time scale on the order of the 4 ms resolution of this measurement, with T_e(t) simultaneously decreasing at smaller minor radii while increasing at larger radii.

Other aspects of the response of this plasma to the perturbation are shown in Fig. (3), together with the behavior of a reference no-pellet shot (shown as dashed). In Fig. 3(a), the perturbation to the total electron density is seen to be roughly ΔN/N ~ 30%, with a smooth decay indicating a 1/e particle confinement time scale of approximately τ_p ~ 80 ms. The pellet contribution to the plasma Z_eff as measured by visible bremsstrahlung also decays in a similar fashion, indicating similar transport and confinement of the carbon ions as for the electrons.

The plasma total stored energy, measured magnetically, is shown in Fig. 3(b), and is seen to be unperturbed by the pellet (the slight variation after t ~ 3.8 s is due to a drop in beam power). The electron stored energy (determined from the electron density and temperature profiles) exhibits a small, transient increase within this constant total stored energy, recovering on the time scale of the electron density and Z_eff decay. This behavior reflects a transient shift in energy partition between the electron, thermal ion, and fast ion channels, presumably directly attributable to this increase in density and Z_eff during this time. The energy confinement time in Figure 3(c) does not show any significant response to the pellet perturbation, reflecting the unperturbed behavior of the plasma total stored energy.
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SUPERSHOT EXPERIMENTS - Carbon pellet injection into supershot plasmas has also been carried out, successfully yielding similar deep $r/a \sim 0.5$ penetration, hollow electron density profiles, and relaxation behavior qualitatively similar to that shown in Fig. (1) for the L-mode plasma. Details of the perturbation amplitude, transport time scales, and profile shapes, of course, differ, as will be discussed. Supershoot electron temperature profiles are also seen to undergo a fast time scale post-pellet relaxation similar to that shown in Fig. (2) for the L-mode case. This recovery of both L-mode and supershot electron temperature profiles towards their pre-perturbation gradients on time scales of $\tau \ll 10\text{ms}$ is suggestive as it relates to the issue of profile consistency and possible marginal stability criteria\(^7\). However, some supershot plasmas exhibit strong MHD activity for several milliseconds after the pellet deposition, thereby obscuring this and other fast time scale post-pellet transport behavior.

Fig. (4) shows the response of an $I_p = 1.0 \text{ MA}, P_b = 14\text{MW}$ (balanced) supershot to carbon pellet injection, to be compared with the Fig. (3) data for the L-mode case. Pellet injection occurs at $t = 4.519\text{ s}$, as the stored energy reaches its maximum. Perturbation of the total electron density (Fig. 4a) is in this case $\Delta N/N \sim 70\%$, with a $1/e$ point indicating a particle confinement time scale of $\tau_p \sim 45\text{ms}$. As with the L-mode case, visible bremsstrahlung $Z_{\text{eff}}$ measurements indicate similar particle confinement for the carbon ions.

In Fig. 4(b), we see that, in sharp contrast to the L-mode case, the plasma total stored energy shows a dramatic response to the pellet perturbation, dropping for $\sim 150\text{ms}$ after the pellet, and recovering only slowly to the original supershot level by the end of the beam heating phase. Within this dropping total stored energy, the electron stored energy component shows a similar but more marked transient rise than for the L-mode case, again presumably attributable to a similar transient change in the electron-ion coupling and fast ion slowing down in this now even more ion energy dominated plasma. This decrease of the total stored energy in response to the pellet perturbation translates into a corresponding marked drop in the energy confinement time, as seen in Fig. 4(c). In a series of other pellet injections into supershots, similar overall time behavior has been seen for perturbations produced both early in the ramp-up phase of the supershot, as well as later into the evolved supershot phase as shown here. No simple correlation is seen between recovery of the profile peakedness factor $n_0(0)/\langle n_e \rangle$ following the pellet perturbation and the long time scale recovery of the energy confinement time. Detailed characterization of this drop in energy confinement in terms of changes in the associated transport coefficients is still under study, but three features of the effect are separately notable. First, there is the apparent absence of this effect in the L-mode case. Second, the loss of total stored energy occurs on a transport time scale, not more rapidly as might be associated with the instantaneous violation of some marginal stability condition\(^4\). Finally, there is the observation that the recovery of the energy confinement time occurs only slowly on a time scale long compared with decay of the density perturbation, as indicated by the electron and $Z_{\text{eff}}$ decays, as well as slowly relative to the $\tau \sim 100\text{ms}$ energy relaxation and fast ion slowing down times.

SUMMARY - Carbon pellet injection has been successfully employed as a perturbation technique in neutral beam heated TFTR plasmas. Several effects of transport physics interest are evident in the plasma response to these perturbations, and further detailed analysis of the energy and particle transport fluxes and associated local transport coefficients is in progress.
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Fig. 1 Electron density profile evolution following carbon pellet injection into $I_p = 1.4 MA, P_b = 11 MW$ L-mode plasma 40774

Fig. 2 Fast time scale relaxation of the electron temperature profile following carbon pellet injection in L-mode plasma 40774
Fig. 3 (a) Total electrons, (b) total stored energy and electron stored energy, and (c) energy confinement time for L-mode plasma 40774 with carbon pellet injection at 3.425 s (dashed no-pellet shot 40772).

Fig. 4 (a) Total electrons, (b) total stored energy and electron stored energy, and (c) energy confinement time for supershot plasma 43160 with carbon pellet injection at 4.519 s (dashed no-pellet shot 43159).
MEASUREMENTS OF RADIAL PROFILES OF TRANSPORT PARAMETERS OF HE\textsuperscript{2+} ON TFTR
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The behavior of helium in a tokamak plasma will be of tremendous importance in the cost and operations of future fusion devices. In this light, an understanding of helium transport is essential. In this paper we describe the first measurements of spatial structure of transport coefficients of He\textsuperscript{2+} in a tokamak plasma. Charge exchange recombination spectroscopy (CHERS) \cite{1} has been used to measure the time evolutions of $n_{\text{He}^{2+}}(r)$ following a helium puff on TFTR. The temporal behavior of the He\textsuperscript{2+} density at several spatial points has been modelled with the impurity transport code MIST \cite{2}, allowing the spatial structure of transport coefficients to be adduced. The transport coefficients have indeed been found to have large spatial variations, increasing by a factor of several between $r/a = 0.35$ and the plasma edge. Diffusivities and convective velocities in this region are at least 100 times those predicted by neoclassical theory. Inside the inversion radius, transport rates are reduced, but are still an order of magnitude above neoclassical values.

The plasmas for this experiment had a major radius of 2.45 m, a minor radius of 0.80 m, a plasma current of 1.4 MA, a toroidal field of 4 T, and a discharge duration of 6 seconds. These plasmas were neutral-beam heated with 7 MW of co-directed deuterium injection from 3.5 to 4.5 seconds. The target plasma had a deuterium prefill only. The peak parameter $n_e(0)/<n_e>$ was typical of most low-density L-mode discharges on TFTR, while the energy confinement time was modestly higher than the L-mode value ($\tau_E = 1.3 \tau_{\text{EL-mode}}$). Central ion temperatures were 9-10 keV during the beam flattop, and the central electron temperatures were ~5 keV. The central Z\textsubscript{eff} was 4.0. These discharges possessed ~150-200 ms sawteeth and had an inversion radius of $r/a = 0.30-0.35$. A 16 ms helium puff was introduced at 4.2 s, well into the equilibrium phase of the neutral beam pulse. The line-averaged density of the plasma increased by 2-3\% as a result of the puff; the perturbation in electron temperature was somewhat less.
plasma increased by 2-3% as a result of the puff; the perturbation in electron temperature was somewhat less.

The CHERS spectrometer was used to view a coinjecting heating beam. The neutral beam-CHERS sightline intersection radii are separated by ~10 cm. The He\textsuperscript{2+} density evolution after the puff was measured by following the time behavior of the \( n=4-3 \) 4686 Å line of He\textsuperscript{1+}, induced by charge exchange recombination with beam neutrals. Time resolution for these measurements was 10 ms, and the data was averaged together from fourteen discharges without regard to sawtooth phase. The helium profiles were inferred by calculating the predicted line brightnesses including the effects of neutral beam attenuation and the drifting ion plume [1]. Beam attenuation was calculated using the mean free path treatment of Boley et al [3], and reaction rate coefficients for inducing the \( n=4-3 \) transition by charge exchange with beam neutrals was calculated from theoretical UDWA calculations [4]. The reaction rate coefficient for exciting this transition by charge exchange from the \( n=2 \) level of beam neutrals [5] has been calculated using the CTMC code of Olson [6]. With central ion temperatures of ~10 keV, charge exchange from thermal halos is negligible [7].

The time evolution of the densities was modeled by solving the impurity continuity equation using the impurity transport code MIST. It is assumed that the helium flux can be expressed as

\[
\Gamma_{He} = -D(r)Vn_{He} + V(r)n_{He}
\]

where \( D \) is the helium diffusivity and \( V \) is the convective velocity. The neutral helium source has been programmed into MIST by assuming that the energy of recycled neutral helium is 0.1 eV, typical of the temperature of a carbon tile on the bumper limiter. The time behavior of the He\textsuperscript{2+} source was deduced from measurements of the \( n=2-1 \) 304 Å He\textsuperscript{1+} line by a VUV spectrometer viewing along a radial chord at the bumper limiter. Use of this measurement of the source eliminates the need for any assumptions regarding helium recycling efficiency.

In the modelling, \( D \) and \( V \) are constrained such that \( D/V = L_{He} \), the helium scale length in equilibrium. It is found that no spatially constant \( D \) will reproduce the data satisfactorily. The range of \( D \) and \( V \) that best fit the data is shown in figure 1. Of note is that the best-fit \( D(r) \) varies by over an order of magnitude across the plasma, with the largest variations found near the plasma boundary and for \( r/a < 0.35 \). The nonviability of \( D=\text{constant} \) is illustrated in figures 2 and 3. Figure 2 shows the measured local He\textsuperscript{2+} density at (a) \( r = 65 \) cm and (b) \( r = 39 \) cm. Also shown in this figure are MIST modeling results using \( D(r) \) and \( V(r) \) of figure 1 (solid line) and \( D = 1.2\times10^5 \text{ cm}^2\text{s}^{-1} \) (again with \( D/V = L_{He} \); dashed line). The results for the two cases are indistinguishable at \( r = 65 \) cm. Diffusivities on the order of \( 10^5 \text{ cm}^2\text{s}^{-1} \) are required there. However, \( D = \)
constant cannot reproduce the data successfully at \( r = 39 \) cm while maintaining agreement at \( r = 65 \) cm (figure 2(b)). Agreement with the data at all radii is found only if large spatial variations in \( D \) as shown in figure 1 are used. Errors in the inferred transport coefficients were estimated by propagating a \( \pm 20\% \) uncertainty in the beam stopping cross sections through the profile shape calculations as well as including estimates of the uncertainty of the best fits. Measured and modelled profiles after the puff are shown in Figure 3. Figure 3a shows the profiles inferred from CHERS measurements. To note is the short time scales (\(~50 \) ms) required for the profile at \( r/a > 0.5 \) to reach its final scale length. However, the time scale required to reach the final scale length for \( r/a < 0.5 \) is typically \(~100 \) ms, suggestive of slower transport there. Figure 3b shows the modelled profile shapes from MIST using the transport coefficients of figure 2. Excellent reproduction of the measured profiles is achieved. However, the profiles obtained using the constant \( D \) required to match the data at \( r = 65 \) cm do not reproduce the measured time evolutions (figure 3c); transport is found to be much too rapid in the interior. More modest values of constant \( D \) also fail to reproduce the profile evolutions observed.
Finally, thermal transport coefficients have been calculated using the steady-state transport code SNAP. Interestingly, it is found that $D(r) \sim \chi_i(r) \sim \chi_{\phi}(r) > \chi_e(r)$ (figure 4). The implications of ratios of the impurity fluxes to the heat and momentum fluxes on the viability of proposed transport mechanisms is being explored.

**Fig. 4 - Helium diffusivity $D(r)$ and $\chi_e$, $\chi_i$, and $\chi_{\phi}$ as calculated with SNAP.**
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**T_e Profile Invariance under Transient Conditions on ASDEX.**
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**Introduction**

The resilience of the electron temperature profile in a tokamak plasma is a well known phenomenon, but not at all understood. On ASDEX it was found that the normalized shape of the electron profile can be represented as a fairly straight line with constant slope outside the $q = 1$ surface; the different $T_e$ profile shapes at various $q_a$ values are only due to changes within the $q = 1$ surface /1/; a similar behaviour has also been found on other machines /2/. As the safety factor seems to be the only clear parameter to influence the temperature profile, it is often argued that the current density profile is actually invariant and the stiff coupling $j \sim T_e^{3/2}$ causes the $T_e$ profile consistency. This early analysis was carried out under steady state conditions, and is now extended to transient ASDEX plasmas with the plasma current being stepped up and down within the same discharge. The conductivity of the plasma column was calculated radially and time resolved including neoclassical trapped particle effects using the measurements of $T_e(r,t)$ and $n_e(r,t)$ with the 60 Hz Nd:YAG laser scattering system. Current profiles were then calculated with a diffusion code starting with a radially constant electric field from a steady state discharge and the electric field at the plasma edge derived from the measured loop voltage around the torus as boundary condition.

**Experimental results**

Fig. 1 shows a neutral beam heated discharge with a plasma current $I_p$ of 0.42 MA being stepped down within 0.15 sec to 0.28 MA and up again within the same discharge. In fig.2 the development of the current distribution $j(r,t)$ is displayed separately for the two cases when the current is ramped down and up. The beam heating power was 2 MW and basically constant during the ramp phases. In the first case the loop voltage becomes negative, which is reflected in a negative current density at the plasma edge at the beginning of the current change at $t = 1.35$ sec. When $I_p$ has reached its minimum value at $t = 1.5$ sec the current density also takes its maximum negative value at the plasma boundary. Within the next ~200 ms the current disturbance diffuses towards the hot centre until it reaches another equilibrium at about $t = 1.7$ sec.

The development of temperature profiles during this transient phase is quite different as shown in fig.3. Normalized at about half radius the profiles exhibit the usual invariance with changes only inside the $q = 1$ surface as a consequence of the changing plasma current. These profile changes, however, do not follow the external $q_a$ - value but rather the amplitude of the current density at the core. The temperature profile is certainly not coupled rigidly to the current density as in a stationary state, but the profiles do have the tendency to show a slight deformation at the edge in the same way as $j(r)$ after a disturbance of the total current.

During the current decrease the electron temperature profile remains unchanged. The decrease of $T_e(0)$ doesn’t begin before $j(0)$ begins to drop at $t \sim 1.5$ sec., which is the time when the current disturbance has reached the plasma centre during its diffusion process. This phenomenon is also reflected by the integrated thermal energy content of the electrons as shown in fig 3a. It also begins to decrease at $t = 1.5$ sec., when $I_p$ is already down at 0.28 MA. Thus the energy confinement time stays constant while the current is being ramped...
down and the relation \( \tau_E \sim I_p \) does certainly not hold in this transient phase. This is also demonstrated in an overshooting of the poloidal beta as shown in fig. 4b. \( \tau_E \) remains at the high value corresponding to the initial current typical 2 - 3 energy confinement times before it rapidly decreases.

The observed delay of the change of the electron energy against the plasma current change is much less, when \( I_p \) is ramped up again (s. fig. 1c and 4). This can be understood if one considers the difference in the \( j(r,t) \) profiles in the two cases of a negative or positive current step in fig. 1. In the first case with \( \text{d}I / \text{d}t < 0 \), the power deposition, mostly neutral beam heating, remains unchanged in the centre until the diffusion process has come to an end and the plasma center is affected. The ohmic power is also deposited mainly in the centre as the current density at the boundary is negligible. Thus the energy transport from the centre to the edge is not very much affected and the temperature profiles and gradients remain unaltered until the confinement properties of the inner confinement zone is changed owing to the reduced current density \( j(0) \). When \( \text{d}I / \text{d}t \) is positive, on the other hand, there is an instantaneous rise of the current density at the edge with a localized additional ohmic heating of the electrons at the boundary and a subsequent instantaneous hampering of the heat outflow from the plasma centre. In this case the total energy rises with much less delay against the plasma current, which is also seen in fig. 4. This delay time disappears in the case of pure ohmic heating. In our opinion this effect indicates the important influence of edge gradients to the global confinement.

Conclusions

- The invariance of the electron temperature profile prevails also during a transient plasma phase, when the total plasma current is strongly varied;
- the dominant parameter is not \( q_a \), but more the central current density which influences the profile at the \( q = 1 \) surface;
- the current density is certainly not an invariant quantity when the plasma is not stationary;
- \( \tau_E \) is no longer a linear function of \( I_p \), when \( \text{d}I / \text{d}t \neq 0 \);
- profile gradients at the plasma boundary play a decisive role for the global confinement behaviour;
- the mechanism which governs profile invariance is not simply dominated by \( q_a \) or other local parameters.
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fig. 1 shot 30691
a) plasma current
b) loop voltage
c) electron temperatures at different plasma radii versus time measured with the Nd:YAG laser system; 
\( r = 0, 8, 16, 24, 32, 40 \text{ cm} \);
negative beam heating from 1 sec - 2.4 sec, \( P = 2 \text{ MW} \)

fig 2. shot 30691: current densities \( j(r,t) \) calculated from a diffusion code at different times \( t[s] \) given as parameter in the curves. The plasma conductivities \( \sigma(r,t) \) was calculated from the measured electron temperatures and densities and \( Z_{\text{eff}} \). The plasma current was ramped down and up again (0.42 MA / 0.28 MA) during the discharge.
fig. 3. shot 30691: Electron temperature profiles normalized at $r = 18$ cm (the influence region of the $q = 1$ surface) within the time interval $1.3 \text{ sec} \leq t \leq 2.2 \text{ sec}$, covering the current ramping phase $0.42 \text{ MA} / 0.28 \text{ MA}$. The normalized profiles are invariant for $r \geq 18$ cm also in the transient phase.

fig. 4. shot 30691: total integrated electron thermal energy (a) and the poloidal beta of the electrons as measured with the Nd:YAG system, versus time. The change of the total energy is delayed against the onset of the current change by about 200 ms during ramping down. When the current is ramped up again the delay is much shorter. This is also manifested in the overshoot of $\beta_p$ function vs time.
Abstract
In this paper we continue our report on the study of the dependence of plasma parameters on the ion mass $A_i$. Both under ohmic and beam heating conditions a strong sensitivity of the central electron temperature, the electron and total energy content, the energy confinement time, and sawtooth repetition time are observed. The previously observed strong sensitivity of the edge density on $A_i$ is a secondary effect. The observation of an $A_i$ dependence both in lower hybrid heated discharges but also in the momentum confinement with $NI$ demonstrates that the ion mass affects both electron and ion transport. Transport analysis indicates that the effective heat diffusivity is lower in deuterium for all radii.

Introduction
The ion mass is a substantial and robust scaling parameter of the confinement time in all regimes of ASDEX /1/. Deuterium plasmas show the better confinement. This is not in agreement with theoretical expectation. Previously it has been noted that deuterium has the better confinement both in predominantly electron or ion transport dominated plasmas and that both energy and particle transport are affected /2/. A strong sensitivity of the central electron temperature $T_e$ and as a consequence of the electron and of the total energy content, $E_0$ and $E_0$, and the power input $P_{oh}$ was observed under ohmic conditions. The $A_i$ variation of both $E_0$ and $P_{oh}$ gives rise to the strong dependence of $\tau_E$ on $A_i$ { $\tau_E \propto A_i^{0.5}$ in the ohmic saturated regime, SOC } . Other parameters which vary strongly with $A_i$ in the SOC regime are the edge density $n_e(a) \{ \propto A_i^{-0.8} \}$ and the sawtooth repetition time $\tau_{SZ} \{ \propto A_i^{0.54} \}$. Because of the difficulty of theory to understand the underlying mechanisms, a careful study is necessary to rule out the possibility that the isotope effect does not enter heat and particle transport directly but is actually the result of a secondary process e.g. different onset conditions for turbulence. As deuterium discharges display generally more peaked density profiles, $n_\rho$ or $n_0$ driven turbulence might be a possibility for such a secondary causality. Hydrogen or deuterium pellets fuelling target plasmas of the same isotopic mass lead to discharges with $n_\rho$-profiles which are peaked sufficiently for $n_\rho$ or $n_0$ turbulence to be stabilized. Nevertheless, pellet refuelled deuterium plasmas show the better energy confinement.

Though the improvement of $\tau_E$ with $A_i$ is a welcome development with regard to DT operation, the isotope effect has also a negative aspect linked to the stronger scaling of the particle confinement time $\tau_P$ with $A_i$ { $\propto A_i^{1}$ } and the different MHD activity: At the same plasma density, the divertor gas and plasma densities are lower in deuterium and, as a consequence, the divertor impurity retention efficiency must be lower. Together with the higher impurity sputtering, the more pronounced impurity accumulation tendency and the less effective sawtooth-cleaning of the plasma core, deuterium discharges are more susceptible for developing impurity problems.

$A_i$ dependence in the discharge breakdown phase
The isotope effect can be noted shortly after breakdown of the discharge. The gas consumption and the $H_\alpha$ radiation differ notably after about 100 ms after breakdown; deviation in $\beta_{pol}$, the loop voltage and the electron temperature can be detected after about 200 ms. Such, the
Isotope effect is present in a phase where the plasma current profile is not steady state, the divertor configuration is not well established, and the electron distribution may still be non-Maxwellian.

We have further studied whether the method of plasma build-up introduces the isotope effect. Two identical low-density helium discharges ( $\bar{n}_e = 1.5 \times 10^{13}$ cm$^{-3}$ ) are compared where in the plateau phase the density was ramped up to $\bar{n}_e = 4.5 \times 10^{13}$ cm$^{-3}$ by either H$_2$ or D$_2$ gas puffing. The isotope effect was still present in the two high-density phases. With this study we rule out another secondary effect viz. that the appreciably larger gas consumption in the initial discharge phase of hydrogen forces the plasma boundary to interact with a large amount of gas throughout the pulse which might cause some degradation.

The isotope effect in lower hybrid heated discharges

In order to study the isotope effect under conditions of strong electron heating and of an energy content basically determined by electrons, lower hybrid (2.45 GHz) was applied in the range $0.63 \leq P_{LH}$(MW)$ \leq 1.1$ and $1.4 \leq \bar{n}_e (10^{13}$ cm$^{-3}$ ) $\leq 4.3$. For the lower power $T_{e0}$ increased typically by 50%. Both in the ohmic target plasma as with LH, the central electron temperature was larger in D$^+$ than H$^+$. In the density range from 2 to $3 \times 10^{13}$ cm$^{-3}$, when neither extreme non-Maxwellian electron distribution nor different ion coupling of the wave at the edge play a significant role a similar scaling of $T_{e0}$ $\propto A_i^{0.24}$ like in the ohmic LOC regime is observed. The presence of the isotope effect under LH conditions indicates that the ion mass enters directly the electron heat transport as already indicated by the dependence of $T_{e0}$ and $E_e$ on $A_i$ in the OH LOC regime /2/.

The study of the sawtooth propagation, however, did not yield any direct evidence for an $A_i$ dependence in $x_e^{SZ}$. Under OH conditions at $\bar{n}_e = 2 \times 10^{13}$ cm$^{-3}$, $x_e^{SZ} = 3-5$ m$^2$/s is observed both for H$^+$ and D$^+$ which is a factor of 3-4 above the value from transport analysis. No isotope dependence in $x_e^{SZ}$ can be resolved.

The isotope effect in momentum confinement

As the parameter dependence of $A_i$ is noted also in ohmic discharges at high density (close to the density limit) where the dominance of ion transport is expected, we have separately studied ion transport via momentum confinement in L-mode discharges with NI/3. A strong isotope dependence of the momentum confinement time $\{ \tau_{df} \propto A_i^{1.02} \}$ or the momentum diffusivity averaged over the gradient region $\{ \chi_{df} \propto A_i^{-0.87} \}$ is observed. The analysis is based on 33 discharges. The results clearly show that $A_i$ affects ion transport characteristics.

Comparison of OH discharges with carbonized or boronized walls

In our previous report we have studied the isotope effect under carbonized wall conditions. Now we will supplement these studies with results from boronized walls. The plasma parameters are varied in the following ranges: $200$ kA $\leq I_p \leq 450$ kA, $1.6$ T $\leq B_1 \leq 2.8$ T, $2.5 \times 10^{13}$ cm$^{-3} \leq n_0 \leq 5.5 \times 10^{13}$ cm$^{-3}$. The results from the regression analysis are shown in Table 1. The comparison with the results in the SOC regime from the carbonized wall series / 2 / shows the reproducibility of the regression exponents. With respect to the $A_i$ dependence (analyzed in the form of a power law, exponents given in brackets), we again observe a strong dependence of $T_{e0}$ (C: 0.36; B: 0.33), $E_e$ (C: 0.27; B: 0.36), $E_0$ (C: 0.28; B: 0.47), $P_{Oh}$ (C: -0.22; B: -0.18), $\tau_E$ (C: 0.50; B: 0.65) and $\tau_{SZ}$ (C: 0.54; B: 0.44). Much weaker, however, is the isotope dependence of the edge density. With carbonized walls, $n_e(a) \propto A_i^{-0.81}$ and with boronized walls $n_e(a) \propto A_i^{-0.29}$ is observed.
Comparison of NI and OH discharges with boronized walls

We have extended the ohmic parameter study of $A_I$ to NI heated discharges with fixed NI power of 1.6MW. The ohmic power input can be neglected at this auxiliary heating level. The results of the regression analysis are shown in Table 2. A strong $A_I$ dependence is observed in the following parameters: $T_e (\text{NI}: 0.25; \text{OH}: 0.33)$, $E_e (\text{NI}: 0.24; \text{OH}: 0.36)$, $E_o (\text{NI}: 0.44; \text{OH}: 0.47)$, $T_e (\text{NI}: 0.34; \text{OH}: 0.65)$ and $\tau_{SZ} (\text{NI}: 0.46; \text{OH}: 0.44)$. The $A_I$ scaling of $\tau_E$ is weaker but all parameters which show a clear isotope scaling under OH conditions display it also with strong auxiliary heating. The scaling of the edge density $n_e(a)$, however, further diminishes to $n_e(a) \propto A_I^{-0.17}$.

In a separate study [4] we could demonstrate the dependence of the edge density on the power flux within the SOL and describe it by a simple 1D-model. The application of these considerations clearly explains the strong $A_I$ scaling of $n_e(a)$ in the carbonized case by the sensitivity of the impurity radiation from the plasma on $A_I$ ($P_{\text{RAD}} \propto A_I^{0.3}$). In deuterium, the actual power flux in the SOL is low on account of high impurity radiation and the edge density is low. With boronization the impurity radiation is strongly reduced, the power flux into the SOL is high even for $D^+$ and therefore the isotope dependence of $n_e(a)$ is reduced. This trend continues to auxiliary heated discharges.

Results from transport analysis

We have tried to study the radial range where the heat diffusivity is affected by the choice of the isotope mass. This study is guided by the conventional wisdom that different transport mechanisms may prevail in various radial zones: the core of the plasma is governed by sawteeth, the insulation zone by electrostatic and the edge zone by resistive turbulence. In order to have sufficient accuracy for this study, we have done a series of high density ($n_e = 7.2 \times 10^{13} \text{ cm}^{-3}$) discharges so that we could do a single fluid analysis which does not discriminate between electron and ion transport. The heat diffusivities for hydrogen and deuterium are plotted in Fig. 1. The central part of the discharge is additionally treated with a sawtooth model with various assumptions of sawtooth amplitude and radius of $q=1$ surface around the measured quantities. Figure 1 indicated that sawteeth contribute to the core transport in particular in hydrogen (shorter $\tau_{SZ}$). Furthermore, it is shown that $\chi_e^{H^+}$ is lower than $\chi_e^{D^+}$ for all radii irrespective of the expected transport mechanisms in the various radial zones.

Summary

We have increased the evidence that the ion mass affects both electron and ion transport. The most sensitive parameters which respond to $A_I$ are the electron temperature, the electron and total energy content, the confinement time and the sawtooth repetition time. These dependences apply generally. The $A_I$ dependence of the edge density is understood as a consequence of different radiation levels in $H^+$ and $D^+$ giving rise to differences in the SOL power fluxes. Heat diffusivity is lower for $D^+$ over the whole cross-section. Still no theoretical explanation can be given. The consideration of those parameters which are known to depend on $A_I$ (like the electron-ion coupling time $\tau_{ei}$, the Alfvén-velocity, the sound velocity or the ion-ion collision time) does not give clear hints.
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Figure 1. Radial variation of the single-fluid heat diffusivity for H+ and D+ series at $n_e = 7.2 \times 10^{13} \text{ cm}^{-3}$, 420 kA, 2.2T. The plasma core is analyzed with and w/o a separate sawtooth model.

<table>
<thead>
<tr>
<th>const.</th>
<th>lp</th>
<th>Bt</th>
<th>ne</th>
<th>Ai</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poh</td>
<td>5.62E-04</td>
<td>1.13</td>
<td>0.02</td>
<td>-0.35</td>
</tr>
<tr>
<td>Eo</td>
<td>1.55E-02</td>
<td>1.19</td>
<td>0.04</td>
<td>-0.32</td>
</tr>
<tr>
<td>Ee</td>
<td>1.32E+02</td>
<td>1.17</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>$\tau E$</td>
<td>3.80E+01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Teo</td>
<td>1.35E+02</td>
<td>0.29</td>
<td>0.02</td>
<td>0.72</td>
</tr>
<tr>
<td>$&lt;Te&gt;$</td>
<td>2.34E+00</td>
<td>0.96</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Teo/$&lt;Te&gt;$</td>
<td>5.75E+01</td>
<td>-0.66</td>
<td>0.03</td>
<td>0.68</td>
</tr>
<tr>
<td>neo</td>
<td>2.57E+00</td>
<td>-0.13</td>
<td>0.01</td>
<td>0.18</td>
</tr>
<tr>
<td>$&lt;ne&gt;$</td>
<td>1.91E-01</td>
<td>0.27</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>neo/$&lt;ne&gt;$</td>
<td>1.12E+01</td>
<td>-0.40</td>
<td>0.03</td>
<td>0.28</td>
</tr>
<tr>
<td>Tio</td>
<td>3.55E+02</td>
<td>0.17</td>
<td>0.04</td>
<td>0.35</td>
</tr>
<tr>
<td>$tSZ$</td>
<td>1.20E+02</td>
<td>-0.48</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>Eo</td>
<td>2.40E-01</td>
<td>0.87</td>
<td>0.02</td>
<td>-0.14</td>
</tr>
<tr>
<td>Ee</td>
<td>5.25E-02</td>
<td>0.88</td>
<td>0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>$\tau E$</td>
<td>1.10E+00</td>
<td>0.55</td>
<td>0.03</td>
<td>-0.14</td>
</tr>
<tr>
<td>Teo</td>
<td>2.63E+02</td>
<td>0.27</td>
<td>0.03</td>
<td>0.55</td>
</tr>
<tr>
<td>$&lt;Te&gt;$</td>
<td>6.61E+00</td>
<td>0.83</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>Teo/$&lt;Te&gt;$</td>
<td>3.98E+01</td>
<td>-0.56</td>
<td>0.03</td>
<td>0.44</td>
</tr>
<tr>
<td>neo</td>
<td>1.45E+00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.09</td>
</tr>
<tr>
<td>$&lt;ne&gt;$</td>
<td>5.13E-01</td>
<td>0.08</td>
<td>0.02</td>
<td>-0.06</td>
</tr>
<tr>
<td>neo/$&lt;ne&gt;$</td>
<td>2.82E+00</td>
<td>-0.11</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td>$tSZ$</td>
<td>1.10E+01</td>
<td>0.15</td>
<td>0.07</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table: Exponents of the regression analysis in the form $\text{const} \times l_p^{\alpha} \times B_T^\beta$... The column following the power gives the standard error; $R$ is the regression coefficient. Table 1a: results for the ohmic, 1b for the Ni phase (1.6 MW). Units: ms, kA, T, $10^{13} \text{ cm}^{-3}$, kJ, eV.
Demixing of Impurities and Hydrogen as Deduced from $Z_{\text{eff}}$ Profiles in the Boronized ASDEX

Max-Planck-Inst.f.Plasmaphysik, D-8046 Garching, FRG, EURATOM Association

Substantial progress towards fusion has been made in the confinement, stability and heating of tokamak plasmas. The transport behaviour of magnetically confined plasmas, however, is still an unsolved problem. The transport mechanisms of hydrogen and of impurities are known to be different, leading to phenomena such as impurity accumulation on axis, especially in good confinement regimes, and more generally to demixing of the various species. Besides energy losses from impurity radiation, one has to be concerned about dilution of the fuel-ion density, and about effects that impurities may have on the main ion and electron transport. To understand the transport behaviour of the different plasma species, one needs their spatial density profiles. The evolution of the electron density profiles is well known, the impurity profiles may be inferred from spectroscopic measurements, but usually the proton density profiles are less well documented. From reliable $Z_{\text{eff}}$ measurements it is possible to infer the proton density profile using a typical species mix derived from spectroscopic data and assuming quasi-neutrality.

It is convenient to represent the various impurities by a characteristic impurity ion with a density $n_z$ and a fictive charge $Z (Z = \Sigma n_i Z_i^2 / \Sigma n_i Z_i ; i \geq 2)$. A typical value for $Z$ is 7, indicating that light impurities are dominating. Comparing the different profiles, we find characteristic differences in the electron, proton and impurity transport behaviour.

$Z_{\text{eff}}$ diagnostics

The detection system of the ASDEX Nd:YAG laser scattering device is used to measure the bremsstrahlung along 16 chords in 3 different broad wavelength bands between 820 nm and 1060 nm with a spatial resolution of 4 cm. Line radiation is negligible in these bands, as verified by spectroscopic measurements. Using in addition the simultaneously measured $n_e$ and $T_e$ profiles, we obtain radial $Z_{\text{eff}}$ profiles. The statistical errors are mainly caused by the density measurement and vary in the range between 10% on axis and 30% in the plasma edge.

Carbon and oxygen density profiles and their $Z_{\text{eff}}$ contributions are absolutely measured by charge exchange recombination spectroscopy (CXRS) during beam injection. This method allows an independent cross-check for low-Z impurity density profiles.

Experimental results

1) Plasma parameter improvements with boronization

Boronization of ASDEX results in significantly improved plasma conditions. The decrease of $Z_{\text{eff}}$ on axis due to boronization may be seen in fig. 1 for ohmic discharges. As a consequence of the reduction of metal and light impurities (Fe, Cu, O) $Z_{\text{eff}}$ is strongly reduced for all electron densities and reaches values close to 1 at densities $n_e \geq 3 \times 10^{13}$ cm$^{-3}$.

The increase of $Z_{\text{eff}}$ normally observed during auxiliary heating is also markedly reduced as shown in fig. 2 for LH-heating.
2) Transport behaviour in the central plasma region

The average radial flux $\Gamma$ of the various plasma species is frequently described by the same empirical formula (1) leading to the same profile shape for all particles:

$$\Gamma = - D \frac{\partial n}{\partial r} + v_0 \frac{r}{a} n$$

(1)

In boronized discharges we find, however, that this expression cannot be used simultaneously for all species with the same coefficients, because the observed profiles of protons, electrons and impurities are different. For the central plasma, where the particle sources are negligible in stationary cases the fluxes vanish and from the density profiles in figs. 3-6 we can determine the ratio of $D/v_0$ which is a characteristic decay length of the profiles. Assuming constant coefficients $D$ and $v_0$ we determine their ratio by comparing the profiles at $r = 0$ and $r = 25$ cm (table 1).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>$n_0(0)$ $(10^{13}$ cm$^{-3}$)</th>
<th>$Z_{\text{eff}}(0)$</th>
<th>$D/v_0$ (cm) electrons</th>
<th>$D/v_0$ (cm) deuterons</th>
<th>$D/v_0$ (cm) impurity ($Z=7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OH (fig. 3)</td>
<td>1.8</td>
<td>2.7</td>
<td>27</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>OH</td>
<td>3.5</td>
<td>1.8</td>
<td>19</td>
<td>25</td>
<td>7</td>
</tr>
<tr>
<td>OH (fig. 4)</td>
<td>5.0</td>
<td>1.4</td>
<td>22</td>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td>H-mode</td>
<td>6.0</td>
<td>2.7</td>
<td>22</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>Cr.-inj.</td>
<td>7.0</td>
<td>3.3</td>
<td>12</td>
<td>36</td>
<td>4.5</td>
</tr>
</tbody>
</table>

2.1 OH plasmas

In ohmic discharges at low densities (fig. 3) we see that the deuteron profiles tend to flatten in contrast to the neoclassical prediction of an increased Ware pinch at low collision frequency. The impurities are peaked by a factor 3-4 as compared to the deuterons (table 1). This is characteristic of boronized discharges and was not observed before. It may be due to the reduction of metallic impurities which, in non-boronized cases, expel the lighter impurities from the central region.

The electron peaking is stronger than that of the deuterons and cannot be ascribed to sources by ionization of impurities. It is clearly a transport phenomenon indicating that the transport coefficients are different for electrons, protons and impurities. They also depend in different ways on the plasma parameters.

2.2 Auxiliary heated plasmas

In the ELM-free H-mode (co-injection) the electron profiles in the bulk plasma are very similar to the comparable ohmic case but the $Z_{\text{eff}}$ values are higher. The impurity peaking is somewhat reduced and the deuteron profiles are broader (fig. 5).

During counter injection there is a strong accumulation of impurities. The central concentrations are: B (1%), C (1.5%), O (1.5%), and Cu (0.2%) resulting in a fictive impurity charge of $Z=8.5$. In the accumulation case the difference between electron and deuteron transport is
particularly pronounced. The deuteron profiles become slightly flatter than those in comparable ohmic discharges. Strong peaking of electrons in the central region is observed, which is again not explainable by internal ionization sources. It must be due to a change of the ratio $D/v_0$ for the electrons, but we cannot decide from the measurements whether $D$ is decreasing or $v_0$ is increasing.

In contrast to previous observations we now find an accumulation of light impurities which dominate $Z_{\text{eff}}$. The accumulation of light impurities was possibly prevented by the accumulation of metallic impurities in non-boronized conditions. A further hint for the evidence of this finding is provided by CXRS, which shows an even stronger peaking of oxygen ($Z = 8$) as compared to carbon ($Z = 6$) during the accumulation phase. A discussion of multispecies accumulation phenomena in the framework of neoclassical theory is being presented at this conference /2/.

3) Observations in the plasma edge

There is a general tendency in all discharges for $Z_{\text{eff}}$ to increase towards the plasma edge (see figs. 3-6). From a simple diffusive model like (1) with the same transport coefficients for all species this is to be expected, since the penetration depth of neutral hydrogen is much longer than that of neutral impurities. A closer look at the profiles shows, however, that the profiles of the impurity ion have a positive gradient towards the plasma edge, which cannot be explained by the source distribution. Charge exchange recombination spectroscopy confirms these profiles. The transport behaviour of hydrogen and impurities must be different. An outward drift velocity of the impurities is formally required to describe the observation. This demixing effect may even be stronger than evident from the figures as we have assumed $Z = 7$ for the characteristic ion which may be too high in the boundary region where impurities are usually in a lower ionization stage. This strange transport behaviour is possibly explained by neoclassical temperature screening which in particular during the H-mode with its very steep temperature gradients at the boundary results in flat $Z_{\text{eff}}$ profiles in the centre and in a $Z_{\text{eff}}$ increase towards the edge /2/.

/2/ G. Fussmann et al., this conference.

---

Fig. 1 Density dependence of $Z_{\text{eff}}$ before and after boronization

Fig. 2 Improvement of $Z_{\text{eff}}$ due to boronization in LH heated plasmas
Fig. 3  Zeff-, electron-, deuteron- and impurity ion density profiles for OH plasma at low density

Fig. 4  Zeff-, electron-, deuteron- and impurity ion density profiles for OH plasma at high density

Fig. 5  Profiles of Zeff, electrons, deuterons and impurity ions in the H-mode (t=1.2s)

Fig. 6  Profiles of Zeff, electrons, deuterons and impurity ions for ctr. injection (t=1.38s)
CONFINEMENT STUDIES OF SAWTOOTH-FREE OHMIC DISCHARGES

U. Stroth, R. Büchse, W. Herrmann and K. Krieger
Max-Planck-Institut für Plasmaphysik,
EURATOM-IPP Association D-8046 Garching, FRG

1. Introduction
Fusion reactor studies are based on H-mode plasmas because of the improved energy confinement and, being realized in the divertor configuration, the possibility of impurity control. In H-mode plasmas impurities are controlled in the edge by ELMs.

The problem of impurity accumulation rules out another family of discharges with improved energy confinement time ($\tau_E$). This family is characterized by centrally peaked density profiles and its members at ASDEX are the IOC regime [1], pellet [2] and counter neutral beam injection discharges [3]. In all cases impurity accumulation can lead to a limitation of the $\tau_E$ improvement or to disruptions of the plasma. In this contribution we present sawtooth free discharges, another member of the peaked density family. They achieve stationarity with a saturation in the impurity accumulation. Because sawtooth activities are absent in these stationary discharges, they are an ideal opportunity to study the transport properties of a peaked density plasma.

2. Properties of Sawtooth-Free Discharges
The systematic investigation of sawtooth-free discharges has become possible after boronization of the ASDEX vacuum vessel. They appear in a transition stage from freshly boronized to unboronized conditions. This gives reason to the assumption that sawtooth-free plasmas need a specific impurity mixture to develop. Only under these conditions sawtooth-free phases can be reached as soon as the external gas flux to the plasma is reduced in order to establish a density plateau at low line averaged densities. As an example, in Fig. 1 we compare a sawtooth-free discharge to a sawtoothing one. The bifurcation appears at 0.5 s. A small gas puff broadens one discharge. This can be seen at the density peaking factor (central to volume averaged electron density, $Q_N = n_e(0)/\bar{n}_e^V$). The sawteeth develop then as usual. When the plateau density is reached, the external gas flux is reduced. This leads to a strong peaking of the other discharge while the already sawtoothing one does not change its density profile.

The peaking of the density profile leads to impurity accumulation which is saturated, as it can be seen from the soft X-ray signal, when the neutral beam starts injecting at 1 s. The then enhanced impurity production leads to a further accumulation which drops when the density profile starts to flatten. The flattening of the density profile can be due to an enhanced gas flux that is needed to compensate the deteriorated L-mode particle confinement. The sawteeth set in after the the density profile has flattened. The signals of the sawtooth-free discharges are similar to those of O-type plasmas at Doublet III [4].

At low densities parameter studies of Deuterium discharges led to the following results: $Q_N$ does not depend on the edge safety factor $q_s$ and is between 2.1 and 2.3. It is well separated from values of sawtoothing discharges which are 1.5 at low $q_s$ and 1.8 at $q_s=4.3$. $Q_N$ is the same in sawtooth-free D and He discharges. The peaking of the radial electron temperature ($T_e$) profile depends in the same way on $q_s$, independently whether the discharges are sawtoothing or not.
With decreasing $q_e$ the temperature profile flattens. In the sawtoothing discharges this occurs because of a expanding $q=1$ surface and a consequent enhancement of the sawtooth transport and in the sawtooth-free discharges because of a central impurity accumulation at higher rates the lower $q_e$.

At high densities sawtooth-free discharges are difficult to achieve because of the higher external gas flux needed. We observed sawtooth-free discharges during a density limit program. They remained sawtooth-free up to the density limit at the high line averaged density of $7 \times 10^{19} \text{m}^{-3}$ at $I = 320 \text{kA}$ and $B_{tor} = 2.17 \text{T}$. This has to be compared with a density limit of $6.4 \times 10^{19} \text{m}^{-3}$ in the sawtoothing case.

### 3. Stabilization of Sawtooth-Activities

Two mechanisms can in principle stabilize sawteeth: the vanishing of the $q=1$ surface with a central $q$ value above 1 or a stabilization by profile effects in the presence of a $q=1$ surface.

In counter injection discharges we observe the first mechanism. The moderately peaked density profiles invoke impurity accumulation in the plasma centre. This leads to an increasing $Z_{eff}$ and, because of high radiative losses, decreasing central $T_e$. Consequently the current profile broadens and the central $q$ value rises above 1.

A different mechanism can stabilize sawteeth in ohmic discharges. This is demonstrated in Fig. 2. The upper part shows line averaged density ($\bar{n}_e$) and soft X-ray intensity, integrated along a chord of 4 cm minor radius, of a sawtooth-free discharge that remained stable for 3 s. During the first density plateau at $\bar{n}_e = 2.2 \times 10^{19} \text{m}^{-3}$ a strong $m=1$ mode reveals the presence of a $q=1$ surface. This is in accordance with neoclassical current density calculations which are shown in the lower left part of the figure. The calculation gives a $q=1$ surface at $r \approx 9 \text{ cm}$ in accordance with the data from the soft X-ray camera array, where the $m=1$ activity vanishes between 7.5 and 10 cm. At 1 s the density is ramped up to a second plateau at $3.5 \times 10^{19} \text{m}^{-3}$. This broadens the $T_e$ profile and consequently the current profile. The central $q$ value increases above 1. This is again in accordance with the soft X-ray data, which shows that the $m=1$ mode vanishes. The calculations were performed using measured radial $Z_{eff}$ profiles. In agreement with soft X-ray data they show that sawteeth can be stabilized even in the presence of a $q=1$ surface. This has also been reported for ICRH plasmas at JET [5].

Also the sawtooth-free discharge of Fig. 1 has a central $q$ value below 1. Since the $T_e$ profiles of the discharges in Fig. 1 are almost the same, it can be deduced that the steep density gradient in the centre stabilizes the sawteeth. Also during neutral beam heating, at 1.3 s, the density profile first flattens and then, 70 ms later, sawteeth set in.

### 4. Transport Studies

For the improvement of $\tau_E$ found in discharges with peaked density profiles two mechanisms are held to be responsible [6,7]. A common feature is the reduction of the sawtooth activity which accounts for an improvement in the plasma centre but this only gives a small contribution to the global improvement. The main effect is speculatively attributed to the flattening of the ion temperature gradient in the confinement zone, leading to a suppression of the $\eta_i$ mode there and to ion energy transport on the neoclassical level.

These arguments also hold for the IOC regime where the linear dependence of $\tau_E$ on density is recovered towards higher densities. The loss of the density dependence in the SOC regime can therefore be attributed to the anomalous transport mechanisms described above. At low densities IOC and SOC have the same $\tau_E$ (called LOC). This is already a hint, that the anomalous transport mechanisms responsible for the SOC regime are not as active in this domain. Therefore it is not surprising that the global $\tau_E$ of sawtooth-free discharges are
found at the upper margin of the values for the LOC and IOC regimes. That the ion energy transport is on the neoclassical level can be seen from Fig. 3. The ion temperature \( T_i \) from our active beam neutral particle analyser coincide with the band for \( T_i \) predicted from neoclassical transport using values for \( Z_{\text{eff}} \) between 1 and 2. Also the impurity accumulation can be explained with a neoclassical inwards drift \( (V_{\text{inw}} = 3 \text{ m/s} \) at the edge and 0 in the centre) and a constant diffusion coefficient with neoclassical and anomalous contributions of the same order \( (D_{\text{ane}} \approx D_{\text{mco}} \approx 1200 \text{ m}^2/\text{s}) \). In Fig. 4 we analyzed three sawtooth-free discharges at different toroidal field \( (B_{\text{tor}}) \) and otherwise identical plasma parameters. Since \( T_e \) is almost identical, the soft X-ray intensities are a measure of the impurity concentration. With the same transport coefficients the average trends of accumulation and saturation are well reproduced.

The \( B_{\text{tor}} \) dependence of the neoclassical transport coefficients together with a small anomalous contribution to the diffusion coefficient explain 50% of the difference in the soft X-ray emission and 50% are due to minor changes in the central electron temperature.

Finally we performed transport calculations for the discharge of Fig. 1 with an early sawtooth-free and a late sawtoothing phase. We use neoclassical transport for the ion channel, in the first phase because of the results in Fig. 3 and in the second because neither \( T_e \) nor the diamagnetic \( \beta_{\text{pol}} \) do change.

The results are shown in Fig. 5. In the upper part the enhanced radiative losses in the centre of the sawtooth-free discharge can be seen. The minor differences in the electron-ion exchange term are due to different \( Z_{\text{eff}} \) and density profiles. It is surprising that the reduction of sawtooth energy transport does not lead to higher \( T_e \) values but to enhanced radiation by almost the same amount as the sawtooth transport is reduced. As a result one finds a strong reduction of the thermal electron diffusivity, \( \chi_e \), as shown in the lower part of the Figure. In the \( \chi_e \) of the sawtoothing discharge the contribution from the sawteeth is contained. An estimate from a simple sawtooth model, however, shows that the reduction in \( \chi_e \) can not be explained by the vanishing sawteeth alone and \( \chi_e \) must be further reduced together with the amount of energy to be transported in order to leave \( T_e \) unchanged.
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Figure 1: Comparison of sawtooth-free (stf) and sawtoothing (st) discharges. Density, external gas flux, density peaking and soft X-ray intensity.

Figure 2: Sawtooth-free ohmic discharge at $q_a=4.2$ and $I=250$ kA. Top: density and soft X-ray intensity. Bottom: neoclassical current density calculations.

Figure 3: Electron and ion temperatures at 0.8 s of discharge in Fig. 2 (see text).

Figure 4: Measured and calculated soft X-ray intensities of three discharges at different $B_{\text{tor}}$, $I=317$ kA and $n_e=2.9\times10^{19}$ m$^{-3}$.

Figure 5: Top: power balance for a sawtooth-free (stf, left) and a sawtoothing (st, right) phases of the discharge out of Fig. 1. Ohmic (full), radiation (dotted) and electron-ion exchange (dashed) contributions are plotted. Bottom: resulting electron heat diffusivities.
MODIFICATIONS OF DENSITY PROFILE AND PARTICLE TRANSPORT IN ASDEX DURING LOWER HYBRID HEATING AND CURRENT DRIVE.
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Introduction

The behaviour of the electron density profile in ASDEX, measured by HCN-laser interferometry during lower hybrid power (2.45 GHz) injection into ohmic target plasmas was studied for operation with symmetric N// spectra and LH current drive cases. For the same parameters oscillating gas-puff experiments were performed. These experiments allow evaluation of both the particle diffusion and inward convection from the propagation of density perturbations, induced in the different interferometer channels. An improved version of the particle transport code, described in /1/, was used for the analysis. The discharges included average densities of n_e = 1.2 - 2.6 \times 10^{13} \text{ cm}^{-3}, the launched LH power (~1 MW) allowing full RF current drive only at the lower densities in this range.

Modification of density profiles

With a grill phasing of 001:111, corresponding to a symmetric spectrum at low N//, almost no modification of the density profile is found. Only for the highest LH powers does the sawtooth period slightly increase at low densities and the profiles show weak broadening. No influence on sawteeth and profile shape is seen at the higher densities.

More dramatic changes of the density profile are encountered for non-symmetric settings of the grill phase with N// around two (75°, 90°), which are typical for optimum current drive. In this case stabilization of sawteeth already was possible at moderate LH powers due to modification of the current profile. In ohmic discharges this would lead to peaking of the density profile, because the central transport effect of sawteeth is switched off. In contrast, current drive at the low densities results in a continuous profile broadening with increasing LH power. For conditions close to full current drive (i.e. E ~ 0) the profiles show a flat centre or may even become hollow (Fig.1). Strong central electron heating is seen in these cases, leading to axial values of T_e above 5 keV, if the m=1 mode, remaining in the plasma after stabilization of sawteeth, becomes stable at LH powers close to full current drive/2/.

At the higher densities, where only partial current drive was possible, sawteeth can be still stabilized with increased LH power, but now the familiar central peaking of the density distribution occurs (Fig.2).

Transport analysis

The evaluation of transport coefficients is based on a transport code, which allows an independent description of diffusion D and convection V in a model, delivering typical values for the inner and outer part of the plasma and a linear transition region/3/. For V an additional
dependence is imposed, to maintain $V=0$ on axis. Small density perturbations about equilibrium, induced by sinusoidal modulation of the gas valve, are analyzed at different radial interferometer positions. The measured amplitude and phase pattern is compared to calculated values, gained from a solution of the particle conservation equation, including both diffusion and convection and a realistic source term. The numbers for $D$ and $V$ are fixed by a non-linear fitting procedure, for which the transition radii have to be chosen appropriate for minimum error.

**Transport results**

For low density and injection of symmetric LH spectra, as compared to the ohmic phase, the transport analysis shows a slight decrease of both diffusion and inward convection in the central plasma region, while a moderate increase of $D$ and decrease of $V$ is found in the gradient zone (Figs. 3 and 4). The resulting decrease of the density gradients in this region is consistent with the measured profile modifications. No changes are seen for symmetric spectra, if the density is increased above $2 \cdot 10^{13}$ cm$^{-3}$.

For cases close to full current drive at a density of $\sim 1.3 \cdot 10^{13}$ cm$^{-3}$ a central diffusion is inferred, which is reduced by a factor of up to five, while the convective drift term in the inner part of the plasma decreases and may reverse its sign, as compared to the ohmic case. In the outer region both $D$ and $V$ are slightly reduced, the convective term keeping its inward direction. These changes in transport are demonstrated in Figs. 5 and 6.

For partial current drive at densities above $2 \cdot 10^{13}$ cm$^{-3}$ the central $D$ is only moderately reduced and $V$ stays nearly unchanged at very low values, while both parameters show an increase above ohmic levels at larger radii (Figs. 7 and 8). These transport modifications could explain the above-mentioned profile changes for current drive at different densities.

**Summary and conclusion**

In conclusion, the analysis indicates only a small effect of lower hybrid power on particle transport in the target gas for symmetric spectra. In contrast, there are clear modifications for the current drive case. At low densities and conditions close to full LH-current drive, transport seems to be governed by changes initiated by current drive, while the sawtooth term dominates at the higher densities, where only partial current drive was possible.
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Fig. 1: Development of the electron density profile with increasing LH power for current drive at an average density of $\sim 1.3 \cdot 10^{13}$ cm$^{-3}$ (Sawteeth are stabilized above $\sim 0.5$ MW).

Fig. 2: As in fig. 1, but shown for current drive at a density of $\sim 2.6 \cdot 10^{13}$ cm$^{-3}$ (Sawteeth are stabilized above $\sim 0.7$ MW).

Fig. 3: Modification of the radial profile of diffusion, shown for LH with a symmetric spectrum (0 0 $\pi$) into an ohmic plasma of $\sim 1.3 \cdot 10^{13}$ cm$^{-3}$ density.

Fig. 4: Modification of the radial profile of convection, shown for the same case as in fig. 3.
Fig. 5: Radial profile of diffusion, shown for the case of full current drive, as compared to the ohmic phase, at a density of \( \sim 1.3 \times 10^{13} \text{ cm}^{-3} \).

Fig. 6: Radial profile of convection, shown for the same parameters as in fig. 5. In the central plasma region the convective drift term becomes outward directed during current drive.

Fig. 7: Radial profile of diffusion during the ohmic phase and with partial LH current drive, at a density of \( \sim 2.2 \times 10^{13} \text{ cm}^{-3} \).

Fig. 8: Radial profile of convection, shown for the same conditions as in fig. 7. (The lower ohmic values of \( D \) and \( V \), as compared to figs. 5/6, are due to a strong density dependence of transport over the linear range /3/.)
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I) Introduction

Particle tagging in a tokamak provides an attractive method for studying transport mechanisms. The injection of test particles at the plasma edge and the subsequent measurement of their concentration at the centre can be used to quantify the underlying transport mechanisms. This was done on the TCA tokamak by injecting hydrogen into a deuterium discharge, and simultaneously measuring the temporal evolution of the central effective mass and the edge ionisation rate.

II) Measurement of the effective mass

For different species of ions with mass $A_i$ and density $n_i$, the effective mass can be defined as the number of nucleons per free electron:

$$A_{\text{eff}} = \sum_k \frac{n_i}{n_e} A_k$$

(2.1)

Typical values are 1 for hydrogen only, 2 for deuterium and close to 2 for most fully stripped impurities. Hence for clean plasmas, a real-time measurement of $A_{\text{eff}}$ provides a measurement of the ratio of hydrogenic species.

The effective mass at the plasma centre is measured by frequency tracking a global Alfvén wave during the plasma current flat-top ($R=0.61$ m, $a=0.18$ m, $I_p=170$ kA, $B_0=1.51$ T, $n_e=10^{20}$ m$^{-3}$). The diagnostic, described in [1], gives $A_{\text{eff}}$ in real-time with an accuracy of 3% and a temporal resolution < 0.2 ms. Numerical simulations show that the measured mass is heavily weighted by the centre of the plasma [2].

The hydrogen and deuterium recycling rates at the plasma edge are inferred from the intensity of the H$\beta$ and D$\beta$ lines as measured by a visible spectrometer. The spectrum is repetitively integrated and acquired every 2-3 ms. This limits the temporal resolution of the diagnostic.

The ratio of the intensities of the lines yields a measurement of the incremental effective mass, which we define as:

$$R_A = \frac{1}{H \beta} + 2 \frac{l_D}{l_H + l_D}$$

(2.2)

Since the impurity concentration was always small, and the analysis is based on
changes of $R_A$, impurities can be neglected and $R_A$ is proportional to the effective mass at the plasma edge.

III) Dynamic response analysis

The diagnostics described both provide a well-localised measurement and allow a simultaneous monitoring of the mass change at the plasma edge and at the centre. In this experiment we puff hydrogen into deuterium plasmas and measure the subsequent change in $R_A$ and $A_{\text{eff}}$, fig. 1. For relatively small density increases ($\Delta n_e/n_e \lesssim 30\%$) the measured mass changes are proportional to the local density of the injected gas. We therefore conclude that the dynamic response of the central effective mass to the edge incremental mass is governed by the particle transport of the injected species.

Several methods allow us to study the dynamic response of $A_{\text{eff}}$ to $R_A$. In order to retain the maximum amount of information, we extract the transfer function by performing a system identification analysis:

$$H(\omega) = \frac{A_{\text{eff}}}{R_A}$$  \hspace{1cm} (3.1)

This transfer function is most easily expressed by its gain $|H(\omega)|$ and its phase $\angle H(\omega)$.

These are given over a continuous frequency range ($0 < f < 1/2\tau$, $\tau$ is the temporal resolution) and determine the underlying particle transport mechanisms. Next, we compare this experimental transfer function with the one obtained from a particle transport model.

IV) Particle transport model

We assume that the transport of the injected gas can be described by a simple model which includes spatially uniform diffusion coefficient and convective velocity [3]:

$$\frac{\partial n_k}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} (r D \frac{\partial n_k}{\partial r}) + \frac{1}{r} \frac{\partial}{\partial r} (r^2 v n_k) + S(r)$$  \hspace{1cm} (4.1)

The effect of the injected gas is analysed as a time-dependent perturbation of its density:

$$n_k(r,t) = \bar{n}_k(r) + \tilde{n}_k(r)e^{-jwt}$$  \hspace{1cm} (4.2)

The homogeneous solution of equation 4.1 is a confluent hypergeometric function:

$$\tilde{n}_k(r) = \tilde{n}_{k_0} M\left(-\frac{j_o a}{2v}, 1, \frac{v a^2}{2D}\right) e^{-\frac{va}{2D}}$$  \hspace{1cm} (4.3)

so that the transfer function becomes:

$$H(\omega) = \frac{\bar{n}_k(r=0)}{\bar{n}_k(r=a)}$$

$$= M\left(-\frac{j_o a}{2v}, 1, \frac{v a}{2D}\right) e^{-\frac{va}{2D}}$$  \hspace{1cm} (4.4)

which for the range of $v$ and $D$ values considered here can be approximated by a Bessel function:
\[ H(\omega) = \frac{\Theta_{ad} v}{\gamma D} \left( \sqrt{\frac{\Theta_{ad} + j\omega a^2}{D}} \right) \]  

(4.5)

This simple model adequately reproduces the measured transfer function, fig. 2. A non-linear optimisation routine is further used to estimate \( \nu \) and \( D \) by minimising the phase and gain differences between the measured and the calculated transfer function. The frequency dependence of the amplitude and the phase is dominated by the value of the diffusion coefficient, whereas the convective velocity mostly determines the average amplitude. Due to the good parameter sensitivity of the diffusion coefficient, the highest accuracy is achieved for \( D \). Its statistical measurement error is typically 10%. The value of \( \nu \) however is more difficult to extract, since it is very sensitive to the absolute calibration of the diagnostics; in general, the accuracy is 0.8 ms\(^{-1}\).

V) Experimental Results

The dynamic response measurements were made for two different conditions which have important implications on the validity of the measured particle transport.

1) First results, in an unconditioned tokamak, indicated that a negligible fraction of the injected hydrogen was absorbed by the vessel wall. Since we could assume particle conservation, the mass measurement could be used to determine the hydrogen transport coefficients. Measurements at \( q_\alpha = 3.1, \bar{n}_e = 3\cdot5\cdot10^{19}\) m\(^{-3}\) gave the following results:

\[ D = 0.58 \pm 0.04 \text{ m}^2\text{s}^{-1} \]
\[ \nu = 0.57 \pm 0.83 \text{ ms}^{-1} \]

For comparison, results obtained under similar conditions from particle balance equations and laser ablated impurity injection [4] gave:

\[ D_{\text{pb}} = 0.70 \pm 0.20 \text{ m}^2\text{s}^{-1} \]
\[ D_{\text{abl}} = 0.73 \pm 0.10 \text{ m}^2\text{s}^{-1} \] respectively.

We note that \( D_{\text{pb}} > D \), which implies that the central mass change is due to a diffusion of the injected gas as well as the plasma working gas, as one would expect.

2) Other experiments were performed in a tokamak in which a film of boron carbide had been deposited. This film appeared to significantly enhance the working gas absorption by the vessel, accompanied by a partial release during subsequent discharges [5]. Under these conditions, particle conservation was no longer satisfied. The edge incremental mass was no longer measured by the \( H_B \) and \( D_B \) line intensities which were more influenced by local edge recycling. The absence of this measurement prohibited our analysis.

VI) Conclusion

The dynamic response of the effective mass provides an attractive method of studying transport of an isotope of the working gas injected into a plasma. Provided the absorption at the tokamak vessel wall is sufficiently small, the method can be used to separately estimate the diffusive and the convective transport coefficients. The measured values are consistent with those obtained from global particle balance equations.
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Figure 1
Temporal evolution of the effective mass during hydrogen injection in a deuterium plasma, showing: \( R_A \) measured at the edge (bold line), \( A_{\text{eff}} \) measured at the centre (plain), \( A_{\text{eff}} \) as simulated from \( R_A \) (dashed) with the transfer function shown in fig. 2.

Figure 2
Bode diagrams of the transfer function as extracted from fig. 1, showing: the gain \( |H(\omega)| \) and the phase \( \angle H(\omega) \) with their measurement error (dotted line), the gain and the phase as calculated from the best fit for \( D \) and \( v \) (plain line).
Transition to High Density Discharges through Hard Gas Puffing
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For certain experiments, and to improve plasma performance, high values of plasma density are required. The density limit for quasi stationary discharges (QSD), with soft gas puffing, is approximately $5 \times 10^{19} \text{ m}^{-3}$ in the TCA tokamak. We have observed, however, that higher line average densities, above $10^{20} \text{ m}^{-3}$, can be obtained by hard gas puffing. When this hard puffing is followed by a gentle decrease of the gas flux, reproducible discharges without disruption can be obtained. In these discharges the density limit achieved $n_e R/B_t = 3.9 \times 10^{19} \text{ m}^{-2}\text{T}^{-1}$ (for $q_a = 3.2$), was similar to that found in a similar sized machine and to that observed in JET. The Troyon $\beta_{tor}$ limit, which for TCA at $q_a = 3.2$, is 1.3%, was closely approached at the end of these discharges near the density limit. All of the data to be presented were obtained on TCA with boronized walls at constant plasma current and with $q_a = 3.2 \pm 0.1$, although it is believed that the main features do not depend on the treatment of the walls.

A Thomson scattering system was used to measure the electron temperature and density at ten radial points and a single time in the discharge. Other standard TCA diagnostics were also used. Figure 1 shows the typical time dependence of the gas valve voltage,
together with the electron density, \( \beta_{p+1/2} \) and the level of mode activity. In these hard puffing discharges the plasma density and \( \beta_{p+1/2} \) responded in a highly nonlinear fashion to the gas input. Figure 2 shows the change in density and \( \beta_{p+1/2} \), defined as the difference between their values at the beginning of the hard puff and 40 ms later, as a function of the height of the gas valve voltage pulse. For low gas valve voltages, the plasma density increased until the typical QSD density limit was reached, whereupon large mode activity generally led to a disruption. As the voltage was increased further, there came a point when the plasma gas acceptance suddenly increased and the plasma attained a much higher density. By this hard puff method, strong mode activity and disruptions at the QSD density limit could be avoided. A similar discontinuity in the behaviour of \( \beta_{p+1/2} \) was also observed. The hard puff produced only a moderate increase in mode activity and an increase in the plasma resistance at later times. These observations are indicative of a transition to a different discharge regime.

Fig. 2. Change in line density and \( \beta_{p+1/2} \), as a function of gas step voltage.

The response of other plasma parameters to the hard puff is shown in Figs. 1 and 3. In general, the plasma started to react to the puff after a delay of about 5 ms. At this time the parameters \( \beta_{p+1/2} \), \( T_e \), \( n_e \) and \( T_i \) (not shown in these figures) started to increase. In addition, the density profile flattened \( (n_e(0)/<n_e> \) decreased) and the temperature profile peaked. Initially the electron temperature increased for about 20-25 ms which is 3 to 9 times longer than the energy confinement time \( T_E = 4-7 \) ms at this time. Within experimental error the increase in \( \beta_{p+1/2} \) can be attributed solely to the increase in \( \beta_p \), however the fact that the temperature peaking \( (T_e(0)/<T_e>) \) increased suggests that \( l_i \) may also have increased. During the initial phase the sawtooth period increased linearly with the density (Fig. 4), in approximate agreement with the TFR sawtooth scaling. The change in mode activity (Fig. 1) is a further indication of a change of the current profile during this initial phase.
After the initial phase the electron temperature and the peaking of the electron temperature started to decrease. The electron density began to peak at about 50 ms after the start of the puff, when the gas valve voltage was reduced, but it was always flatter than at the beginning of the discharge. \( \beta_p + \frac{1}{2} \) increased continuously and \( \beta_p \) and \( \beta_{tor} \) were almost linear functions of the density up to the hard puff density limit. Measurements of the pressure profile showed that the radius of the maximum value of \( |dp/dr| \) moved out for the first 50 ms of the puff. During the initial phase the sawtooth period increased linearly until the QSD density limit was reached. Thereafter it remained constant and only started to increase again near the density limit for these hard puff discharges (see Fig. 4).

A possible explanation of the plasma behaviour at the beginning of the puff is that a large amount of cold gas reduced the temperature at the plasma edge. (This was not measured as the last exterior Thomson scattering channel was not reliable at these low densities.) As the total current remains constant, the current density on axis would increase, which would result in stronger heating near the axis and a corresponding increase in the electron temperature. It is also possible, however, that a dense cold gas blanket reduces the losses and increases the energy confinement. The ion temperature (measured by charge exchange and collective Thomson scattering\(^5\)) increased. This is to be expected since both the electron temperature and density increased, which favours transfer of power to the ions. However, the ion temperature did not decrease at later times. The strong influx of gas at the plasma edge made the density and \( dp/dr \) profiles broader. This broadening is known to increase MHD stability against kinks.\(^6\) Detailed numerical simulations would be needed to determine if this is why higher densities can be obtained with hard puffing. The
almost constant sawtooth period above the stationary density limit (QSDL), departing from the linear increase below the QSDL, suggests a strong modification of the current density profile. The peaking of the density profile at later times suggests that these hard puffing discharges might be similar to the IOC discharges in ASDEX. However, the kinetic energy confinement time saturates at high density, as in the SOC regime. Also, the ratio $\tau_E/n_e$ increased for a short time after puffing but then decreased during the later reduction of the gas valve voltage. The peaking of the density did not produce an increase in $\tau_E$, as would be expected in an IOC discharge. The density peaking, $n_e(0)/\langle n_e \rangle$, is lower in the hard puff discharges than in QSDs near the QSD density limit.

We conclude that these hard puffing discharges are not IOC discharges. Nevertheless, the method of hard puffing reported here allows plasmas to be created which are close to the Murakami density limit and the Troyon $\beta$ limit.

The authors acknowledge stimulating discussions with Dr. A. Bondeson and Prof. F. Troyon, as well as the experimental support of the TCA group. This work was supported by the Swiss National Science Foundation.

References

2. C. G. Lowry and JET team, APS Plasma Physics Meeting, Anaheim, USA (1989). (Also JET report JET-P(89)80)
CURRENT PENETRATION MEASUREMENTS IN TUMAN-3
BY ACTIVE CHARGE EXCHANGE DIAGNOSTICS
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A technique for measuring the poloidal magnetic field in a tokamak based on using of a molecular beam was suggested in [1]. In this method the molecular hydrogen beam is injected into a plasma and escaping hydrogen atoms formed by the following ionization of \( \text{H}_2^+ \) and dissociation of molecular ions \( \text{H}_2^+ \) are detected. Recently its potentialities have been analyzed for ASDEX tokamak [2]. The first measurements were made on the TUMAN-3 tokamak [3].

On TUMAN-3 the measurements of the poloidal magnetic field \( B_\phi \) were made with a set-up for active charge exchange diagnostics: an injector of the atomic beam DINA-4A mounted on a vertical port and a five-channel atomic analyzer mounted on a horizontal port in the equatorial plane. The beam energy was about 10 keV, duration of beam pulse was \( 10^{-4} \) s, beam dimension in the poloidal direction was 2 cm, fraction of \( \text{H}_2^+ \) of the beam was very small (about 1%) but enough for measurements.

Due to geometry conditions the measurements were carried out only near the plasma axis (\( r < 5 \) cm). \( B_\phi \) was measured as a function of the radius in the main torus plane, position of plasma current was determined and the current density, \( j(r) \), near the axis of the discharge was calculated from these data. Ohmically heated helium discharges in the toroidal magnetic field \( B_\theta = 5.2 \) kG, with mean plasma density \( \bar{n}_e = 1 \times 10^{13} \) cm\(^{-3} \), \( Z_{eff} = 3 \) were investigated. The TUMAN-3 device dimensions are: major radius \( R_k = 55 \) cm, minor radius \( a = 23 \) cm. Measurements were made in steady state period of the
discharge for two values of the plasma current $I_p = 40$ kA and $I_p = 70$ kA (regimes Ia and Ib) and for the initial period of the discharge for different current ramps: "slow" ($\sim 4$ MA/s, regime II) and "fast" ($\sim 12$ MA/s, regime III). For regimes II and III the different technique of the preionization was used: only electron cyclotron radiation (EC) or (EC + UV) radiation. In the latter case the breakdown voltage was lower.

Results of $B_\phi$ measurements for regimes Ia and Ib are presented in Fig. 1 as a function of the radius. ("+") for $B_\phi$ up, "−" for $B_\phi$ down) It is seen that the current density which correlates with a slope of the $B_\phi (R)$ dependence is the same for both regimes ($\sim 53 \pm 5$ A/cm$^2$) but the discharge axis moves inside at 2 cm with increasing plasma current from 40 kA to 70 kA. Both these effects can be explained by broadening of the current density distribution and by decreasing of the internal inductance.

Fig. 2 shows the discharge oscillograms for regime II and III: plasma current $I_p$, soft and hard x-ray emissions and signal of the x-ray spectrometer for $E_\gamma \approx 1$ MeV ($N_\gamma$). Fig. 3 presents the results of the measurements (circles, triangles and crosses) together with computer simulated current distributions for regimes II and III (solid curves). For the simulation computer code developed in [4] was used. Model for calculation of the time evolution of the current distribution is based on the neoclassically conductivity, the experimentally observed time evolution of the mean plasma density and plasma current as well as time evolution of $B_\phi$ were taken into account in simulating the $j(r)$. From comparison of the experimental and simulated results one can conclude that in the case of the fast current ramp (regime III) current penetration is determined by classical skin effect for both types of the preionization (EC - open triangles, EC + UV - full triangles). For regime III current penetration depends on the type of the preionization and, respectively, of the breakdown voltage. For the lower breakdown voltage (EC + UV preionization, full circles) the plasma current density $j(r)$ near the discharge axis is rather close to $j(r)$ determined by the classical skin effect. In the
case of the high breakdown voltage (EC preionization, open circles) current penetration time is much higher. At the 10 ms of the discharge there are practically no the current in the center plasma and it becomes measurable at the 20th ms. The time evolution of the γ-ray flux with \( E_\gamma \approx 1 \text{ MeV} \) (Fig. 2) shows that in this regime there is a beam of the accelerated electrons in the plasma up till 17th ms of the discharge. Conditions of the generation of such beam in TUMAN-3 plasma are discussed in [5]. These results shows that the beam has a hollow shape and it screens, for instance [6], the central discharge part from the current penetration.

The authors would like to express their gratitude to P.N.Yushmanov for his help in the calculations of the current density distribution.
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1 / TORE SUPRA PLASMA CHARACTERISTICS

TORE SUPRA current recently reached 1.9MA exceeding the 1.7MA design value. Experiments are usually carried out with D.C. 4 Tesla toroidal field. Discharges are either leaning on the graphite inner first wall or limited by movable pump limiters located outboard and at the bottom of the vacuum chamber. The plasma major radius can be changed, typically from 2.25m to 2.45m, the maximum minor radius is .8m for either situation. Density is controlled by preprogrammed of feedback gas puffing and by pellet fuelling. Both deuterium and helium have been used. the volume average density was varied from 1.1019m-3 to 4.1019m-3.

A 1.MA D2 typical discharge with density 2.1019m-3 has ion and electron central energy of 1.8keV and 2.2keV respectively. Energy lifetime from diamagnetic measurements is .18s in accordance with integration of local energy content.

2 / RADIATIVE PHENOMENA.

a) experiments

In this section, we investigate particular plasma conditions which lead to Marfes and Detached Plasmas in ohmically heated He and D2 discharges limited by the inner wall (major radius R0=2.31m, minor radius a=.75m). Marfes and Detached Plasmas are studied with various space and time resolved diagnostics: Bolometers [1] (16 vertical chords), I.R.interferometers (5 vertical chords), E.C.E Michelson giving Te profiles along the major radius, Soft Xrays (43 vertical chords), and Ha signal (18 vertical chords). The line integrated data are inverted using the equilibria identified by the IDENTC magnetic code. Plasma parameters are 2.5BTS4.T, .3n_c<1.8MA, 1.6n_c<4.1019m-3, Te0<2.5keV. For this study the key parameter is the M.q product, M is the Murakami parameter and q the safety factor - M.q=1.6p with p=πa^2n_e/I_p as defined in [2]. The maximum M.q value corresponds to the density limit.

On Tore Supra the ratio of the total radiated power to the ohmic power is found to grow linearly with M.q. The slope for He is approximately one third of the slope for D2 (fig.2).

The following phenomena: Attached Plasma, Marfe, Detached plasma, have characteristic signatures on radiation profiles (fig 1 raw profiles). They are
sequentially observed when the M.q product is risen. The inverse sequence may be observed when M.q is decreased. For a given gas and a given impurity content the thresholds for transitions from Attached Plasmas to Marfes and from Marfes to Detached Plasmas, like the density limit itself, correspond to particular M.q values.

b) Attached plasmas

Attached plasmas are characterized by a strong poloidal asymmetry in the non-inverted radiated power profiles, with a maximum located in front of the inner wall, due to gas recycling. The ratio of the radiated power in the asymmetrical part of the profile to the total radiated power \( \frac{P_{asy}}{P_{rad}} \) is also found to grow linearly with M.q (fig 3), the slope is the same for He and \( D_2 \). For very clean He discharges, the ratio \( \frac{P_{asy}}{P_{rad}} \) reached 60% for M.q = 16(10¹⁹ m⁻² T⁻¹), and 35% for M.q = 8.5 in \( D_2 \). When M.q is risen above these thresholds, plasmas enter in the poloidally moving Marfes region [3], and the profile asymmetry begins to decrease.

c) Marfes

Marfes are initialized in the equatorial plane, on the high field side, and then move up (in the ion drift direction) on a time scale of several seconds even during steady state plasma operation. The poloidal extension of the Marfe is about 30° and the line integrated density perturbation is about 10¹⁸ m⁻² as observed when the Marfe crosses the I.R. interferometer inner chord. When M.q reaches 16 or 17 for He, or 9 for \( D_2 \) the bolometer profile asymmetry reaches a very low level plasma gets detached.

d) Detached plasmas

Plasma detachment phases are monitored by the reduction of the Ha signal [4] integrated along a line of sight which intercepts the inner wall in the equatorial plane, i.e. where the plasma-wall interaction is maximum. Usually for attached plasma this signal is roughly proportional to the plasma current, this relationship disappears when the plasma detaches (fig 4). Detached plasmas are produced during dynamical phases i.e. gas puffing or current decay [5]. Common features for Detached Plasmas are: the radiated power approximately equals the ohmic power, radiation are coming from a very poloidally symmetric shell localized at the plasma edge, the plasma radius become much smaller than the radius defined by the main limiter (inner wall), all profiles, electron density, electron temperature, soft Xrays, contract in the radial direction, the hot plasma core is surrounded with a cold and tenuous plasma.

On Tore Supra plasma detachments may also be observed during the initial rise of the plasma current. In this case temperature profiles are found very peaked all along the fast current ramp up (fig.5b). This temperature profile evolution have to be correlated with anomalous current diffusivity effect [6]. Detached plasma phases are often terminated by a series of minor disruptions corresponding to the density limit effect. Density limit is encountered for M.q = 25 in He and M.q = 10 in \( D_2 \). One effect of the first minor disruption is to re-attached the plasma to the main limiter, in a time scale less than 10 ms. The minor disruptions are accompanied by inward motions of the plasma column. On figure 4 the plasma current oscillations at the end of the discharge are due to
these minor disruptions, the delay between the plasma current and the Hα signal is given by the integration time (32 ms) on Hα.

e) Profiles evolution

This sequence of events is for example observed on the He discharge 2246. This discharge is not in the cleanest He discharge series, so that the transitions expressed in M.q are:

\[ A.P. \leq 5.5 \leq \text{Marfe} \leq 7 \leq D.P. \leq 12 = D.L. \]

Figure 1 and figure 4 show that plasma evolves from detached in the current rise (T1=0.24 s) to Attached Plasma (T2=1.96 s), goes to Marfe regime (T3=2.5 s) and then back to detached phase during current decay (T4=2.97 s). Figure 5a shows the evolution of the radiating shell obtained by Abel inversion at T2 and T4. At T2 only the outer half profile is inverted. At T4 both ohmic and radiated power are equal to \( 800 \text{kW} \), the maximum emissivity is \( 85 \text{ kW/m}^3 \) at \( r/a = 0.5 \), and 0. for \( r/a \geq 0.7 \). Fig 5b gives the electron temperature profiles on the equatorial plane for T1, T2 and T4. At T1 the profile is nearly triangular with \( T_e < 50 \text{eV} \) at \( r/a = 0.5 \). At T4, the temperature on axis is still 1.2 keV and is well below 50 eV for \( r/a \geq 0.5 \). The temperature profile at T4 presents a large Shafranov shift, which agrees with the high internal inductance (li=2.8) given by IDENTC with \( B_{pol} = 0.1 \). Figure 5c gives the electron density profiles at T2 and T4. On the current flat top \( q_a = 7 \) and \( q_0 = 1.05 \), at T4 \( q_a = 12.5 \) and \( q_0 \) drops below 1.0, IDENTC localizes the \( q = 3 \) surface at \( r/a = 0.5 \). Figure 6 shows soft x-rays profiles evolution from attached to detached plasma for D2 shot 2340.

3 / CONCLUSIONS

1) The ratio of radiated power to ohmic power is found to grow linearly with M.q
2) Attached plasma, Marfe, Detached plasma are sequentially observed when M.q is risen.
3) Detached plasma with an effective radius as small as \( 0.7 \) time the limiter radius was observed on TORE SUPRA.
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Fig. 1 (four raw bolometer profiles)
A database has been constructed which contains data on toroidal plasma rotation, collected from nearly 200 JET pulses where near 'steady-state' (i.e., the beams had been on for at least 0.6 seconds and dω/dt ~ 0) rotation conditions exist. Neutral Beam Injection (NBI) heated discharges without ICRH heating or strong MHD modes exhibit a rotation velocity which strongly correlates with the ion temperature, indicating that the mechanism for NBI heating is also responsible for rotation and that ion thermal energy and momentum losses are also quite similar.

Figure 1 gives the central angular frequency as a function of the central ion temperature. It is readily seen that neutral beam only heated plasmas (open symbols) have a rotation velocity proportional to their ion temperature. dω/dT is 6.2 krad/(s keV). Similar graphs have been obtained in other positions of the plasma with dω/dT between 6 and 8 krad/(s keV). Distinguishing between the open symbols in Fig. 1 suggests that H-mode plasmas rotate slightly faster than plasmas which are materially limited, with X-point plasmas in L-mode somewhere in between.

Application of RF (black diamonds in Fig. 1) slows the plasma down. This is not an artifact of extra RF ion heating without the momentum input which the beams provide, but a real slowing down. As soon as the RF switches on the rotation decreases. This confirms data described earlier in [1].

MHD modes slow the plasma down even more. Locked modes bring the plasma completely to a halt. The influence of MHD and locked modes on plasma rotation is described in more detail in [2].

The results given in Fig. 1 are independent, at least to first order, of the main plasma parameters (Ip, Bp, ne, Zeff, Te, q) and of the nature of the limiter surfaces (carbon, beryllium or berylliated carbon). Plasmas have been observed in which ne or Zeff changed strongly, whereas the other parameters, including rotation, remained constant.

The fact that the rotation frequency is proportional to the ion temperature (with an offset for H-modes and X-points) enables us to compare the momentum and ion thermal transport coefficients directly with great accuracy. In steady-state (d/dt = 0) and in the absence of convection (heat pulse propagation measurements suggest this is true for r/a<0.9) the momentum and ion heat diffusivities \( \chi_p \) and \( \chi_i \) are given by:

\[
\frac{1}{r} \frac{d}{dr} \left( \frac{\rho_0 \chi_p}{\rho} \frac{d\omega R}{dr} \right) = \frac{2(P_{\text{abs}}(r) + P_{\text{abs}}(r))}{V_b} \frac{R_s}{R} (1-\ldots) \tag{1}
\]

\[
\frac{1}{r} \frac{d}{dr} \left( \rho_0 \chi_i \frac{dkT}{dr} \right) = -P_{\text{abs}} (1-\ldots) + P_s + \frac{\omega R}{r} \frac{d}{dr} \left( \rho_0 \chi_i \frac{d\omega R}{dr} \right) \tag{2}
\]
in which \( m \) is the plasma ion mass, \( n \) the density, \( \omega \) the angular frequency, \( R \) the major radius, \( R_t \) the beam tangency radius (\( R_t/R=0.5 \) at JET), \( V_b \) the beam particle velocity, \( P_{\text{nbi}} \) the beam power to the ions, \( P_{\text{ne}} \) the beam power to the electrons and \( P_{\text{ie}} \) the power from the ions to the electrons. The missing terms in the brackets correspond to small corrections for the reduction in heating and momentum input which arise from charge exchange losses and the effects of the relative motion of the rotating plasma on the deposition by the beams.

By setting \( \alpha = \alpha T_i + b \) and \( \chi_\phi = \beta \chi_i \) \((\alpha, \beta \text{ and } b \text{ constant})\) we can eliminate the \( d/\text{dr}() \) terms in (1) and (2) and obtain:

\[
\beta = \frac{\chi_\phi}{\chi_i} = \frac{2 R_t}{\alpha n m R^2 V_b} \left( 1 + \frac{P_{\text{nbe}}}{P_{\text{nbi}}} \right) / \left( 1 + \frac{P_{\text{ie}}}{P_{\text{nbi}}} \right)
\]

(3)

The missing terms of eqs. (1) and (2) cancel in first order. Taking them into account in eq.(3) gives a few percent difference.

Equation (3) is derived for a pure plasma (whether deuterium, pure carbon or pure beryllium). In JET there is usually one main impurity: carbon (in the carbon limiter phase) or beryllium (in the beryllium limiter phase). Labelling deuterium with D and the impurity with Z \((Z=6 \text{ for carbon and } Z=4 \text{ for beryllium})\) we define the effective diffusivities:

\[
< \chi_\phi > = \frac{m_D n_D \chi_D^Z + m_Z n_Z \chi_Z^Z}{m_D n_D + m_Z n_Z} \quad \text{and} \quad < \chi_i > = \frac{n_D \chi_D^Z + n_Z \chi_Z^Z}{n_D + n_Z}
\]

(4)

noting that \( m_Z = Z m_D; n_Z/n_e = (Z_{\text{eff}}-1)/(Z(Z-1)) \) \( n_D/n_e = (Z-Z_{\text{eff}})/(Z-1) \) we obtain:

\[
< \chi_\phi > = \frac{Z+1-Z_{\text{eff}}}{Z} \frac{n_D \chi_D^Z + Z n_Z \chi_Z^Z}{n_D \chi_D^Z + n_Z \chi_Z^Z} = \frac{Z+1-Z_{\text{eff}}}{Z} \beta_D
\]

(5)

Plotting \( \beta_D = Z/Z+1-Z_{\text{eff}} * < \chi_\phi > / < \chi_i > \) against \( T_i \) yields the picture given in Fig.2. The data in Fig.2 has been measured over a full range of plasmas, i.e., from almost pure deuterium to almost pure beryllium or carbon and many intermediate mixtures. Only data points accurate to within 20\% have been included in Fig.2. This means that \( \beta_D = 1.0 \pm 0.3 \) for all JET plasmas without RF or strong MHD and \( T_i > 4 \text{ keV} \). This translates into:

\[
\chi_\phi^Z = \frac{(1 \pm 0.3)}{Z} \chi_i^Z
\]

(6)

This simply reflects the fact that rotation is no different for a pure carbon (beryllium) plasma as for a pure deuterium plasma. The result given in formula (6) agrees with the prediction of \( \eta_l \) theory for deuterium, which claims \( \chi_\phi = \chi_i \). No predictions about non hydrogen isotopes can be made with \( \eta_l \) theory in its present state.

Momentum diffusivities have been directly compared with the values given by \( \eta_l \) theory [3,4]. N Matter points out that the formulae given in refs.[3,4] are superceded by [5] (and cautions that this and other predictions from \( \eta_l \) theory must be regarded tentative conclusions based on idealised models and not as the single prediction from \( \eta_l \) theory):

\[
\chi_\phi = 0.037 \frac{L_s^2}{L_n^3} \left( \frac{m}{(eb)^2} \right)^{1/2} \frac{T_e^3}{(T_i+T_e)^{3/2}} \left( \eta_l - 1.2 \right)^3, \quad \eta_l = \frac{L_n}{L_T}
\]

(7)
The errors on the value of \( \chi_0 \) given in this expression corresponds even in the best cases to approximately 100%, even when discounting the errors in the numerical constants. The correct order of magnitude is obtained by using [7], except for plasmas with flat density profiles (notably H-modes), where \( \chi_0 \) is calculated an order of magnitude too high. Figure 3 gives the prediction from \( \eta_1 \) theory for a number of selected pulses where the density profile is well determined. Reciprocal diffusivities have been plotted. The pulses with a very flat density profile (\( \gamma=0.0 \); black diamonds) do not agree with \( \eta_1 \) theory, the pulses with more peaked profiles do, within the rather large error bars (open symbols).

Our results contradict the gyroviscous theory [6] which gives an explicit formula for the rotation velocity. The expression given in [6] was modified in the following way to reflect the situation at JET. To account for a situation with deuterium and one dominant impurity species, we rederived the expression from the gyroviscous coefficients given for any species \( Z \). This leads to the replacement of \( Z_{\text{eff}} \) by \( Z/(Z+1-Z_{\text{eff}}) \). As the angle of tangency of the beams had not been taken into account we added a factor \( R_i/R-0.5 \). This reflects the fact that perpendicular beams (\( R_i=0 \)) would cause no plasma rotation. The gyroviscous theoretical expression thus reads:

\[
\omega(r) = \frac{2 \left( P_{\text{nh}}(r) + P_{\text{nhb}}(r) \right) R e B}{m_b T_i(r) n_e(r)} \left( \frac{2m_b}{E_b} \right)^{0.5} \frac{Z}{Z + 1 - Z_{\text{eff}}} \frac{R_i}{R}
\]

and this was compared with the data from Fig.1 without MHD.

The comparison is given in Fig.4. The errors in the calculated values are around 50%. The gyroviscous rotation velocities are an order of magnitude too low (i.e. the gyroviscous stress prediction is an order of magnitude too high), except for a few cases which have a low \( T_i \) and a high \( Z_{\text{eff}} \) due to carbon bloom phenomena. This disagreement should not be a surprise as the scaling \( 1/T_i \) is obviously wrong when Fig.1 is compared.

CONCLUSIONS

NBI heated plasmas without RF or strong MHD modes show a rotation velocity which increases linearly with the ion temperature and shows little dependence on other parameters.

This leads to the momentum diffusivity \( \chi_0 \) being equal to \( (1 \pm 0.3)/Z \) times the ion heat diffusivity \( \chi_i \). This agrees for deuterium with \( \eta_1 \) theory, which predicts \( \chi_0 = \chi_i \). The order of magnitude of \( \chi_0 \) agrees with \( \eta_1 \) predictions, except for flat density profiles, where the prediction is an order of magnitude too high. The present data invalidate the gyroviscous rotation theory, which predicts the rotation velocity an order of magnitude too low in nearly all cases.
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Fig. 1: Rotation frequency versus ion temperature.
The effect of RF heating and MHD activity.

Fig. 2: Ratio of momentum and ion heat diffusivities.
Data with RF or strong MHD have been excluded.

Fig. 3: Reciprocal of momentum diffusivities.
Comparison of $\chi_\eta$ theory with experiment.

Fig. 4: Gyroscopic rotation prediction versus experiment.
Data with RF or strong MHD have been excluded.
ELM-FREE H-MODE WITH CO- AND CTR-NEUTRAL INJECTION IN ASDEX
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1. Introduction

Since the discovery of the H-mode, the divertor of ASDEX has often been modified. In the first configuration till the hardening [1] in 1986, the conductance of the by-pass between the divertor and the main chamber was low and the power threshold to obtain the H-mode was around 1 MW. Under these conditions the H-mode was discovered and extensively studied [2]. After the hardening this conductance was about 3 times larger and the power threshold was considerably higher (1.8 MW). During summer 1989 the conductance has been reduced again to the level of the first version by closing the by-passes and the power threshold is back to 1 MW. The plasma profiles evolve differently after the onset of the H-phase when the divertor is open or closed. For the open divertor a density pedestal develops after the transition while for the closed divertor the density increase at the edge is moderate and the electron temperature increase is larger. It is also observed that, on the average, the improvement factor of the H-confinement compared to the Goldston scaling [3] is about 1.4 for the open configuration and 1.8 for the closed ones. This paper presents confinement studies performed since the divertor has been closed again and particularly the scaling of H-discharges with only few Edge Localised Modes (ELMs). Long ELM-regulated stationary H-phases were studied separately and are presented in a companion paper [4].

2. Experimental conditions:

Most of the discharges analysed here were performed under boronised conditions. With boronisation $Z_{\text{eff}}$ is close to unity during the ohmic phase and the iron influx from the wall during injection is strongly reduced.

We obtained ELM-free discharges over a large range of plasma currents 280 kA ≤ $I_p$ ≤ 460 kA and magnetic fields 1.5 T ≤ $B_t$ ≤ 2.6 T. We had hydrogen or deuterium neutral injection into deuterium plasmas. The injection power was 2.4 MW for hydrogen injection and 2.7 MW for deuterium injection, except for few discharges in which we performed a power scan. The key parameter for obtaining discharges with few ELMs is the plasma position possibly due to the stabilising effect of the vessel wall. This is illustrated in Fig. 1 and Fig. 2 which show an optimum of the ELM-free duration for the horizontal position around $R_p = 1.68$ m and for the vertical position around $z = 1.5$ cm. The longer ELM-free H-phases were obtained at low current and magnetic field and lasted between 150 ms and 190 ms.

The discharges studied here are not stationary: after the L-H transition the
plasma energy, the density and the radiation increase rapidly. The quiescent phase is terminated by sequences of ELMs, causing a rapid drop in plasma energy and density, and finally either by a disruption or a back-transition into the L-mode. These discharges have no sawteeth during the H-phase. Although not stationary, these discharges allow scaling studies of the H-confinement without strong perturbation of the ELMs.

3. Confinement:
3.a) co-Ni
Among the discharges, we selected the ones having an ELM-free phase lasting longer than 50 ms (typical confinement time) or having only few single ELMs over a longer period and therefore a strong energy increase. Fig. 3 shows the confinement time normalised to the Goldston scaling for the corresponding parameters versus plasma current for these discharges and for some L-discharges. The improvement of confinement in the H-mode decreases with plasma current. To compare the intrinsic confinement during L- and H-phases, the confinement time of the H-phase is corrected for the radiated power in the central region. This is necessary because of the strong central radiation during the quiescent H-phase due to impurity accumulation, essentially copper originating from the divertor neutralisation plates. The correction is made in the form $\tau_{E,\text{cor}} = \tau_{E}(1 - \frac{P_{\text{rad}}}{P_{\text{heat}}})^{-1}$. The integrals are calculated in the central region for $r/a \leq 0.5$. This is justified by TRANPS analysis which showed that the radiation corrected local confinement time is nearly constant over the main part of the plasma cross section. The results with correction are also reported in Fig. 3. It seems that the degradation with plasma current is stronger for the corrected confinement. In fact, the radiation power in the central region is somewhat higher for the low values of the plasma current. This related to the longer duration of the quiescent phases obtained at low current. Fig. 4 shows the confinement time versus plasma current with and without radiation correction. Without radiation correction the confinement time increases linearly with $I_p$ ($\tau_{E} = 0.17 I_p$) except for the highest $I_p$ values. It must be noted here that the density is very similar for low and high current and therefore the beam deposition profile is the same. The radiation corrected values introduce a clear variation of the quality factor $\tau_{E}/I_p$ with $I_p$. Its dependence versus $q_a$ of great importance for a reactor study, is given in Fig. 5. A clear maximum of the quality factor is obtained around $q_a = 3$ both for corrected and uncorrected confinement times. Many of the results for $q_a < 3$ were obtained for currents lower than 420 kA indicating that $q_a$ is possibly the key parameter for $\tau_{E}/I_p$ and not $I_p$.

In the recent conditions we made a power scan between 1.2 and 2.2 MW for totally ELM-free discharges to study the power dependence of $\tau_{E}$. Fig. 6 shows a power dependence which is comparable with the L-mode scaling and a stronger decrease with power when the confinement time is corrected for radiation. For the radiated corrected points the heating power is $P_{\text{tot}} - P_{\text{rad}}(0 \leq r/a \leq 0.5)$. This results confirm earlier findings [5].
3.b) Ctr-NI:
As already observed before, the H-mode power threshold is 20% lower for counter neutral injection (Bt and Ip reversed) than for co-NI. We obtained 50 ms long absolutely ELM-free H phases with ctr-NI. The plasma energy decreases before the occurrence of ELMs due to the rapid increase of the central radiation and perhaps also due to the more off-axis power deposition of the beams. It follows that the confinement time normalised to the L-mode scaling is not as good as that obtained with co-NI as can be inferred from the data points in Fig. 3.

4. Beta limit.
Extensive beta limit studies during the H-mode were performed previously in ASDEX [6]. The limit manifested itself during a discharge by a smooth saturation of the plasma energy followed by a slow decrease, seldom by a disruption. Previously the beta limit was reached at 2.8 Ip/aBt. Beta is derived from the diamagnetic measurements. For the discharges presented here the maximum values of beta normalised to Ip/aBt are reported versus qa in Fig. 5 which shows that now the Troyon factor is slightly larger than before. It must be noted that the maximum is now reached as beta is still increasing with time and it is limited by the occurrence of ELMs. This does not mean that the ELMs are the results of the beta limit because we also observe ELMs far from the limit, for instance at low power. We suppose that a better stabilisation of the ELMs would allow even higher beta values. We attribute this to the boronisation which reduces Zeff and the central radiation. As a consequence, the current profile may be more peaked than before and gives rise to better stability of ballooning modes at similar pressure profiles.

Conclusion
With its new closed divertor configuration ASDEX is able to produce ELM-free H-discharges over a large range of machine parameters. It seems that the improvement of the H-confinement decrease with plasma current and that the quality factor has a maximum around qa=3. Thanks to the boronisation the plasmas are cleaner than previously and higher beta values could be reached.
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Fig. 1 and 2: Influence of the plasma position on the ELM-free phase duration.

Fig. 3: Confinement time normalised to the Goldston scaling. Crosses: L-mode; circles: co-NI without radiation correction and closed circles with correction; triangles: ctr-NI with correction.

Fig. 4: Confinement time versus plasma current for co-NI discharges.

Fig. 5: Quality factor $\tau_\text{E}/l_p$ versus cylindrical safety factor. Same symbols as in Fig. 4

Fig. 6: Troyon factor Beta/(lpab) versus safety factor. The line indicates the earlier results. Same symbols as in Fig. 4

Fig. 7: Power dependence of the confinement time for ELM-free discharges: Ho->D+, 280 kA, 1.73T
A REGIME SHOWING ANOMALOUS TRITON BURNUP IN JET
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Abstract
Measurements of triton burnup made at JET in 1989 are in good agreement with a simple classical model of the triton slowing down, for the majority of discharges. For discharges with a long slowing down time (greater than 2 seconds), a much reduced burnup has been observed, suggesting that the tritons undergo diffusion with a diffusion constant of 0.10 m² s⁻¹. Also, the experimental 14 MeV neutron yield is 30% lower than expected for Beryllium limiter discharges.

Introduction
D-D fusion reactions produce nearly equal quantities of 2.45 MeV neutrons and 1.01 MeV tritons. The tritons are well confined in the JET plasma with a slowing down time of up to several seconds. Approximately 1% of the tritons undergo a D-T reaction, emitting 14 MeV neutrons. The 14 MeV neutron signal is delayed relative to the 2.45 MeV neutron signal, as the peak D-T fusion reactivity occurs at a triton energy of 180 keV. By observing both the 2.45 MeV and 14 MeV neutron signals, information on the thermalisation and confinement properties of tritons may be deduced. The information is of direct relevance to particle heating. Previous publications have shown the behaviour of tritons in JET to be classical, within experimental errors [1].

Neutron detection and detector calibration
The 2.5 MeV neutron emission is measured with 3 pairs of fission chambers [2]. These are calibrated using activation techniques to an accuracy of better than ±10%. The time-integrated 14 MeV neutron flux at a point just outside the vacuum vessel is measured through the induced activation of copper foils [3]. As copper is inconvenient to use on a shot-to-shot basis, a second activation reaction, ²⁸Si(n,p)²⁸Al, is also used. ²⁸Al decays with a half-life of 2.24 minutes, emitting a 1.778 MeV γ ray. The short half-life and easily distinguishable γ ray make this an ideal material for automatic monitoring of the 14 MeV neutron yield per discharge. Time-resolved 14 MeV neutron emission rates are measured using (n,p) and (n,α) reactions in a 450mm³ silicon diode positioned outside the vacuum vessel. The charged reaction products slow down in the diode, generating an output pulse-height spectrum proportional to the energy deposited. By counting only pulses corresponding to an energy of greater than 8 MeV deposited in the diode, a signal proportional to the 14 MeV neutron emission rate is obtained. The time resolved 14 MeV neutron detector was upgraded for 1989 by adding two Faraday shields around the diode to provide electrical shielding and introducing a water cooling system in order to stabilise the detector temperature.
The calibration of the 14 MeV neutron detectors is derived by use of neutron transport codes to relate the flux at the activation system irradiation ends to the total neutron emission from the plasma [4]. The copper activation has a better known cross-section than the silicon activation and hence is used to give the primary calibration. The silicon activation and silicon diode systems are both cross calibrated with the the copper activation, with an estimated error of \pm 10%.

Data analysis

This is performed by comparing the experimental 14 MeV neutron emission rate with a simple classical model of the triton burnup. The simplest model consists of some 12,000 groups of tritons, the size of the group proportional to the 2.45 MeV neutron emissivity at the time and place of production. These groups are then allowed to slow down in the plasma using the classical test particle formulation of the energy loss rate. The time resolved neutron emission rate due to the triton group slowing down is calculated and summed over all the groups. It has been upgraded in order to allow the modelling of triton diffusion and loss of confinement effects. Diffusion is simulated by releasing 1,200,000 triton groups and allowing them to scatter randomly as they slow down, the amount of scatter dependent upon the diffusion coefficient. Comparisons with analytic solutions of the diffusion equation in cylindrical geometry are in good agreement with this technique. Loss of confinement is simulated by reducing the size of each group of tritons as they slow down, an exponential decrease of the form $e^{-\eta t}$ being used. It is noted that the results from the loss of confinement model can be made to agree well with those from the diffusion model by a suitable choice of $\tau$. This is of importance as the diffusion model is too slow for normal use.

Results

Figure 1 shows the absolute 2.45 MeV and 14 MeV neutron emission rates observed from a 4 MA X-point plasma with deuterium neutral beam heating and a primary plasma impurity of Carbon. The absolute calculated 14 MeV neutron emission rate is also shown and is in good agreement with the experimental data. The calculation uses purely classical triton slowing down and a 2.0 s confinement time, the origin of which is discussed later. This is in contrast to previously published results where a factor of 1.15-1.20 had to be applied to the energy loss rate of the tritons in order to obtain good agreement. The majority of discharges observed during the last experimental campaign had slowing down times less than 0.75 seconds and for these the confinement loss term has a minor effect (< 20%).

Figure 2 shows the time integrated calculated 14 MeV neutron yield plotted against the measured 14 MeV neutron yields. The data points correspond to integrations over entire shots and have been selected by the following criteria; $I_p \geq 3$MA, $P_{NBI} > P_{RF}$, and $Z_{EFF} < Z_i$ where $Z_i$ is the atomic number of the primary plasma impurity. The plasma current limitation restricts the discharges to those with a prompt loss fraction of less than 5%, necessary because the analysis code does not include this effect. $P_{NBI}$ must be greater than $P_{RF}$ in order to ensure that the bulk of the neutrons detected by the fission chambers are from D-D reactions. The $Z_{eff}$ limitation is to limit the error on the calculated deuterium density estimation to \pm 20%. The figure shows two well defined lines. The upper line corresponds to plasmas with beryllium as the primary impurity, whereas the lower corresponds to carbon.
The figure suggests that the model overestimates the 14 MeV neutron emission rate by 50% during Be impurity plasmas and underestimates by 10% during C impurity plasmas. The slowing down observed during each discharge appears to be well modelled, indicating the problem lies in the absolute calibration of the detector or the deuterium density profile used. As some of the C impurity plasmas occurred after the bulk of the Be impurity plasmas, it seems unlikely that the source of the discrepancy between C and Be impurity plasmas lies with variations in the absolute calibration of the 14 MeV neutron detector. A systematic error of ±20% could be attributed to the calculation of the axial deuterium density but cannot resolve the Be : C discrepancy. The most likely explanation lies in the use of line integrated visible bremsstrahlung measurements with assumed flat $Z_{\text{eff}}$ profiles. Charge-exchange measurements indicate that the impurity profiles are peaked on axis for Be plasmas and flat, if not hollow, for C plasmas.

The confinement loss time of 2.0 s described earlier has been obtained from observation of a number of discharges where the triton slowing down time exceeded 2 seconds. These discharges had high electron temperatures (6-8 keV) and low electron densities ($\approx 10^{19}$ m$^{-3}$) for an extended period. Figure 3 shows the measured 2.45 MeV and 14 MeV neutron emission rates and the calculated 14 MeV neutron emission rates for two conditions. All the calculated 14 MeV neutron emission rates have been divided by 1.5 as the discharge had Beryllium as the primary impurity. The purely classical calculation overestimates the 14 MeV neutron emission rate considerably in the later parts of the discharge, but not the earlier parts. This suggests that some process is occurring whereby the tritons are lost or transported to regions of the plasma where they cannot react. This has been simulated by using a diffusive transport term, D. Figure 3 also shows the calculated 14 MeV neutron emission rate with $D = 0.10 \pm 0.05 \text{ m}^2\text{s}^{-1}$. The diffusion can be modelled by a triton confinement loss time of 2.0 seconds and this factor has been incorporated into the rest of the calculations. It must be stressed that the results are of a preliminary nature and are dependent upon the accuracy of the data from a number of diagnostics. More work will need to be undertaken to confirm this result.

Conclusions

The time evolution of 14 MeV neutron emission indicates that for the majority of experimental regimes, a classical model of the energy loss rate of fast ions is a good approximation. Particle transport effects become more pronounced as the slowing down times increase, consistent with a triton diffusion coefficient of $0.10 \pm 0.05 \text{ m}^2\text{s}^{-1}$. Other interpretations of these observations may be possible. Hence, further work is required to make more definite statements. There also appears to be a systematic overestimation of the deuterium density by the 14 MeV neutron production simulation code when Beryllium is the primary plasma impurity, but not for Carbon.
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Figure 1: Comparison of calculated and experimental 14 MeV neutron emission rates for a carbon impurity plasma.

Figure 2: Calculated and measured 14 MeV neutron yields.

Figure 3: Calculated and measured 14 MeV neutron emission rates with and without the triton diffusion model.
TOKAMAKS
A2 SCALING LAWS
SCALING FROM JET TO CIT AND ITER-LIKE DEVICES USING DIMENSIONLESS PARAMETERS*

J. Sheffield

Fusion Energy Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, U.S.A.

1. DIMENSIONLESS SCALING FOR PLASMAS

A concern with the approach of empirical scaling [1] to predict the performance of future experiments is the lack of a theoretical basis for the prediction. A complementary approach, using dimensionless analysis to scale between experiments, was proposed by Bickerton and London [2], Kadomtsev [3], and Bickerton [4].

Since JET does not have identically the same dimensionless shape parameters, aspect ratio \( R/a \), and ellipticity \( \kappa = b/a \) as the present CIT and ITER, the scaling is made to the similar devices CIT' and ITER', operating at reduced field and current; 5.7 T and 6.5 MA for CIT' and 1.5 T and 4.9 MA for ITER'. It is then argued that raising the field and current at constant \( q \) will improve the performance to a degree for which fairly close bounds can be deduced.

The dimensionless parameters for a fusion plasma are \( R/a, \kappa, \delta, q, \nu_e, \rho/a, \beta, A_i, Z_{\text{eff}}, n_e/n_i, T_e/T_i, \phi/T, V/v_i, v_i/c, N_D, \) and \( \lambda_n/a \) [3]. To make our analysis correct, the source terms for particles, momentum, and power input must also scale appropriately to maintain similar solutions for the governing equations [5]. In particular, the normalized power density \( p/\eta_j^2 = \text{constant} \).

In practice, as pointed out by Kadomtsev, not all of the dimensionless parameters need be held constant or be specified. In typical tokamak conditions the number of particles in a Debye sphere \( N_D \) is not important, \( \phi/T, V/v_i, n_e/n_i, \) and \( T_e/T_i \) are invariant if the other parameters are invariant, and \( v_i/c \) maybe neglected. For pellet fueling, the fueling by slow neutrals at the plasma edge will be small and \( \lambda_n/a \) may be neglected.

The physics scaling of alpha particle effects in burning plasmas is treated by Bickerton [4]. It is beyond the scope of this analysis.

Thus, the key dimensionless plasma parameters, assuming that \( R/a, \kappa, \delta, q, A_i, \) and \( Z_{\text{eff}} \) are held constant, are the collisionality \( \nu_e \propto (qRn)/T^2 = k_1 \); normalized gyroradius \( \rho/a \propto (A_i^{1/2}T^{1/2})/(aB) = k_2 \); beta \( \beta \propto (nT)/B^2 = k_3 \); and the normalized power density \( p/\eta_j^2 \propto (T^{3/2}P)/(B^2 R) = k_4 \); where \( P \) is the total power delivered to the plasma. If we now scale from one device to another, changing the field \( B \), at constant \( R/a, A_i, \) and \( q; a_2/a_1 = (B_1/B_2)^{0.4} \) then \( T_2/T_1 = (B_2/B_1)^{0.4}, n_2/n_1 = (B_2/B_1)^{1.6}, P_2/P_1 = (B_2/B_1)^{0.6} \). The energy confinement time \( \tau \propto (a^3nT)/P \) or \( \tau_2/\tau_1 = B_1/B_2 \). The confinement parameter scales as \( [nT\tau_2]/[nT\tau_1] = B_2/B_1 \). The current \( I \propto aB \) or \( I_2/I_1 = (B_2/B_1)^{0.2} \). The number of particles in a Debye sphere \( N_D \propto T^{3/2}/n^{1/2} \) or

The normalized neutral mean free path $\lambda_n/a \propto T^{1/2}/naA_1^{1/2}$ or $(\lambda_n/a)_2/(\lambda_n/a)_1 = (B_1/B_2)^{0.6}$.

2. JET PLASMA PERFORMANCE AT MAXIMUM PARAMETERS

JET performance is modelled well by the power scaling law developed by the ITER team [1], which has the virtue that it scales very nearly correctly with the dimensionless parameters. For the L-mode of operation,

$$T_E^{\text{ITER}} = 0.048A_1^{0.5}I^{0.55}B^{0.2}(n_{20})^{-0.1}a^{0.3}R^{1.2}k^{0.5}P^{-0.5}$$

(with $I$ in MA, $B$ in T, the electron density $(n_{20})$ in particles $\times 10^{20}$ m$^{-3}$, $R$ and $a$ in m, and $P$ in MW). Recent results from JET [6] operating in the H-mode at $B = 2.8$ T, $I = 4.0$ MA, $R = 3.1$ m, $(T) = 5.5$ keV, and $(Z_{\text{eff}}) = 1.8$, with beryllium gettering, neutral beams, and ion cyclotron heating (ICH), are encouraging. The data may be used to benchmark H-mode performance. Using these parameters and comparing the result to the measured confinement time yields an H-mode factor of 2.55. For the purpose of assessing CIT' and ITER' performance, we estimate the performance of JET operated at full power and high density using the multiplier 2.55; see Table I.

Direct projections from JET to make the plasma volume of the new device CIT' similar to CIT may be accomplished by setting $B_2/B_1 = 1.74$ (see Table I).

Approximately, if the projected plasma in Table I had been D-T, and ignoring any gain because $T_i/T_e > 1$, we would have for the fusion power $P_F \approx 0.16\kappa a^2 R(n_{20}T)^2$ (MW), so $P_F \approx 79$ MW with $P_a \approx 16$ MW. Therefore $Q = 79/(56 - 16) = 2$, at the low $B, I$ values given.

3. SCALING CIT' TO FULL PERFORMANCE USING THEORETICAL SCALE-UP

Now that the CIT' performance has been obtained at approximately half the field and current, it is interesting to speculate on how the plasma performance will change when the field and current are raised at constant $q$ and total power. As $B$ and $I$ are raised, the energy confinement time should improve and the temperature should rise at constant power. In order to keep the dimensionless parameters roughly constant, one may choose to increase the density. To minimize the difference in the projections of a variety of theoretical models I choose to set $n_3/n_2 = (B_3/B_2)^{0.9}$ (i.e. the dimensionless parameters will not be held constant).

A number of theoretical models are used for the thermal diffusivity $\chi$. They are summarized by Ross [7]. As expected, each scales correctly with field,

$$\chi \propto \frac{a^2}{\tau} \text{ or } \frac{X_2}{X_1} = \frac{t_1}{t_2} = \frac{n_1T_1}{n_2T_2} = \left(\frac{B_1}{B_2}\right)^{0.6} \text{ at constant power}$$

For everything fixed (including the profiles), except $n$, $T$, and $B$, the Perkins dissipative trapped electron (DTE) model has

$$\chi_a \propto \frac{T^{7/2}}{nB^2L_n^2} \text{ or } \frac{X_2}{X_1} = \left(\frac{B_2}{B_1}\right)^{1.4} \left(\frac{B_1}{B_2}\right)^{1.6} \left(\frac{B_1}{B_2}\right)^2 \left(\frac{B_2}{B_1}\right)^{1.6} = \left(\frac{B_1}{B_2}\right)^{0.6}$$
The other models [7] to be used are the Perkins collisionless trapped electron model, the Diamond DTE model, the Diamond collisionless drift wave-1 model, the Horton ion temperature gradient model, the Garcia rippling model, and the Carreras resistive ballooning model. Setting \( n_3/n_2 = (B_3/B_2)^{0.9} \), as discussed above with \( B_3 \) set at 10 T, yields for \( T_3/T_2 \) values varying from 1.27 to 1.44. Even in the worst case the plasma would ignite, see Table I.

4. SCALING FROM JET AND CIT TO ITER'

A similar scaling from JET to ITER', see Table I, shows that the gulf (in terms of dimensionless parameters between experience in expected operating regimes which can be benchmarked on existing equipment and the operating regime of ITER) is substantially greater than the gap between existing devices and CIT.

By scaling with constant dimensionless parameters from JET one may identify the performance of a CIT-like device (CIT') and an ITER-like device (ITER') operating at reduced field and current. In fact, other devices, such as DIII-D and Alcator C-Mod, may be used to project the performance for CIT' for a range of fields and currents (at constant \( q \)). Similarly, CIT' may be added to the contributors in projecting ITER' performance. The parameters of these devices are given in Table II for \( q_{0.95} = 3.1 \). Note that their aspect ratios and ellipticities are not identical. A reduced minor radius was used for DIII-D to make the aspect ratio more like those of CIT and ITER. The scaled parameters for ITER' are given in Table III.
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### TABLE I. SCALINGS FOR CIT' AND ITER'

<table>
<thead>
<tr>
<th>Parameters</th>
<th>JET</th>
<th>CIT' Scaled from JET</th>
<th>CIT' Scaled from theoretical models</th>
<th>ITER' Scaled from CIT'</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ (m)</td>
<td>3.1</td>
<td>2.0</td>
<td>2.0</td>
<td>6.0</td>
</tr>
<tr>
<td>$a$ (m)</td>
<td>1.1</td>
<td>0.7</td>
<td>0.7</td>
<td>2.13</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.85</td>
<td>1.85</td>
<td>1.85</td>
<td>1.85</td>
</tr>
<tr>
<td>$B$ (T)</td>
<td>3.3</td>
<td>5.74</td>
<td>10.0</td>
<td>1.45</td>
</tr>
<tr>
<td>$I$ (MA)</td>
<td>5.8</td>
<td>6.48</td>
<td>11.3</td>
<td>4.90</td>
</tr>
<tr>
<td>$\varphi$ (MW)</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
</tr>
<tr>
<td>$P$ (MW)</td>
<td>40</td>
<td>56</td>
<td>56</td>
<td>24</td>
</tr>
<tr>
<td>$A_i$</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>$\nu^<em>/(\nu^</em>)_{\text{JET}}$</td>
<td>1</td>
<td>1</td>
<td>1.02</td>
<td>1</td>
</tr>
<tr>
<td>$(\rho/a)/(\rho/a)_{\text{JET}}$</td>
<td>1</td>
<td>1</td>
<td>0.64</td>
<td>1</td>
</tr>
<tr>
<td>$\beta/\beta_{\text{JET}}$</td>
<td>1</td>
<td>1</td>
<td>0.69</td>
<td>1</td>
</tr>
<tr>
<td>$(P/\eta^2)/(P/\eta^2)_{\text{JET}}$</td>
<td>1</td>
<td>1</td>
<td>0.47</td>
<td>1</td>
</tr>
<tr>
<td>$(n_{20})$</td>
<td>1.0</td>
<td>2.4</td>
<td>4.0</td>
<td>0.27</td>
</tr>
<tr>
<td>$(T)$ (keV)</td>
<td>5.4</td>
<td>6.8</td>
<td>8.6</td>
<td>3.9</td>
</tr>
<tr>
<td>$\tau$ (s)</td>
<td>0.94</td>
<td>0.54</td>
<td>1.1</td>
<td>2.1</td>
</tr>
<tr>
<td>$Q_{\text{equivalent}}$</td>
<td>0.9</td>
<td>2.0</td>
<td>$\infty$</td>
<td>0.4</td>
</tr>
</tbody>
</table>

### TABLE II. PARAMETERS OF PRESENT EXPERIMENTS ($q_{0.95} = 3.1$)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DIII-D</th>
<th>C-Mod</th>
<th>JET</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ (m)</td>
<td>1.67</td>
<td>0.67</td>
<td>3.1</td>
</tr>
<tr>
<td>$a$ (m)</td>
<td>0.62</td>
<td>0.21</td>
<td>1.1</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.85</td>
<td>1.80</td>
<td>1.85</td>
</tr>
<tr>
<td>$B$ (T)</td>
<td>2.1</td>
<td>9.0</td>
<td>3.3</td>
</tr>
<tr>
<td>$I$ (MA)</td>
<td>2.4</td>
<td>3.0</td>
<td>6.6</td>
</tr>
</tbody>
</table>

### TABLE III. PARAMETERS FOR ITER' ($q_{0.95} = 3.1$) SCALED FROM VARIOUS BASIC EXPERIMENTS

<table>
<thead>
<tr>
<th>Scaling experiment</th>
<th>DIII-D</th>
<th>C-Mod</th>
<th>JET</th>
<th>CIT'</th>
<th>ITER'</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ (m)</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>$a$ (m)</td>
<td>2.23</td>
<td>1.88</td>
<td>2.13</td>
<td>2.10</td>
<td>2.13</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.85</td>
<td>1.80</td>
<td>1.85</td>
<td>1.85</td>
<td>1.85</td>
</tr>
<tr>
<td>$B$ (T)</td>
<td>0.42</td>
<td>0.58</td>
<td>1.45</td>
<td>2.53</td>
<td>5.00</td>
</tr>
<tr>
<td>$I$ (MA)</td>
<td>1.74</td>
<td>1.73</td>
<td>5.60</td>
<td>9.73</td>
<td>19.3</td>
</tr>
</tbody>
</table>
EXTRAPOLATION OF THE HIGH PERFORMANCE JET PLASMAS TO D-T OPERATION

by B. Balet, J.G. Cordey and P.M. Stubberfield

JET Joint Undertaking, Abingdon, Oxon, OX14 3EA, U.K.

Abstract D-T simulations of JET high performance plasmas are completed using the TRANSP code with differing injection configurations and particle transport models. Thermonuclear yields exceeding 10 MWatts are obtained with several scenarios, the best one being the injection of 140 keV D beams into a tritium background plasma. This scenario is sensitive to the particle transport model but injecting mixed deuterium (140 KeV) and tritium (160 keV) into a D-T background plasma is found to give a reasonably high yield (>9MW) and is not so dependent on the transport model.

I Description of high performance pulses During 1989 several H-mode plasmas were obtained in which the D-D fusion yield exceeded $6 \times 10^{16}$ reactions per second [1]. The improved performance was obtained by the combined use of Beryllium as a limiter material (which gettered the oxygen) and X-point sweeping to distribute the heat load over the tiles in the X-point region.

In this paper the D-T performance of two of these pulses is examined, one is a hot-ion pulse (#20981) with $T_i >> T_e$ (22 keV and 8 KeV respectively) and the other is a pellet fuelled pulse (#20222) which is in thermal equilibrium with $T_i = T_e$ (~8 keV). In the simulations differing beam configurations are used, the objective being to assess the best configuration for the D-T phase of operation of JET. The two pulses were selected using the standard $n e T_i$ versus $T_i$ plots, shown in figure 1. Here the Q curves are for parabolic profiles of density and temperature raised to the power $1/2$ and $3/2$ respectively. Several other types of profiles have been tried including ones closer to the measured profiles but it is found that the Q curves are actually very insensitive to the precise form of the profiles. The density and temperature profiles for the two shots under
consideration are shown in Fig. 2 at the time of peak neutron yield, the other
parameters of these pulses are listed in Table 1.

Table I

<table>
<thead>
<tr>
<th>Pulse No.</th>
<th>I (MA)</th>
<th>B (T)</th>
<th>P (MW)</th>
<th>*W (MW)</th>
<th>τ_e (S)</th>
<th>n_d Ti τ_e (X 10^20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20981</td>
<td>4</td>
<td>2.8</td>
<td>17</td>
<td>8</td>
<td>1.1</td>
<td>8</td>
</tr>
<tr>
<td>20222</td>
<td>4</td>
<td>2.8</td>
<td>16</td>
<td>8</td>
<td>1.25</td>
<td>5.6</td>
</tr>
</tbody>
</table>

The time behaviour of the two pulses was first simulated by the 1/2-D
TRANSP [2] code for the actual conditions of 140/80 keV D injection into a D
background. The TRANSP code uses the measured profiles of density,
temperature and Z_{eff} as well as many other quantities. A good check on the
consistency of this data is shown by the comparison in Fig. 3 of the predicted and
measured neutron yield for the hot ion pulse #20981. The agreement is very
good for both pulses, and this along with other checks indicates that the input
data used by the code is fully consistent. The origin of the neutrons in the
simulation of #20981 is also shown in Fig. 3, the yield is dominated by neutrons
from fast-thermal reactions until the ion temperature reaches its peak value at
$t=11.4s$. The drop in the yield from $t=11.4$ secs onwards is due to the strong
carbon influx (Carbon Bloom).

Fig 2. Ion and electron temperature and the electron density profiles
versus the normalised radius $\rho$ for the two pulses.

Fig 3. Measured and predicted D-D
neutron yield versus time for pulse
20981, the three components are also
shown.
II D-T Simulations

The D-T simulations are completed by rerunning the code with the same measured profiles and replacing the background deuterium plasma by a tritium one or by changing the injected gas to tritium.

The first scenario had both boxes injecting 140 keV deuterons into an initially tritium background plasma. The result is shown in Fig. 4 for both the hot ion and thermal equilibrium pulses. The hot ion pulse achieves a power output of ~12 MW whilst the pulse in equilibrium reaches 8 MW. The main reason for the higher value of the yield in the hot ion case is the higher ion temperature which improves both the thermal-thermal and the beam-thermal emission. The beam-thermal yield is also higher in #20981 due to the higher electron temperature in the region where the fast ions are deposited.

In the above simulations the density of the thermal plasma is assumed to evolve in such a manner that the tritium and deuterium density profiles are identical as is shown in Fig. 5 (model A). The reason for the larger concentration of tritium is due to the initial gas fill being tritium and the only source of deuterium being from the injected beam.

The simulations were then repeated with a more pessimistic assumption concerning the particle transport, (model B) in which the flux is assumed to be proportional to $V_0 n_{D,T}$ where $V_0$ is the same for both species. In this case the deuterium and tritium profiles are very different (Fig. 5) with the deuterium strongly peaked in the central region and replacing the tritium. This incomplete mixing of the D and T leads to a much reduced thermonuclear yield see table II. Although as yet there are no detailed measurements of the mixing of hydrogenic species it is likely that model B may be more appropriate than model A.

<table>
<thead>
<tr>
<th>Beam</th>
<th>Target</th>
<th>Particle transport model</th>
<th>Fusion Power (MW)</th>
<th>Total fusion power (MW)</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>D140</td>
<td>T</td>
<td>A</td>
<td>3.5</td>
<td>5.8</td>
<td>9.8</td>
</tr>
<tr>
<td>Co</td>
<td></td>
<td>B</td>
<td>3.4</td>
<td>5.5</td>
<td>9.2</td>
</tr>
<tr>
<td>D140, T160</td>
<td>D-T</td>
<td>A</td>
<td>3.5</td>
<td>6.0</td>
<td>9.8</td>
</tr>
<tr>
<td>Co</td>
<td>Counter</td>
<td>B</td>
<td>1.4</td>
<td>4.0</td>
<td>5.5</td>
</tr>
</tbody>
</table>

$Q = \frac{P_{th-th}}{(P-W)} + \frac{(P_{b-th} + P_{b-b})}{P}$

One obvious technique to improve the D-T mixture is to inject tritium with one box and deuterium with the other into a 50:50 D-T mixture. It is found that in this case with both particle transport models, the mixture remains
approximately 50:50 across the profile and the power output is still greater than 9 MW.

To check whether the beam-beam yield could be enhanced by reversing the direction of injection of one box this case was also simulated. Table II shows that this did not improve the beam-beam contribution presumably because the relative velocity of the counterstreaming D-T ions was well beyond the peak in the D-T cross section.

Fig 4. Predicted fusion power versus time for the hot ion pulse #20981 and the pulse in thermal equilibrium #20222 for 140 keV deuterium injection into a tritium background.

Fig 5. Thermalised deuterium and tritium density profiles for the two transport models A & B.

Summary

Simulations assuming the same conditions as have recently been achieved in JET D-D plasmas show that with a D-T plasma, fusion power yields of the order of 10 MW and Q greater than 0.7 can be achieved with a variety of beam-plasma scenarios.
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In this paper we present a discussion of the global confinement time scaling for NBI heated, ELMy H-mode shots, using a combined dataset from JET and ASDEX.

Only co-injected, NBI heated shots with a sufficiently long and constant $P_{NBI}$ and not close to the beta limit have been selected. To avoid transients influencing the regression, only one time point per shot was analysed (where $W_{dia}$ is maximal, while $W_{dia}/P_{tot} < 0.3$). The JET dataset consists of 53 ELMy H-mode shots, D into D$^+$. It is part of the 1986-1988 dataset, discussed in [1], extended with shots from 1989, which were partly performed with Beryllium wall conditioning. The ASDEX dataset consists of 170 ELMy H-mode shots, H into D$^+$, from two major operating periods: (1) 110 shots before the introduction of the ICRH antenna, and (2) 60 shots after the introduction of the antenna and before the hardening of the vessel.

The essential characteristics of the two datasets are summarized in the first part of the Table, which gives the geometrical mean values and standard deviations, as well as the correlations, for variables that are deemed to be important for the confinement time scaling. (The Table is entirely based on a logarithmic scale, since a simple power-law expression leads to a linear model on that scale.) The upper part of the Table contains all the essential information for making a simple power law regression (without the effects of DN/SN and wall conditioning).

A full empirical scaling is as follows:

$$
\tau_{dia} = c(q_{cyl})(A/Z)^{1/2}(B_i I_p)^{33\pm 0.3}(P_{tot} - \dot{W}_{dia})^{-34\pm 0.3} L^{2.0\pm 0.7} (n_e)^{24\pm 0.3}
$$

where

$$
c(q_{cyl}) = \begin{cases} 
  1.0\pm 0.08 q_{cyl}^{-17\pm 0.08} & \text{for } q_{cyl} < 2.9 \\
  1.4\pm 0.08 q_{cyl}^{-65\pm 0.07} & \text{for } q_{cyl} > 2.9
\end{cases}
$$

and $L = (2\pi^2 Rab)^{1/3}$ is the cubic root of the volume of the vessel (JET: 2.96m, 1.25m, 2.12m, ASDEX: 1.65m, 0.4m, 0.4m). In Eq. (1), $\tau_{dia}$ is expressed in sec., and the other dimensional variables in 'ITER' units, (5 T, 22 MA, 100 MW, $10^{20}$ m$^{-3}$) and (6.0m, 2.2m, 4.4m). Neglecting triangularity, the transitions from $(I_p,B_i,V_{ol})$ to $(q_{cyl},B_i I_p, V_{ol})$ and $(I_p/(\pi ab), B_i / (2\pi R), V_{ol})$, see Fig. 1a and 1b, are on log. scale simple linear transformations, whose effects on the regression and the Table are easily assessed. We feel free to switch from one to the other, equivalent, representation. Initial differences stemming from the operating period at ASDEX cease to be significant in the above scaling. The regression is based on the assumption that $\tau_{dia}$ scales as $(A/Z)^{1/2}$, with $A/Z = 2$ for JET and $\simeq 1.5$ for ASDEX. This may influence the exponent 2.0 for $L$. (For an arbitrary isotope exponent $\alpha A/Z$, one has $2.0 - 0.27(\alpha A/Z - 0.5)$.) Simultaneously with Eq. (1), the following multiplicative constants have been fitted: SN: for JET: 18%(±4%) better than DN, but for...
ASDEX: SN 12% (±2%) worse than DN; Beryllium evaporation (JET)/ no carbonisation (ASDEX): 14% (±3%) better than carbonisation. The errors denote one standard deviation (from ordinary linear least squares). The estimate of the residual (relative) error in $\tau_{dia}$ is 9%, which can be viewed on the residual plot (Fig. 2). It is instructive to compare this scaling with the separate scalings of the two tokamaks, see the lower part of the Table. The two-regime regression line was used as a variation to a quadratic term in $\ln(q_{cyl})$. Within the data range, the differences are minor. The change in $q_{cyl}$ dependence for $q_{cyl} < 2.9$ and $q_{cyl} > 2.9$ appears to be mainly due to ASDEX. The conclusion is that there seems to be a definite difference in the $q_{cyl}$ dependence in JET and ASDEX, which adds to the uncertainty in the extrapolation to $q_{cyl} = 1.8$ for ITER. Furthermore, the statistical condition of the combined dataset is somewhat impaired by the quite strong correlation between $I_p$ and $L$. Some improvement could be possibly be gained by an extended $q_{cyl}$ scan in ASDEX, and with some low $I_p$ shots at JET.

As argued in [2] and elsewhere, it can be useful to write the scaling relationship as a leading term (with dimension time) multiplied with a function $F$ of dimensionless variables. Different theories give different leading terms and a different number of dimensionless variables on which the confinement time is supposed to depend. If the function $F$ is of a power-law type, it can be shown that on logarithmic scale this corresponds to a linear transformation followed by a linear restriction on the coefficients. As the regression problem is invariant under linear transformations, the restriction can be translated into a linear restriction on the coefficients of the dimensional variables [2]. Without restrictions, we have for the coefficients of

\[
(q_{cyl}, I_p B_t, P, < n >, L, \Delta D_{N, asd}, \Delta D_{N, jet}, \Delta wall)
\]

\[(-.31, .41, -.35, .22, 1.8, .11, -.16, .11), \quad \text{with rmse: 10.03%}.
\]

The dimension restriction (which is e.g. common to both long and short wavelength turbulence theory [2]) reads $4\alpha_L - 8\alpha_n - 3\alpha_P - 6\alpha_{BI} = 5$. It gives

\[(-.34, .35, -.36, .21, 1.9, .11, -.19, .11), \quad \text{with rmse: 9.94%}.
\]

The regression errors are similar as in the Table (between 2 and 5%). The largest deviations (for $I_p B_t$, $L$, and $\Delta D_{N, jet}$) are at least consistent with the observed collinearities in the variables. The dimension restriction is rather well satisfied by the data. Fig. 3 compares the empirical scaling with some published scalings for (mainly) L-mode [3], with an adjusted constant. As judged by (essentially) the $\chi^2$ statistic ($F_{4,217} = \chi^2/4$), within the error bars, these scalings do not fit the data very well.

The ‘predictions’ for $\tau_{dia} (s)$ in ITER ($A/Z = 2.5$) are 4.8(±.8) and 4.6(±.8), respectively. The unrestricted formula with 2 regimes for $q_{cyl}$ gives 4.3(±.8). The indicated uncertainty (2 std dev) is not to be construed as the final uncertainty in the prediction for ITER. It is only the estimated prediction error under the assumption that the type of scaling used is essentially correct and that the main variables influencing the regression have been included. Aspect ratio and elongation scaling as well as profile effects and further wall conditioning aspects may change the picture.

<table>
<thead>
<tr>
<th>units</th>
<th>av.</th>
<th>std</th>
<th>(min, max)</th>
<th>correlations (on logarithmic scale)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASDEX (ELMy, H into D(^+), NBI only, 170 shots, one point per shot ((W_{dia} = 0))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_{dia}) ms</td>
<td>49</td>
<td>8</td>
<td>(26,69)</td>
<td></td>
</tr>
<tr>
<td>(I_p) MA</td>
<td>0.33</td>
<td>0.06</td>
<td>(0.17,0.45)</td>
<td></td>
</tr>
<tr>
<td>(B_t) T</td>
<td>2.2</td>
<td>0.15</td>
<td>(3.5,2.6)</td>
<td></td>
</tr>
<tr>
<td>(P_c) MW</td>
<td>2.4</td>
<td>0.55</td>
<td>(1.4,3.4)</td>
<td></td>
</tr>
<tr>
<td>(\langle n_e \rangle) (10^{20}/m^3)</td>
<td>.35</td>
<td>0.07</td>
<td>(0.15,0.5)</td>
<td></td>
</tr>
<tr>
<td>(\Delta_{wall})</td>
<td>-6%</td>
<td>(-1,0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta_{DN})</td>
<td>62%</td>
<td>(0,1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| JET (ELMy, D into D\(^+\), NBI only, 53 shots, one point per shot (\(W_{dia}\) maximal) |     |      |            |                                     |
| \(\tau_{dia}\) ms | 670 | 180  | (415,1120)|                                     |
| \(I_p\) MA         | 3.3 | 0.78 | (2.4,5.1) |                                     |
| \(B_t\) T          | 2.4 | 0.69 | (1.3,3.5) |                                     |
| \(P_c\) MW         | 8.0 | 3.0  | (4.0,14.6)|                                     |
| \(\langle n_e \rangle\) \(10^{20}/m^3\) | .32 | 0.18 | (0.09,0.6)|                                     |
| \(\Delta_{wall}\)  | -72%| (-1,0)|           |                                     |
| \(\Delta_{DN}\)    | 30% | (0,1)|           |                                     |

| combined (ELMy, NBI only, 223 shots, one point per shot) |     |      |            |                                     |
| \(\tau_{dia}\) ms | 91  | 192  | (26,1120)|                                     |
| \(I_p\) MA         | .577| 1.0  | (0.17,5.1)|                                     |
| \(B_t\) T          | 2.24| 0.34 | (1.3,3.5)|                                     |
| \(P_c\) MW         | 3.23| 2.4  | (1.4,14.6)|                                     |
| \(\langle n_e \rangle\) \(10^{20}/m^3\) | .34 | 0.11 | (0.09,0.6)|                                     |
| \(L\) m            | 2.60| 2.6  | (1.7,3.37)|                                     |
| \(\Delta_{wall}\)  | -22%| (-1,0)|           |                                     |
| \(\Delta_{DN}\)    | 50% | (0,1)|           |                                     |

Simple scaling relations (power law exponents)

\[ q_{cyl, <3} q_{cyl, >3} B_t I_p P_c \langle n_e \rangle \Delta_{wall} \Delta_{DN} \text{ rmse} \]

\[ \tau_{dia} \text{ (ASDEX)} \]

\[ 0.15 \quad -.64 \quad .41 \quad -.30 \quad .13 \quad .13 \quad 8\% \]

\[ (.20) \quad (.08) \quad (.05) \quad (.04) \quad (.03) \quad (.02) \]

\[ \tau_{dia} \text{ (JET)} \]

\[ .10 \quad .13 \quad .33 \quad -.54 \quad .34 \quad .20 \quad -.16 \quad 10\% \]

\[ (.11) \quad (.24) \quad (.05) \quad (.06) \quad (.04) \quad (.05) \quad (.05) \]

\(\Delta_{DN} = 1\) for DN and 0 for SN

\(\Delta_{wall} = -1\) for carbonisation, \(\Delta_{wall} = 0\) for no carbonisation (ASDEX),

\(\Delta_{wall} = 0\) for C tiles + C limiters and Be evaporation, or C tiles and Be limiters (JET)
FIG. 1a. Geometry of JET-ASDEX ELM H-mode confinement scaling. A 2D projection from regression of $T_E$ on $l_p$, $B_t$, $P_l$, $\langle n_e \rangle$, and volume. The small ellipse shows a 95% confidence region for the regression parameters. Explanation is continued in Fig. 1b.

FIG. 1b. Geometry of JET-ASDEX ELM H-mode confinement scaling. The solid line through the small ellipse shows the direction in which $T_E$ varies most. The perpendicular line corresponds to a constant $T_E$ which is equal to 3 times the value at the center of gravity.

FIG. 2. Residual plot of JET-ASDEX ELM H-mode confinement scaling.

FIG. 3. Distance between empirical power-law fit and published power-law coolings which are listed below.
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TRANSPORT STUDIES IN HIGH RECYCLING NEUTRAL BEAM_HEATED DISCHARGES ON TFTR


Princeton University Plasma Physics Laboratory
Princeton, New Jersey 08543 USA

Introduction - Historically, the study of local transport in L-mode discharges has had mixed success because of the difficulty of making sufficiently precise measurements of the ion temperature profile T_i(R) in this regime. Recently, the more routine availability of this data on TFTR has led us to renew the study. Systematic uncertainties in the T_i(R) measurements still leave unresolved some of the details of the variations of the thermal diffusivities \chi_i and \chi_e, but it is nonetheless possible to observe a correlation of the local transport properties with global parameters in these discharges. Over much of the minor radius, we find a comparable relative reduction in both \chi_i and \chi_e with plasma current and an increase of both with injected power. Also, we obtain a global scaling for the thermal stored energy.

Experimental Conditions and Analysis - When the TFTR carbon inner belt limiter is loaded with deuterium gas, the recycling coefficient is high (R~1.0)[1], and L-mode global confinement scaling is observed.[2] As distinct from the supershot regime, which results when the limiter is conditioned to pump deuterium and minimize recycling (R~0.6)[1], L-mode discharges are characterized by broader density profiles, \langle n_e \rangle = 1.4 - 1.8 (1.8-3.0 for supershots), lower global energy confinement \tau_e/\tau_E^{L\text{mode}} = 0.9 - 1.3 (2.5-3.0), and lower ion temperatures T_i(0)/T_e(0) = 1.0 - 1.5 (2.0-4.0). The plasmas studied here had R/a = 2.58, 0.93 m, I_p = 0.9 - 2.1 MA, B_T = 2.5 - 4.6 T, P_{inj} = 0 - 20 MW, and n_e(10^{19} \text{cm}^{-3}) = 2.0 - 6.5. Deuterium neutral beam injection (E_{inj} ~ 100 \text{ keV}) was used with deuterium target plasmas. Peak temperatures ranged from T_e(0) = 2 - 6 keV and T_i(0) = 2 - 9 keV. Since the density is correlated with I_p and P_{inj}, to minimize the n_e variation for the single parameter scans, gas puffing was used prior to the onset of the 0.7 - 1.0 s heating pulse to control the density near the end of injection.

The 1-D transport code SNAP was used to determine the local transport coefficients by solving the power and momentum balance based on measured profiles in the steady-state phase near the end of the heating pulse. Inputs to the code include T_i(R) and vphi(R) measured by charge exchange recombination spectroscopy (CHERS [3]) of CVI, and x-ray crystal spectroscopy [4] of FeXXV. T_e(R) was measured by ECE radiometry and Thomson scattering, and n_e(R) by a ten channel infrared interferometer and Thomson scattering. Z_{eff} was determined by visible bremsstahlung emission and assumed to be flat across the profile. Neutral influx was determined from a 5 channel H_d monitor. Convection (taken to be 3/2ΓT) is not significant in the power balance of these discharges; however electron-ion coupling (assumed to be classical) is a critical
term, and uncertainties in this term as well as the radiated power often dominate the power balance outside \( r/a \sim 0.7 \).

**Scaling of the Thermal Stored Energy** - For 120 discharges spanning the parameter ranges indicated above, regression fits for the scaling of the total stored energy from magnetic measurements result in:

\[
W_{\text{TOTAL}}^{M} = 0.21 I_p^{0.99} (7) P_{\text{TOT}}^{0.55(3)} n_e^{-0.12(7)}
\]  

(1)

similar to earlier results.[2] \((P_{\text{TOT}} = P_{\text{inj}} + P_{\text{OH}})\) At high \( P_{\text{inj}} \), even in high recycling conditions, the unthermalized beam ions contain a significant fraction of the total stored energy \((W_{\text{BEAM}}/W_{\text{TOTAL}} = 0.20 - 0.45 \) for these discharges) and \( W_{\text{BEAM}} \) scales differently than \( W_{\text{TOTAL}} \). Using the 50 shots for which we have more detailed profiles of \( T_i(R) \), one obtains a tight fit to \( W_{\text{BEAM}}^{\text{(regression)}} = 0.036 P_{\text{inj}}^{0.94} T_e^{0.97} n_e^{-1.04} \) for the calculated energy stored in beam ions. One can then determine the scaling of the thermal stored energy \((W_{\text{THERMAL}} = W_{\text{TOTAL}}^{M} - W_{\text{BEAM}}^{\text{(regression)}})\) for the full dataset:

\[
W_{\text{THERMAL}}^{\text{(regression)}} = 0.14 I_p^{1.23} (7) P_{\text{TOT}}^{0.29(3)} n_e^{0.48(7)}
\]  

(2)

This result indicates a substantially stronger \( I_p \) and \( n_e \) dependence and weaker \( P_{\text{TOT}} \) dependence than the traditional L-mode scaling. The scaling expressions in (1) and (2) are significantly different. As has been pointed out previously [5], this is one reason that care should be taken in applying global scaling results.

**Ion Temperature Measurements** - Figure 1 shows measured profiles for a discharge with parameters \( I_p = 1.2 \) MA, \( P_{\text{inj}} = 9.2 \) MW, \( B_T = 3.8 \) T, and \( n_e = 3.1 \times 10^{19} \) m\(^{-3}\). The discrete points show the \( T_i(R) \) values from the CVI 5292Å line and the FeXXV 1.85Å line (the instrumental width for each is \( \sim 1.0 \) kev). Repeated comparisons of CHERS \( T_i(R) \) profiles using the CVI 5292Å line and the CVI 3435Å line on successive discharges indicate a temperature independent offset, with the 3435Å determination typically \( \sim 0.3 \) kev higher at the large major radius edge, increasing to \( \sim 0.9 \) kev higher near the center of the discharge. The systematic differences in the \( T_i(R) \) profile determinations are not understood. The fact that there are more mechanisms which make a line broader rather than narrower, and the existence of a charge-exchange-excited, small satellite feature on the long wavelength side of the 3435Å line (as also observed on ASDEX[6]), give us more confidence in the 5292Å determination, which we use in the analysis below. The error bars for the CHERS data are best estimates of systematic uncertainties, and are several times the statistical errors in the data. A full uncertainty analysis continues. To check the sensitivity to this choice of \( T_i(R) \) profile, we will later point out changes to conclusions which result when a profile consisting of the high value of the error bars in the 5292Å determination is used.

Calculated \( T_i(R) \) profiles using different \( \chi_i \) models are shown for comparison in figure 1. Note that \( \chi_i = (2-4) \chi_e \) gives reasonable agreement for this discharge, consistent with previous results in high recycling conditions.[7,8] As shown in fig. 2, the model \( \chi_i = 0.5 \chi_e \) consistently overestimates the measured \( T_i \) from both diagnostics.
single parameter scans and global scaling - although the ultimate goal of
this transport study is to determine the dependence of local transport coefficients
on local variables, these variables are difficult to control. since the thermal
stored energy scales strongly with IP and Pinj, a step in understanding local
transport is made by investigating the correlation of \( x_i \) and \( x_e \) with these global
quantities. to this end, scans in IP and Pinj were performed and care was taken
to hold constant other parameters, particularly density.

figure 3a shows the change in the calculated \( x_i(r) \) and \( x_e(r) \) for a plasma
current scan. as IP was changed from 1.2 MA to 2.1 MA with other quantities
held constant, \( T_{e0} \) increased from 3.5 to 6.2 keV and \( T_{10} \) rose from 3.3 to 7.5 keV.
transport analysis was done near the peak in the \( T_e \) sawtooth amplitude. \( \Delta T_{e,ST}^* = 0.2 \text{ keV at 1.2 MA, 1.5 keV at 2.1 MA, sawtooth period } \sim 2\pi \text{B} \) the scale lengths
\( L_{Te} \) and \( L_{Te} \) (where \( L_x = d(lnX)/d(lnR) \)) were unchanged. the density profile was
more peaked in the high current case \( (n_e(0)/<n_e> = 1.9 \text{ vs } 1.5) \) and the scale length
\( L_{ne} \) decreased by a factor of 4 over \( r/a \sim 0.2 - 0.7 \). in this and other scans described
below, the power balance outside \( r/a = 0.7 \) is problematic, because radiated power
and electron-ion coupling become large and uncertain in this region. note that
both \( x_i \) and \( x_e \) were reduced as IP increased.

the injection power was varied from 9.2 to 17.0 MW with other machine
parameters held constant, and figure 3b shows the effect on the thermal
diffusivities. in this case the peak temperature variations were \( T_{e0} = 3.4 - 3.7 \text{ keV and } T_{10} = 3.0 - 3.7 \text{ keV, and the profile shapes of } T_e, T_1 \text{ and } n_e \text{ showed no
significant variation. } x_i \text{ and } x_e \text{ both increased by similar relative amounts.}

figures 4a and 4b show the variation of \( x_i \) and \( x_e \) \( (r/a = .45) \) with IP (at
constant Pinj) and with Pinj (at constant IP) for less constrained datasets
assuming the 5292A determination of \( T_i(R) \). as shown by the solid lines, both \( x_i \)
and \( x_e \) show similar relative variations - both decreasing with plasma current
and increasing with heating power. it is interesting to compare these results
with those obtained previously in the supershot regime, where \( x_i \) and \( x_e \) inferred
from a similar analysis show variations of less than a factor of 2 over similar
ranges in IP and Pinj [9].

If the higher choice for the \( T_i(R) \) profile as discussed above is used, the
magnitudes of \( x_i(r) \) and \( x_e(r) \) are more similar \( (x_i/x_e \sim 2 \text{ rather than } \sim 4) \). however, the trends displayed in figures 3-4 are not significantly changed. the dashed lines in fig. 4a and 4b show the trends in the scaling of \( x_i(r) \) and \( x_e(r) \)
with this treatment, and further uncertainty analysis is ongoing.

*this research was conducted with DOE grant No. DE-AC02-76-CHO-3703
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Fig. 1 Comparison of measured $T_i$ profiles with those calculated with the models $\chi_i = n\chi_e$. Also shown is the measured $T_e$ profile.

Fig. 2 (right) Comparison of $T_i(R=2.55\text{m})$, measured vs calculated with two $\chi_i$ models.

Fig. 3a Diffusivity profiles for plasmas with $P_{\text{inj}}=13.2\text{MW}$, $n_e=3.1\pm 1 \times 10^{19}\text{m}^{-3}$

Fig. 3b Diffusivity profiles for plasmas with $I_p=1.2\text{MA}$, $n_e=3.2\pm 2 \times 10^{19}\text{m}^{-3}$

Fig. 4a Correlation of diffusivities with $P_{\text{inj}}$ for $I_p=12\pm 1 \text{MW}$

Fig. 4b Correlation of diffusivities with $P_{\text{inj}}$ for $I_p=1.2\text{MA}$
A database on energy confinement in FT has been prepared including ohmic plasma results for magnetic field in the range 2.5 to 10 T, line averaged density from 1. to 30 \(10^9\) m\(^{-3}\), \(q\) values from 2.5 to 6.5 and for deuterium, hydrogen and helium working gases. The database refers to plasma pulses of 1988 and 1989 operation. This paper considers only deuterium discharges which form the bulk of plasma pulses. Plasma major radius is 0.83 m and minor radius is 0.20 m.

The global confinement time has been evaluated from kinetic data. The electron temperature profile is measured by a single pulse Thomson Scattering system at seven radial position. Electron density is measured by a single channel HCN interferometer, which provides the line averaged density. The density profile is then assumed parabolic: but this assumption does not affects significantly the evaluation of the global confinement. Information on ion temperature is provided by measured neutron yield and by charge exchange analysis. The ion temperature profile has been computed by the solution of the ion power balance making use of the neoclassical thermoconductivity and the results agreed within the experimental error bars with the measured data. It can be noted that at high density (> \(10^{20}\) m\(^{-3}\)) even the results with a neoclassical multiplier factor of three still agreed with experimental data. The ion temperature from the neoclassical power balance has been used in the global confinement time computation. The Z effective is deduced from the experimental plasma resistivity using neoclassical corrections.

The resulting global confinement time has been compared with several standard scaling laws and the results are shown in fig.1,2,3,4,5 where points are selected for different magnetic field values according to the code shown in table 1.

The comparison fig.1 with the neo-Alcator scaling law in its TFTR expression [1] shows that FT data are 20% lower than the scaling but very near to the PLT ones. At high scaling parameter values a saturation is found which corresponds to density greater than \(10^{19}\) m\(^{-3}\).

The Goldston scaling [2] is shown in fig.2 where the global confinement is given by the combination of the ohmic and the auxiliary heating scalings using the ohmic power as the total power. This scaling underestimates the FT confinement by a 40%.

The Rebut-Lallia scaling [3] is shown in fig.3. This scaling overestimates the confinement of about 25% and the data suggest that the magnetic field dependence is too strong.

The Lackner-Gottardi scaling [4] is shown in fig.4 and it
provides the best fit to FT global confinement.

The collisionless electron trapped mode scaling [5] in fig. 5 reproduces the average values but with a large dispersion.

4) K. Lackner, N. Gottardi JET-P(88)77

<table>
<thead>
<tr>
<th>Tab.1: Magnetic Field (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>○ 2.0        3.0</td>
</tr>
<tr>
<td>△ 3.0        5.0</td>
</tr>
<tr>
<td>+ 5.0        6.5</td>
</tr>
<tr>
<td>◎ 6.5        7.5</td>
</tr>
<tr>
<td>§ 7.5        8.5</td>
</tr>
<tr>
<td>♦ 8.5        10.</td>
</tr>
</tbody>
</table>

fig. 1 TFTR Neo-Alcator scaling ×10
fig. 2 Goldston scaling

fig. 3 Rebut-Lallia scaling
fig. 4 Lackner-Gottardi scaling

fig. 5 Collisionless trapped electron scaling
PROFILE CONSISTENCY COUPLED WITH MHD EQUILIBRIUM
EXTENDED TO NON STATIONARY PLASMA CONDITIONS

P. Micozzi, M. Roccella
Associazione EURATOM–ENEA sulla Fusione
Centro Ricerche Energia Frascati
C.P. 65 – 00044 Frascati, Rome, Italy

INTRODUCTION

A profile consistency based on the parallel component of the ohmic law coupled with MHD equilibrium has been used to obtain electronic temperature profiles, both for stationary and non stationary tokamak plasmas. The ohmic law contains a resistive neoclassical term and one term that accounts for the bootstrap current contribution. A numerical code has been developed to solve the problem where the equilibrium is solved using the toroidal multipole method [1]. For stationary plasmas we have obtained temperature profiles close to the experimental data for a lot of machines very different in size, elongation, plasma current, toroidal field and density (JET, TFTR, Asdex, Alcator–A, Alcator–C and FT). Only some examples of the obtained fits are given in this report. The main feature of the model is the capability to provide a parametrization of the ohmic law also in non stationary cases. In agreement with some experimental evidences the model foresees a strong peaking of the temperature profile in non stationary plasmas only when the central value of $q$ is decreasing in time. An upper limit for the duration of the monster–like pulses can be also estimated by the model.

PLASMA MODEL

The approximation $T_e = T_i$ has been assumed. The density profiles are given a–priori to simulate euristically the different experimental situations (pellet or gas puffing injection).

Due to the presence of the sawtooth inside $q = 1$ region, the ohmic law must be retained only outside this region if the inductive terms during the sawtooth are disregarded. We used this criterius for the ordinary sawteeth activity, for which the periods are commonly much lower than the characteristic energy diffusion times and assume that the temperature be flat inside this region. This assumption can result somewhat pessimistic for the more compact machines [2]. In presence of the sawtooth stabilization (giant sawtooth, monster–like pulse or after the pellet injection) the contribution of the inductive term to the plasma current has been taken into account (see next). The current density profile is determined giving the position (the value $\psi_1$, of the poloidal flux $\psi$) corresponding to the $q = 1$ surface. To find this position we start from the consideration [3] that for given current and density profile the temperature consistent with the neoclassical resistivity may present a relative maximum outside the plasma axis. If the ohmic law should be
maintained beyond this limit it would produce an hollow temperature profile that is not physically significant. Since to justify that the ohmic law is not satisfied we must assume that some unknown term contributes to the current (as e.g. the inductive term during the sawteeth), the hypothesis that the point of the maximum in temperature be internal to the $q = 1$ surface seemed us justified. This assumption poses a lower limit to the peaking of the current density in the region before the $q = 1$ surface: i.e. the peaking for which $q = 1$ at the surface where the electronic temperature attains its maximum. Since the size of the $q = 1$ region increases with the assumed peaking of the current outside this region, the average temperature peaking factor $T(0)/(T)$ and the fusionistic performances of a machine, for a given plasma thermal content, are not sensibly affected by this assumption. The choice of the minimum size for the $q = 1$ region has been found the more appropriate for the most of the experimental well behaved stationary discharges that have been examined, and it has been commonly adopted in these cases. This rule have been also found in qualitative agreement with the euristic assumption of $r_1 = a/q$ where $r_1$, $a$ are the $q = 1$ surface and the plasma minor radii. It has been assumed [4] the following form of the parallel component of the generalized ohmic law

$$\langle J_\parallel^{\text{tot}} B \rangle = \langle J_\parallel^E B \rangle + \langle J_\parallel^b B \rangle \tag{1}$$

where the suffixes $E$, $b$ stand for the contributions to the total current due to the electric field and to the bootstrap current respectively (the brackets denotes surface averages). The bootstrap term is taken from reference [4], the first term reads

$$\langle J_\parallel^E B \rangle = \sigma_{nc} \langle E_\parallel B \rangle = \sigma_{nc} [\langle E_\psi B_\psi \rangle + \langle E_\rho B_\rho \rangle] ,$$

where $\sigma_{nc}$ is the neoclassical conductivity. Writing more explicitly all the inductive contributions during non stationary conditions

$$\langle J_\parallel^E B \rangle = \frac{\sigma_{nc}}{V'} (-q_0 \dot{\psi}_a - q_0 \dot{\psi}_0 + \dot{x}) \tag{2}$$

where the label $a$ indicates the plasma boundary, $V' = dV/d\psi$ is the $\psi$ derivative of the volume $V$ enclosed by the flux surfaces $\psi$ and $\dot{x}$ is formally defined by

$$\dot{x} = \int_{\psi_0}^{\psi} \left( \frac{\partial q}{\partial t} \right) \, d\psi = A \dot{\psi}_0 + B \dot{\rho} + c \dot{q}_a + D \dot{q}_0 .$$

The last equality (A, B, C, D being known functions of $\psi$ depending on the particular MHD equilibrium solution) is obtained using a behaviour of $q$ vs. $\psi$ of the form

$$q = \begin{cases} 
(q_a - q_0)(1 - \psi/\psi_1)^p + q_0 & \psi \leq \psi_1 \\
q_0 & \psi > \psi_1
\end{cases}$$

where $p$ is a parameter to be found to fit the real behaviour of $q$ from the equilibrium.

Let be $H = \langle J_\parallel^{\text{tot}} B \rangle$ obtained from the equilibrium and $b = \langle J_\parallel^b B \rangle$. Taking the ratio of eq. (1) at the generic $\psi$ and at $\psi_1$ we obtain

$$T = T_1 \left\{ \frac{q_0(H - b)GV''}{\Gamma_1[H_1 - b_1]q + \sigma_{nc1}(\dot{\psi}_0 q_0(q - q_0) + \dot{x} q_0 - \dot{x}_1 q)} \right\}^{2/3} \tag{3}$$
\[ I_0 (MA) = 0.40 \]
\[ f_p = 0.39 \]
\[ \bar{n} = 3.00 \times 10^{20} \text{ m}^{-3} \]
\[ Z_{\text{eff}} = 1.00 \]
\[ q_0 = 1.00 \]
\[ q_a = 3.93 \]
\[ B(T) = 8.02 \]

\[ I_0 (MA) = 3.00 \]
\[ f_p = 0.15 \]
\[ \bar{n} = 0.32 \times 10^{20} \text{ m}^{-3} \]
\[ Z_{\text{eff}} = 1.00 \]
\[ q_0 = 1.00 \]
\[ q_a = 6.10 \]
\[ B(T) = 3.40 \]

---

where the suffix 1 denotes the quantities at \( \psi_1 \) and \( \Gamma \) is the neoclassical correction factor to the Spitzer resistivity.

This equation set the formal relation between temperature and current density, both in stationary and non stationary conditions, that has been used to determine the temperature profiles. The second term in the denominator of eq. (3) is due to non stationarity. This term can account for the very different temperature profiles observed during plasma current rise and during sawteeth stabilization. It turns out that the first three terms of the eq. (2) don't affect appreciably the temperature profile, that indeed, as it has been experimentally observed, can be dramatically changed only when the value \( q_0 \) of \( q \) on axis is lowering in time (\( \dot{q}_0 < 0 \)). It must be remarked that, no matter of how low is the value of \( q \) that can be reached during sawtooth stabilization, the temperature peaking maintains as long as \( \dot{q}_0 \) has a negative high enough value.

**COMPARISON WITH EXPERIMENTAL TEMPERATURE PROFILES**

The model has been checked with some examples of experimental temperature profiles in various tokamaks (Asdex, JET, TFTR, Alcator–A, Alcator–C, FT). The obtained fits are all within the experimental uncertainty both for small and large tokamaks. Some of the fits obtained in the stationary cases are shown in figs 1 to 2.

The theory seems to account for the less extended central flat region commonly observed in the colder and denser plasmas of the compact tokamaks (fig. 1). When characteristic times of the order of the magnetic diffusion time are used a complete peaking of the temperature profile is commonly obtained.

Figs 3 (giant–sawtooth [5]) and 4 (monster–like pulse [6]) show the fits obtained for two JET pulses during the sawtooth stabilization.

In these examples, during the stabilization times (about 0.2 s for the giant
and 3 s for the monster), $q_0$ is made to decrease from 1 to the expected values at the end of these times ($q_0 \approx 0.95$ for the giant and $q_0 \approx 0.7$ for the monster). If we assume that during stabilization the size of the hollow region of the temperature must drop to zero and that the minimum value of $q_0$ on the axis that can be achieved is about 0.7 (monster pulse), we can argue the maximum time needed by the monster sawtooth before the crash.

It can be deduced that the maximum duration of hypothetic monster–like pulses in FTU, IGNITOR, JET and JIT should be of the order of 0.3s, 1s, 3s and of several tens of seconds respectively. All the examples considered, except for FTU, being of comparable $\beta_p$.
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The tokamak operates in a variety of confinement regimes suggesting there may be several transport mechanisms in combination. The detailed parametric dependence of each is likely to be very complicated. However, it can be argued that all plasma diffusion mechanisms can be divided into the extremes of gyro-Bohm (gB) or Bohm (B) types depending on their scaling with ion gyroradius $\rho_i$ relative to the minor radius $a$: $\rho_i a \approx c_i / \Omega_i$, $c_i = \sqrt{T/m_i}$, $\Omega_i = eB/m_i c$. These correspond to turbulent (or classical) diffusion processes with short or long step sizes scaled to $\rho_i$ or $a$, respectively. The local diffusivities and confinement times can be written as $D_{gB} = (c_i/a) \rho_i^2 F_{gB}$ or $D_B = c_i \rho_i F_B$ and $\tau_{gB} = B^{-1} (\rho_i/a)^{-3} F_{gB}$ or $\tau_B = B^{-1} (\rho_i/a)^{-2} F_B$, respectively. The form factors ($F$) are possibly complicated functions of the dimensionless parameters associated with geometry (safety factor $q$, aspect ratio $R/a$, elongation $b/a$), atomic and profile parameters ($A, Z, L, \omega$), where $L$ is any plasma or heating gradient length), and the plasma parameters collisionality ($1/\nu_i l_i$) and $1/(\nu_i l_i)$ (where $l_i$ is the Debye length). Discharges with all these dimensionless parameters including $\rho_i/a$ the same would have $\tau \propto B^{-1}$ [1–3] and could be called dimensionally identical in their transport properties. It is well known that isolating the dependence on the dimensionless variables [$\rho_i/a$, $\nu_i$, $\beta$, ...] imposes a single constraint [2] on the scaling of $\tau$ with respect to machine variables [$B$, $a$, $P$, $n$, ...]. In this paper, we observe that while dimensionally identical discharges cannot be scaled to ignition, existing and proposed ignition regime tokamak discharges can have all these dimensionless parameters the same except $\rho_i/a$. We shall call such discharges “dimensionally similar” and focus on the scalings with respect to $\rho_i/a$.

If either the gyro-Bohm or Bohm type scaling dominates (or at least an suitable admixture remains constant with the similarity variables fixed), then we have a powerful method for size $a$ and field $B$ scaling existing discharges to ignition. For dimensionally similar discharges it is easy to show that $\tau_{gB} \propto B a^{5/2}$, $T_0 T(0) \tau_{gB} \propto B a^{5/2} \propto P a^{1/2}$ with $P_{gB} \propto B a^{1/2}$ and $\tau_B \propto B^{1/3} a^{5/3}$, $\rho_i/a \propto B^{7/3} a^{5/3}$ with $P_B \propto B^{5/3} a^{4/3}$. In addition, $n \propto B^{4/3} a^{-1/3}$, $T \propto B^{2/3} a^{1/3}$, and $\rho_e/a \propto B^{-2/3} a^{-5/3}$. It is clear from the latter that dimensionally identical discharges have $B a^5$ constant with $n(0) T(0) \tau \propto B$ in addition to $T \propto B^{-1}$ [3]. The most severe limitation to dimensionally similar scaling is imposed by the operating density limit which is most likely a radiation collapse limit $n_{\text{limit}} \propto (B/Rq) (P/POH)^{1/2}$ (see Ref. 4). Thus, $n/n_{\text{limit}} \propto B^{1/3} a^{2/3} (P/POH)^{1/2}$ with
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\[ \left( \frac{P}{P_{\text{OH}}} \right)_{\text{GB}} \propto 1 \quad \text{whereas} \quad \left( \frac{P}{P_{\text{OH}}} \right)_{\text{B}} \propto B^{2/3} a^{1/6}. \] This limit is most restrictive in scaling to larger size rather than larger field.

The method is most clearly illustrated with a B field scaling of DIII-D to a “CIT-like” device. Bremsstrahlung power losses \( (P_{\text{br}}) \) scale as \( n^2 T^{1/2} a^3 \) and we can assume fusion alpha power gains \( (P_a) \) scale as \( n^2 T^{3/2} a^3 \) in the ignition regime \( \langle T \rangle \sim 3 \text{ to } 10 \text{ keV} \) [see Ref. 4 for formulas]. We need only solve the ignition power balance \( P_{0} \beta_{B} \gamma_{B} = P_{\text{br}} \alpha_{B}^{1/3} \alpha_{a}^{1/3} - P_{\text{br}} \alpha_{B}^{2} \alpha_{a}^{5/2} \) for \( x_B = B_1/B_0 \) and/or \( x_a = a_1/a_0 \) given the power loss \( P_0 \) with \( P_{\text{br}} \) and \( P_{\text{a}} \) evaluated for a given experimental discharge with \( n_0, T_0, \) average density \( \langle n \rangle_0, \) and average temperature \( \langle T \rangle_0. \) \( \delta_B = 1(5/3) \text{ and } \delta_a = 1/2(4/3) \) for gyroBohm (Bohm). \( x_B \) and \( x_a \) are the numerical increases in field and/or size to obtain ignition. Clearly, these will be derived from discharges with largest \( \dot{\beta}, \) lowest \( q, \) and otherwise best \( n(0)T(0)\tau. \) Figure 1 shows a field scaling \( x_B \) \( (x_a = 1) \) for some DIII-D H-modes with \( 0.4 < \dot{\beta} < 0.6, \) \( 3 < \varphi_{\text{MHD}} < 4 \) (\( \varphi_{\text{elliptic}} = 2.2 \text{ to } 3.0), \) \( B = 2.1 \text{ T}, \) \( a \sim 62 \text{ cm}, \) \( 2.7 < R/a < 2.8, \) \( 1.8 < b/a < 2.1 \) versus gross collisionality \( \dot{\nu} \equiv \bar{n}^2 a^5 (m) R^2 (m) (b/a)^2 / W^2 \) (MJ). Parabolic \( (1 - r^2 / a^2)^{1/2} \) profiles were used with \( \alpha_n = 0.5, \) \( \alpha_T = 3/2 (\varphi_{\text{elliptic}} - 1) \sim 1 \) and \( T_1 = T_a. \) These are preliminary conservative assumptions intended to illustrate the method rather than a final optimal result. The method can be improved with \( T_1 \neq T_a \) and actual profiles. Clearly there is a crucial difference between gyroBohm and Bohm scaling.

There is, however, at least a modern theoretical predisposition toward the shortwave or gyroBohm type scaling. The collisional or neoclassical diffusion losses are of the gyroBohm type. All the electrostatic drift wave modeling formula used for fitting and ignition projections assume
All the electrostatic drift wave modeling formula used for fitting and ignition projections assume 
wavemodes and mixing lengths scaled to $\rho_s$ (e.g., Ref. 4). In the present context, these may be 
seen as interpretation formulas for $F_{\text{gs}}$. However, the gyroBohm type scaling is not limited to 
$E \times B$ drift wave transport. It includes formulas for magnetic transport from micro-tearing modes 
(similar to $E \times B$ collisional drift wave scaling), electromagnetic transport at very short 
(c/\omega_pe) scales {e.g., Ohkawa type models $D \propto v_{\text{thh}}/Rq \cdot (c/\omega_pe)^3 \propto (c_s/a)\rho_s^2 \cdot [1/\beta \cdot a/Rq \cdot (m_s/m_i)^{1/2}]$} and 
magnetic diffusion of the Carreras-Diamond-Rechester-Rosenblut type {e.g., $D \propto (c_s/a)\rho_s^2$ 
$\cdot [\rho_s^{1/2} \beta^{3/2} (m_i/m_s)^{1/2}]$}. There are fewer Bohm examples. Apart from the likelihood that 
Bohm scaling obtains in a sharp boundary layer where $1/L \propto 1/\rho_s$, there is a recent suggestion 
from numerical simulation of resistive MHD turbulence [5] that dominant wave numbers scale to $n = n \cdot q$ with lowest $n$. This leads to a mixed but nearly Bohm scaling $D \propto c_s \rho_s (\rho_s/a)^{1/3}$.

Unfortunately, the experimental distinction between gyroBohm and Bohm types scaling is 
not entirely clear. Apart from the dependence on $\nu$ and $\beta$, $\tau_{\text{gs}} \propto B^{4/5} a^{3/5} n^{5/2} P^{-3/5}$ and 
$\tau_B \propto B^{1/3} a^{5/2} n^{1/2} P^{-1/2}$ at fixed $q$, $R/a$, and $b/a$. This can be compared to Goldston L–mode 
scaling $\tau_L \propto B a^{2.4} n^{1.1} P^{-0.8}$. Christiansen, Cordey, and Thomsen [6] have statistically analyzed 
JET L– and H–mode discharges in terms of $\tau_{\text{gs}}$ and $\tau_B$. Replacing $B$ with $B_0$ and $\beta$ with $\beta_0$ 
to describe the experimental $q$ dependence, they found that gyroBohm scaling fit best with $F_{\text{gs}}$ 
$(=F_{\text{gs}}^{6/5}) \propto \nu_{0.4} \beta_0^{0.4}$ to $-0.4$. A large intermachine data base can be analyzed under the single 
constraint as

$$\tau \propto B^{-1} (\rho_s/a)^{\alpha_1} \nu^{\alpha_2} \beta^{\alpha_3} q^{\alpha_4} (R/a)^{\alpha_5} (b/a)^{\alpha_6},$$

which then determines

$$\tau \propto B^{\beta_0} a^{\beta_1} P^{\beta_2} n^{\beta_3} q^{\beta_4} (R/a)^{\beta_5} (b/a)^{\beta_6}.$$ (2)

Bickerton [7] recently found for a large L–mode data base $\beta_0 = 1.08, \beta_1 = 2.31, \beta_2 = -0.579, 
\beta_3 = 0.069, \beta_4 = 1.0, \beta_5 = 0.01, \beta_6 = 0.212$. This is equivalent to $\alpha_1 = -1.58, \alpha_2 = -0.214, 
\alpha_3 = -0.985, \alpha_4 = -1.35, \alpha_5 = -0.270, \alpha_6 = 2.13$. From $\alpha_1 = -1.58$, a scaling less favorable 
than Bohm ($\alpha_1 = -2$) is indicated.

Statistical regression of raw confinement time suffers three problems: how to weigh discharges particularly in inter-machine comparisons, co-variance of some machine variables, and perhaps most important, how to correct for atomic effects such as fast ion storage and beam penetration. For fast ion storage we can correct experimental $\tau_E$ by $[1 - \tau_E / \tau_n \cdot G_c/2]$ where 
$\tau_n$ is the volume average slowing time down and $G_c$ ($\sim 1/2$) is a function of beam voltage. The correction for beam penetration can be handled by normalizing the discharge confinement times from each machine to the penetration at $2 \bar{z}_n$. $\bar{z}_n$ is the density at two mean free paths along the path giving 13% shinethrough. The confinement time renormalization appears to be insensitive to the profile and temperature dependence of the assumed diffusion. Table I shows a constrained analysis of an L–mode data base weighted by reportage. It is clear that these 
corrections to the confinement time induce a more favorable density scaling and change the $\rho_s/a$ 
scaling away from Bohm to gyroBohm ($\alpha_1 = -2.07$ to $\alpha_1 = -3.15$). Perhaps corollary to this 
is the observation that low density ohmic neoclassical scaling in dimensionally consistent form [8] 
$\tau_{\text{OH}} \propto n_{\text{aw}}^{5/4} R^2 (P/P_{\text{OH}})^{\gamma}$ has $\tau_{\text{OH}} \propto B^{-1} (\rho_s/a)^{(-3.5 \text{ to } 4.2)} \ldots$ for $\gamma = 0$ to $-0.8$. In this case, 
no atomic corrections are needed.

The single constraint of plasma physics offers the possibility that $B$ scaling in any single 
machine (at fixed $R/a, b/a$) can determine the $\rho_s/a$ scaling and thus the universal size scaling (for 
any given regime). For example, in the L–mode, variation of the machine variables $B, P,$
TABLE I
L-MODE FITS OF CONFINEMENT TIME, Eqs. (1) AND (2)

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>$\alpha_5$</th>
<th>$\alpha_6$</th>
<th>RMS FIT FACTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>$\beta_0$</td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_3$</td>
<td>$\beta_4$</td>
<td>$\beta_5$</td>
<td>$\beta_6$</td>
</tr>
<tr>
<td></td>
<td>0.799</td>
<td>1.94</td>
<td>-0.187</td>
<td>-0.078</td>
<td>-0.804</td>
<td>-0.368</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>(1.04)</td>
<td>(2.46)</td>
<td>(-0.624)</td>
<td>(0.197)</td>
<td>(-0.859)</td>
<td>(-0.142)</td>
<td>(0.147)</td>
</tr>
<tr>
<td>PAST ION &amp; PENETRATION CORRECTIONS</td>
<td>0.757</td>
<td>2.99</td>
<td>-0.460</td>
<td>0.568</td>
<td>-0.701</td>
<td>1.05</td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td>(1.01)</td>
<td>(3.69)</td>
<td>(-0.772)</td>
<td>(1.23)</td>
<td>(-0.633)</td>
<td>(1.59)</td>
<td>(1.80)</td>
</tr>
</tbody>
</table>

( ) = unconstrained

Kaye 85: 108 (ISX–B), 215 (DITE), 227 (DIII), 4 (TFTR), 32 (ASDEX), 42 (PDX), 70 (PLT), 73 (TFTR)
Kaye 88: 16 (DIII–D), 401 (JET), 70 (JFT–2), 276 (JT–60), 189 (TFTR)

$n, I$ allows $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ to be determined. The constraint allows five variables $\beta_0, \beta_2, \beta_3, \beta_4,$ and in particular the size scaling $\beta_1$ to be determined. This is illustrated in Table II for JET L-modes.

TABLE II
SINGLE MACHINE SIZE SCALING

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>RMS FIT FACTOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNCORRECTED JET–L</td>
<td>1.30</td>
<td>-2.68</td>
<td>-0.435</td>
<td>-0.337</td>
<td>-1.50</td>
</tr>
<tr>
<td>CORRECTED JET–L</td>
<td>1.30</td>
<td>-3.78</td>
<td>-0.402</td>
<td>0.0974</td>
<td>0.345</td>
</tr>
</tbody>
</table>

Experiments on DIII–D are in progress to determine the gyroradius scaling by a 0.7 to 2.1 T B scan at a particular fixed $\bar{\nu}, \bar{\beta}, q$ (the density and power will vary appropriately over the scan). These experiments are expected to distinguish $\tau_B \propto B$ from $\tau_B \propto B^{1/3}$. We expect, however, that detailed examination of the local diffusion (rather than simply the uncorrected global $\tau_B$) will be required for a definite conclusion.
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1 Introduction

IGNITOR is a high magnetic field \(B_T = 11\) T, \(I = 10\) MA, with possible brief excursion to \(B_T = 13\) T, \(I = 12\) MA), compact \((a = 0.45\) m, \(b = 0.78\) m, \(R = 1.2\) m), Ohmically heated device intended to attain ignition transiently during a 2-4 s current flat top \(^1\). The purpose of this paper is to contribute to assessing whether, or under what conditions, ignition in D-T is possible. Because of uncertainties in energy confinement, sawtooth behaviour and MHD stability, this requires that a range of possibilities be explored. At the lowest level a wide ranging survey of the consequences of present empirical confinement time scalings and other assumptions (eg \(Z_{\text{eff}}\), profile shape) is carried out using a \(\frac{1}{2}\) D code (ie a zero dimensional code which accounts for profile factors). This is followed by a 1D time-dependent energy transport analysis, with a preset constant thermal conductivity, which can make rapid parameter scans (eg to investigate the effects of sawteeth and profile assumptions on the discharge evolution). A \(\frac{1}{2}\) D code, which follows the evolution of the magnetic configuration in a shaped tokamak, in large aspect ratio ordering, is used to complement the simplified 1D study. This code employs transport coefficients and sawtooth models based on theoretical considerations. Finally, our results are summarised and discussed.

2 \(\frac{1}{2}\) D (POPCON) Ignition Studies

This study computes the powers associated with neoclassical Ohmic heating, \(P_{OH}\), \(\alpha\)-heating, \(P_{\alpha}\), bremsstrahlung, \(P_B\), and synchrotron radiation, \(P_S\), allowing for plasma para- and dia-magnetism, and the combined transport and line radiation loss \(P_L\), implicitly represented by a number of empirical scalings for energy confinement time \(\tau_E^{(2)}\) (Kaye-Goldston, Kaye (old), Goldston, Mereshkin-Mukhovatov, Neo-Alcator with optional power degradation (obtained by convolving neo-Alcator scaling with the \(OH\) power-temperature degeneracy factor to a chosen power), Shimomura-Odijima, Rebut-Lallia, Kay-big, Todd\(^3\), Gottardi- Lackner\(^4\)). In computing these powers allowance is made for profiles of \(n, T, \eta_{NC}, <\sigma v>\) and \(B\) (based on profiles of the form \(n = n_0(1-r^2/a^2)^\gamma\) etc), plasma shape, impurity dilution effects and \(Z_{\text{eff}}\). These powers can be used to assess whether ignition (ie \(P_\alpha > P_{\text{LOSS}}\), where \(P_{\text{LOSS}} = P_B + P_S + P_L\)) occurs and whether or not it is achieved within the discharge pulse duration \(t_p\), ie if \(t_{ch} < t_p\), where \(t_{ch}\) is the characteristic heating time \(W_{\text{TOT}}/(P_{OH} + P_\alpha - P_{\text{LOSS}})\).

These quantities have been calculated for IGNITOR conditions between 10 MA, 11 T and 12 MA, 13 T with \(Z_{\text{eff}} = 1\) to 1.5, \(\gamma_n = 1\) to 3, and \(\gamma_T = 1\) to 2 for the various
confinement scalings. Net Power output contours are evaluated in the \( \bar{n}, T_{io} \) plane, spanning typically \( 0.5 \rightarrow 12 \times 10^{20} m^{-3} \) and \( 3 \rightarrow 30 \text{keV} \) with a spot check at a prescribed point. Typical results from these spot checks are shown in Table 1 along with comments referring to the full POPCON plots.

The general conclusion is that global ignition is possible provided the energy confinement time exceeds about 0.45s and the density profile is significantly peaked. Core ignition (ie within 25% to 30% of the minor radius) is also checked in this analysis (assuming global and central confinement times are equal) and appears to be more readily attainable. The number of scaling laws allowing ignition for the same profile assumptions increases as the performance is increased from 10MA, 11T to 12MA,13T.

3 1-D Ignition Studies

This model solves time dependent radial electron and ion transport equations in cylindrical geometry. Density profiles of the form \( n = n_e(1-r^2/a^2)^\gamma \) and equilibrium current profiles of the form \( J = J_e(1-r^2/a^2)^\nu \), with \( J_e \) determined by the central q value (allowing for paramagnetic enhancements appropriate to IGNITOR geometry) and \( \nu \) given by matching the total current \( I_e \), are specified and are independent of time. Electron heating arises as a competition between neoclassical ohmic- and \( \alpha \)-power and losses due to bremsstrahlung radiation, equipartition to the ions and transport. Ion heating depends on the balance of \( \alpha \)-power and equipartition against transport losses. \( \alpha \)-particles resulting from a 50-50DT mixture are assumed to deposit their energy instantaneously at their birth radius, and a spatially constant \( Z_{eff} \) arising from a single impurity \( (Z_i = 6) \) is assumed. Sawteeth are represented by an empirical model using a prescribed mixing radius \( r_m \) and preset sawtooth period \( T_s \). The thermal diffusivities \( K_e \) and \( K_i \) are increased greatly within \( r_m \) for a short time each sawtooth period, during which 50% of the \( \alpha \)-power is prescribed to be promptly lost and density is optionally either unaffected or flattened over \( r_m \). For simplicity an Intor like-form \( K_e = K_i = K \) (preset constant) are used (which reproduces a JET Ohmic discharge reasonably well) allowing rapid parameter sensitivity scans.

IGNITOR simulation scans are made about the reference case \( B_T = 11T, I = 10MA, n_e = 1.5 \times 10^{21} m^{-3}, \gamma = 3, Z_{eff} = 1.5 \), which requires a value of \( K \) corresponding to \( T_e = 0.38s \) to ignite without sawteeth. (Note that Neo-Alcator scaling gives 0.45s). Sawtooth of repetition period 100ms increase the required \( T_e \) by \( \geq 50\% \). Thus \( T_e = 0.4s \) fails to ignite with \( T_s = 100ms \), although the core \( (r < a/3) \) reaches a fusion parameter of \( Q \approx 5 \). Power degradation, modelled as \( K \propto \sqrt{(P_{OH} + P_\alpha) / P_{OH}} \), has been studied and indicates that ignition can just be achieved with \( T_e = 0.65s \) (at \( t = 2s \)). Varying the peak density shows a weak optimum at \( n_o \sim 1.2 \times 10^{21} \) (Fig 1). Finally a scan of \( I \) (with \( B_T(T) = I \) (MA) + 1) shows increasing the machine performance is strongly favourable (Fig 2).

4 1\( \frac{1}{2} \)D Ignition Studies

This code follows the evolution of the \( q \)-profile, toroidal field and the shape of the flux surfaces using an analytic expansion in the inverse aspect ratio and plasma shape. The modelling includes finite slowing down time and orbit effects in \( P_{OH} \), neoclassical and paramagnetic effects in \( P_{OH} \), Chang-Hinton neo-classical and toroidal-\( n_I \)-mode anomalous ion losses, bremsstrahlung and line radiation losses. The electron losses are based on a generic form for the thermal diffusivity \( \chi_e \) which is a sum of \( \chi_1 = C_1 T_e^{1/2} r^2 n R^3 \) due to collisionless skin depth turbulence and \( \chi_2 = C_2 T_e^{3/2} q / B^2 R \) due to collisionless
drift wave turbulence\(^{(6)}\) (the choice of the geometrical factors being guided by theory and experiment). The sawtooth model is similar to that used in the 1D model but supplemented by a large anomalous resistivity which is triggered at each sawtooth collapse when \(q_a\) falls below \(q_c \sim 0.7\); this rapidly returns \(q_a\) at each cycle to typical experimental values. Two cases for electron transport are considered. Since the approach to ignition is essentially an Ohmic phase, the form \(\chi_1\), benchmarked against JET Ohmic cases, is first used; secondly, to simulate degradation, a sum of \(\chi_1\) and \(\chi_2\) is used, coefficients being benchmarked against T-10 with central ECRH\(^{(7)}\) which may well mimic \(\alpha\)-power effects. Results summarized in Table 2 are broadly in agreement with the 1D simulations.

## 5 Conclusion

It appears from the 2\(\frac{1}{2}\)D calculations (Table 1) that global ignition during the discharge pulse of IGNITOR at the standard performance \((B_T = 11\ T, I = 10\ MA)\) is possible provided that the profiles are rather peaked. The 1D and 1\(\frac{1}{2}\)D codes, which can study sawtooth effects, indicate the importance of sawtooth stabilisation for ignition (as shown in Table 2). However optimisation of the current rise scenario, not explored here, could significantly improve the ignition prospects. At the enhanced performance \((B_T = 13\ T, I = 12\ MA)\) ignition is much more probable (Fig 2).

### TABLE 1

Typical Results of 2\(\frac{1}{2}\)D POPCON Analyses for IGNITOR

\(\langle \gamma_0 = 0.7, Z_{\text{eff}} = 1.5, Z_t = 6, Z_{\text{synch}} = 0.5, \gamma_T = 1.5, \text{check point } \bar{n}_{20} = 7, \gamma_0 = 10.5\ \text{keV} \rangle\)

<table>
<thead>
<tr>
<th>Scaling Law</th>
<th>T (MA)</th>
<th>B (T)</th>
<th>(\gamma_0)</th>
<th>(P_{\text{OH}}) (MW)</th>
<th>(P_a) (MW)</th>
<th>(P_{\text{tr}}) (MW)</th>
<th>(P_P) (MW)</th>
<th>(P_S) (MW)</th>
<th>(\tau_{E(\text{tr})}) (secs)</th>
<th>(\tau_{E(\text{LOSS})}) (secs)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neo-Alcator (no degradation)</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>15.3</td>
<td>5.2</td>
<td>0.6</td>
<td>0.67</td>
<td>0.48</td>
<td>Ignites trivially for (\bar{n}_{20} &gt; 4)</td>
</tr>
<tr>
<td>Neo-Alcator (with (P_{\text{aux}} = 0.2 P_{\text{tot}}))</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>19.5</td>
<td>5.2</td>
<td>0.6</td>
<td>0.52</td>
<td>0.40</td>
<td>Ignites easily for (\bar{n}_{20} &gt; 6)</td>
</tr>
<tr>
<td>Kaye-Big (P_{\text{aux}} = P_{\text{tot}})</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>24.3</td>
<td>5.2</td>
<td>0.6</td>
<td>0.36</td>
<td>0.30</td>
<td>Fails strongly</td>
</tr>
<tr>
<td>Kaye-Big (P_{\text{aux}} = P_{\text{tot}} - P_{\text{OH}})</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>24.3</td>
<td>5.2</td>
<td>0.6</td>
<td>0.53</td>
<td>0.41</td>
<td>Barely ignites, near (\bar{n}_{20} \approx 7)</td>
</tr>
<tr>
<td>Goldston (P_{\text{aux}} = P_{\text{tot}} - P_{\text{OH}})</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>30.6</td>
<td>5.2</td>
<td>0.6</td>
<td>0.16</td>
<td>0.15</td>
<td>Fails very strongly</td>
</tr>
<tr>
<td>Rebut-Lallia</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>31.3</td>
<td>5.2</td>
<td>0.6</td>
<td>0.46</td>
<td>0.36</td>
<td>Ignites easily for (\bar{n}_{20} &gt; 8)</td>
</tr>
<tr>
<td>Todd (Saulx-les-Chartreux)</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>45.9</td>
<td>5.2</td>
<td>0.6</td>
<td>0.21</td>
<td>0.19</td>
<td>Fails very strongly</td>
</tr>
<tr>
<td>Lackner-Gottardi</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>8.2</td>
<td>20.1</td>
<td>36.5</td>
<td>5.2</td>
<td>0.6</td>
<td>0.29</td>
<td>0.25</td>
<td>Fails strongly</td>
</tr>
<tr>
<td>Lackner-Gottardi</td>
<td>12</td>
<td>13</td>
<td>3</td>
<td>11.9</td>
<td>20.1</td>
<td>25.0</td>
<td>5.2</td>
<td>0.93</td>
<td>0.41</td>
<td>0.33</td>
<td>Ignites only for (\bar{n}_{20} &gt; 11)</td>
</tr>
<tr>
<td>Lackner-Gottardi</td>
<td>12</td>
<td>13</td>
<td>1.5</td>
<td>11.9</td>
<td>17.0</td>
<td>30.8</td>
<td>5.3</td>
<td>1.1</td>
<td>0.36</td>
<td>0.30</td>
<td>Fails strongly</td>
</tr>
</tbody>
</table>
TABLE 2

$1\frac{1}{2}$D Ignitor Modelling Results using JET and T-10 Benchmarking

<table>
<thead>
<tr>
<th>$n_{eq} = 1.5 \times 10^{24} \text{m}^{-3} &lt; n_e &gt; = 0.55 \times 10^{24}Z_{eff} = 1.2$</th>
<th>JET Benchmark</th>
<th>T-10 Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_0$</td>
<td>0.4</td>
<td>0.7</td>
</tr>
<tr>
<td>$\tau_{ax}$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$\tau_E (2.8 \tau)$</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>$t_{ign} \text{ s}$</td>
<td>1.5</td>
<td>2.7</td>
</tr>
<tr>
<td>$T_{a} \text{ keV}$</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>$P_a \text{ MW}$</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>$P_{DH} \text{ MW}$</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.22</td>
<td>0.25</td>
</tr>
</tbody>
</table>
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Figure 1 $\tau_E$ required for ignition in 2.8 sec as a function of density $n_o$.  
Figure 2 $\tau_E$ required for ignition in 2.8 sec as a function of plasma current $I$. 
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Introduction

The mission of the CIT device is to study the physics of self-heated fusion plasmas, and to demonstrate the production of substantial amounts of fusion power. In order to achieve this mission with maximum confidence, and minimum cost, CIT is designed as a high-field, compact, copper-alloy-magnet device of modest pulse length. The most appropriate dimensionless parameters to measure extrapolation in confinement physics are $\omega_c \tau_E$ and $nT_c \tau_E/B$. CIT is projected to stand midway between JET and the ITER interim conceptual design in these parameters, and so represents a relatively modest step. Nonetheless, because for dimensionlessly similar devices $(aB^{4/5} = \text{const})$, $nT_c \tau_E$ is proportional to B, we project CIT to have about the same $nT_c \tau_E$ as ITER, ~10x that of JET. Our projections for confinement, impurity levels, and profile shapes indicate that CIT should attain $Q \approx 25$, with 20 MW of heating power ($P_{\text{fus}} = 500$ MW), corresponding to $\beta = 3\% = 21/\alpha B$. Even given pessimistic assumptions, CIT should achieve its basic mission to determine the confinement physics, operational limits, and $\alpha$-particle dynamics of self-heated fusion plasmas with $\alpha$ power greater than auxiliary heating power, while producing more than 100 MW of fusion power. In reaching these conditions CIT will also explore heating, fueling, and plasma handling techniques necessary to produce self-heated fusion plasmas, at surface power densities appropriate for economic DT fusion reactors.

Dimensionless Scaling Analysis

Kadomtsev11 has shown that under rather general assumptions a class of dimensionlessly similar devices is characterized by $\alpha \propto B^{1/5}$, $a \propto B^{4/5}$, $n_e \propto B^8/5$, $P \propto B^{3/5}$, $\tau_E \propto B^{-1}$, $nT_c \tau_E \propto B$. The usefulness of this approach for projecting the performance of future devices has been stressed by Rebut, Lackner, and Sheffield. We have tested Kadomtsev's analysis by performing linear regression on the Kaye-ITER12 L-mode database in the following form:

---
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\[
\ln(B\tau_E) = v_1 + v_2\ln(aB^{4/5}) + v_3\ln(n_eB^{-8/5}) + v_4\ln(PB^{-3/5}) + v_5\ln(q) + v_6\ln(R/a) \\
+ v_7\ln(\gamma) + v_8\ln(A_i) \quad \text{(eq. 1)}
\]

with the exponent of \(B\), \(\gamma\), taken as variable. Since the intrinsic measurement error in this database probably approaches 10%, it is remarkable that the fit optimizes with 12.6% R.M.S. error at \(\gamma=0.934\), close to the theoretical value of 1.0. The fit error rises parabolically to \(\sim 16\%\) for \(|\gamma - 1| = 1\).

Examination of existing ohmic heating results reveals that PLT and Alcator C density-scan data are extremely close to dimensionless similarity in all respects except for aspect ratio (3.3 vs. 3.9). The confinement measurements from these two devices, plotted on appropriate axes (fig. 1), show remarkable agreement in magnitude and in variation with normalized density, supporting the extension of the Kadomtsev dimensionless-similarity analysis to high-field tokamaks.

Fig. 1. PLT and Alcator C[9] data plotted on Kadomtsev axes (all units SI).

Kadomtsev's analysis has been tested previously by noting the closeness of various OH and L-mode scaling relations to meeting the constraint of equation (1) with \(\gamma=1\). Indeed an L-mode scaling relation derived by linear regression on the Kaye-ITER database, constrained via equation (1) with \(\gamma=1\), differs from a free regression fit in its prediction for CIT parameters by only 10%. The Kadomtsev similarity per-
spective, then, can be used to understand the advantages of attaining high $nT\tau_E$ by working at high magnetic field. Since $nT\tau_E$ is maximized for a class of dimensionlessly similar devices by operating at high $B$ and small size, the distance in dimensionless parameters (e.g. $v_\ast$, $\rho_\ast/a$, $\omega_\ast\tau_E$, $nT\tau_E/B$) which must be traversed from present devices to a device which achieves the $nT\tau_E$ required for high gain is minimized at high $B$. Thus the physics risk with respect to confinement extrapolation is minimized. Since for fixed magnet technology, cost scales much more strongly with size than with field strength (up to the appropriate stress limits), the cost/performance ratio is also minimized by operating in this regime. The appropriate pulse length for a compact high-field DT tokamak is $5-10\tau_E$, where helium ash build-up can be observed but active pumping is not required. The limit to this high-field, reduced-size approach is set by 1) the need to test reactor-like plasma-handling techniques (flexible divertors, high elongation), 2) the need to maintain adequate access for diagnostics and for intense auxiliary heating (in order to ensure the ability to perform $\alpha$-particle physics studies at relevant temperatures and $\beta$'s even if confinement is relatively poor), and 3) the need to limit surface power density at the $\beta$ required to study the relevant $\alpha$ physics.

**Performance Projections**

It is important to project for CIT not only the expected performance, but also the range of uncertainty of performance, in order to assess the degree of confidence in achieving CIT's mission. The main CIT parameters are: $R=2.14m$, $a=0.66$, $\kappa_{95}=2$, $B_T=10T$, $I_p=11MA$. We take as baseline parameters for performance projection: $\tau_E^{H_{mode}} = 1.85 \times \text{ITER89-P L-mode scaling}$, $Z_{\text{eff}} = 1.65$ due to carbon and helium, square-root-parabolic density profiles, and trapezoidal temperature profiles, flat from $r=0$ to $a/q_{95}$.

**Fig. 2.** Relative probability distribution of ignition margin, $M_i = P_\alpha/P_{\text{loss}}$. $Q = 5M_i/(M_i - 1)$. (Bin width, $\Delta M_i = 0.05$, 5000 samples.)
For the ranges of uncertainty of the most important variables, we take a Gaussian distribution of confinement time with $1\sigma$ width +/- 25%, a Gaussian distribution of density profile exponent, $\alpha_n$, with $1\sigma$ width +/- 0.5 and a lower cut-off at 0, and a Gaussian distribution of $Z_{\text{eff}}$ with $1\sigma$ width +/- 0.35 and a lower cut-off at 1.2. The helium ash concentration is taken to be 3% of the electron density for $T_e \geq 1.85 \times \text{ITER89-P}$ (corresponding to 1.5GJ of fusion energy production, with 100% helium ash accumulation), falling linearly to 0.5% for $1.4 \times \text{ITER89-P}$. We use a Monte Carlo sampling technique to evaluate the distribution of expected performance (fig. 2), and find that a moderate level of optimism leads to ignition even at reduced field and current, while moderate pessimism leads to $Q \sim 5$. The median projected performance is found to be $Q \sim 25$, corresponding to 500 MW of fusion power with 20 MW of auxiliary heating.

The CIT Physics Program

The CIT physics program will be a natural continuation of tokamak confinement research into the high $nT\tau_E$, $\alpha$-dominated DT regime. Full understanding of the physics behavior in this regime will ultimately be required to optimize a tokamak reactor. Profile and fluctuation diagnostics will be provided in order to make contact with results from previous experiments, and new diagnostic techniques for understanding transport will be implemented as appropriate. Diagnosis of edge plasma behavior in the H-mode (scrape-off widths, parallel and perpendicular transport, fluctuations, and impurity behavior) will be especially important to understand and optimize divertor operation at reactor-like surface power densities. Diagnostics will be provided on CIT to measure the distribution of contained $\alpha$ particles, the loss of $\alpha$ particles due to $\alpha$-driven instabilities, and the mode properties of $\alpha$-driven instabilities. The clearest test of $\alpha$ heating efficiency requires operation at $Q \geq 5$, where the $\alpha$ power begins to dominate over the auxiliary heating power. At $Q = 5$ the "offset-linear" or "incremental confinement time" paradigm provides a useful basis for comparing 40 MW of $\alpha + \text{RF}$ heating in a DT plasma to a baseline case of 20 MW of RF heating in a non-reacting plasma. In the range $Q = 5$ to ignition, CIT can study the initial $\alpha$-driven thermal excursion for a period of $5 - 10\tau_E$. With adequate feedback bandwidth, 0-D calculations indicate that very high $Q$’s can be stably controlled via modulation of the RF heating power, but 1$^{1/2}$-D calculations suggest that profile evolution (in effect excursions from a given fixed-profile $\langle nT \rangle$ vs. $\langle n \rangle$ plane) will be most important in affecting burn dynamics.
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Burn Threshold for Fusion Plasmas with Helium Accumulation*
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The ignition and burn criteria for fusion plasmas are re-evaluated, taking into account the ratio of $\alpha$-particle confinement time $\tau_\alpha$ to energy confinement time $\tau$. Due to helium ash build-up, the burn threshold is raised substantially compared to the usual ignition criterion. No steady state burn is possible when $\tau_\alpha/\tau > 15$, and even small concentrations of impurities can substantially reduce this upper limit, resulting in stringent requirements on radial transport, recycling and pumping of helium ash. H-mode plasmas, which may exhibit high values of $\tau_\alpha$, are undesirable for steady state burning, since large $\tau_\alpha$ implies low fueling rate and hence low fusion power yield.

The classic requirement for fusion power generation is that the Lawson parameter $n{\tau}$ exceed $2\times 10^{20}$ sec/m$^3$ at a plasma temperature $T \sim 10$ keV. The condition $n{\tau}T > 2\times 10^{21}$ sec keV m$^{-3}$, or, equivalently, $\beta B^2 \tau > 1.6$ Tesla$^2$ sec, is a way of approximately taking into account the temperature dependance. However, these simplified criteria ignore the thermalized helium population, which can dilute the D-T fuel and increase the energy loss due to bremsstrahlung radiation. We examine here the effects of this helium "ash" accumulation, which could be of importance in predicting the performance of ignition experiments such as ITER and CIT. Both of these devices appear to lie below the simplified ignition thresholds if they operate in L-mode, so some increase in $\beta B^2 \tau$ is required. Since B fields are already near the stress limits of present materials and $\beta$ has been pushed to (and is restricted by) the MHD (Troyon) limit, it will be necessary to raise $\tau$, for example by operating in H-mode, which increases $\tau$ by a factor of two or more. However, the particle confinement time also increases, and, in fact, by a much larger factor, so the ratio $\gamma = \tau_\alpha/\tau$ of effective $\alpha$ particle containment time to central energy confinement time can increase appreciably during a transition from L-mode to H-mode.

Using a highly simplified, phenomenological model, we find that $\gamma$ is a crucial parameter for steady steady burn. Our model assumes that the electron density $n$ is feedback controlled, and hence can be treated as a constant; that the central energy confinement time $\tau$ determined by
plasma processes other than bremsstrahlung and synchrotron radiation is also a constant; and that all species can be represented by a common temperature $T$. Conservation of energy and $\alpha$ particles then leads to two coupled differential equations for $T$ and the relative helium ion concentration $\alpha = n_{He}/n$ Dividing both equations by $n^2$ and measuring $n$ and $T$ in units of $10^{20}m^{-3}$ and keV, respectively, we obtain the scaled equations

$$n^{-1}3(1-\alpha/2)(d/dt + 1/\tau)T = h + (1-2\alpha)^2FE_{\alpha} - (1+2\alpha)b,$$

and

$$n^{-1}(d/dt + 1/\gamma\tau)\alpha = (1 - 2\alpha)^2F,$$

where $\alpha = n_{He}/n$ is the relative He concentration; $h = p_{ext}/n^2$, $p_{ext}$ being the external heating power density; $b = 0.334T^{1/2}$ is the bremsstrahlung coefficient; $F(T) = 322T^{-0.8}[1+(T/30)^{1.3}]^{-1}\exp[-22T^{3.6}]$ gives the fusion reaction rate; and $E_{\alpha} = 3500$ keV.

The stationary solutions of these equations are obtained by setting the time derivatives and $h$ equal to zero. Eliminating $n\tau$ gives a cubic equation for $\alpha$ as a function of $T$, and $n\tau$ can then be determined from Eq. (2). The results for the case $h = 0$, corresponding to a burning plasma, are shown in Fig. 1, where $\alpha$ and the resultant $n\tau = \alpha/\gamma F(1-2\alpha)^2$ and fusion power $p_f = nDnT<\sigma v>T_{F} = [2.29x10^{-5}(1-2\alpha)^2n^2F]Mw/m^3$ are plotted as functions of $T$ for various values of $\gamma$. $[E_{f} = 17.5$ Mev is the total fusion energy.] For situations where the bremsstrahlung is relatively unimportant ($b$ very small), Eqs. (1) and (2), with $h = 0$, give $\alpha = (3\gamma T/E_{\alpha})/(1 + 3\gamma T/2E_{\alpha})$, leading to the (nearly straight) plots of $\alpha$ vs. $T$ which are shown (dotted) in the lower portion of Fig. 1b for $\gamma = 1, 3$ and 5. In the opposite limit, where bremsstrahlung is more important than other energy loss mechanisms (convection, diffusion, etc.) i.e., when the left side of (4) can be neglected, $\alpha$ satisfies a quadratic equation whose physically relevant solution is shown as the uppermost, dotted curve, labelled bremsstrahlung limit, in Fig. 1b. In Fig. 1a, each point on a given $\gamma$ contour represents a possible steady state fusion burn. For that same $\gamma$ value, points inside the contour correspond to uncontrolled burning, while points outside are below the threshold for burning. The asterisks on the curves in Fig.1 represent a "comfortable" operating point, with $\gamma = 5, T = 20$ keV, $\alpha = 9\%$ and $n\tau = 2.5 \times 10^{20}$sec/m$^3$, yielding a fusion power of $2$ $Mw/m^3/(n_{20})^2$. Note that no steady state D-T burn is possible unless $\gamma < 15$. If terms representing additional impurities are added to the left side of (1) and to the bremsstrahlung term on the right, a similar analysis shows that small impurity concentrations significantly reduce this upper limit. Contamination with 3% of oxygen or 6% of beryllium, for example, cuts it in half.
The minimum values of nτT and \( \beta B^2 \tau \) required for burning are shown in Fig. 2. Even for \( \gamma = 5 \) in a pure plasma, a \( \beta B^2 \tau \) value of 3.2 is required, i.e. a factor of 6 higher than has been achieved on JET (\( \beta = 8\% \), \( \tau = 0.5 \) sec., \( B = 3.5 \)T) and a factor 16 greater than TFTR (\( \beta = 4\% \), \( \tau = 0.2 \)sec., \( B = 5 \)T). Since the prospects for substantially increasing either \( \beta \) or \( B \) are not promising at this time, it is essential to find methods of increasing \( \tau \) and to do this without increasing \( \gamma \), which would raise the required \( n\tau T \) even more. (For example, as illustrated in Fig. 2, transition from L-mode operation, with \( \gamma = 1 \) and \( n\tau T \) half the ignition threshold, to H-mode could double \( \tau \), but if \( \gamma \) increases by a factor of 10, as experiments seem to indicate \(^{2,3}\), the plasma would remain well below the burning threshold.)

Our simple model can also be used to examine ignition transients, as might be experienced in a short pulse device like CIT. We fix \( n\tau \) and the power input, \( h \), and solve the coupled equations (1) and (2) for \( T \) and \( \alpha \) as functions of time. Figures 3a and 3b show the results for \( n\tau = 2.5 \times 10^{20} \)sec/m\(^3\) and \( p_{\text{ext}} = 0.1 \) Mw/m\(^3\) at \( n = 10^{20} \)m\(^{-3}\) (corresponding to \( h = 6.25 \)) for \( T < 20 \) keV; the input power is turned off when \( T > 20 \) keV. Only cases with \( \gamma \) below 5 are ignited indefinitely; for larger \( \gamma \) there is only a fusion "afterglow" for a time of order \( 5\tau \).

We conclude that to achieve ignition and sustained burning, it will be essential to increase \( \tau \) and, at the same time, keep \( \gamma \) as low as possible, i.e. limit \( \tau\alpha \). Given the large cost of even an experimental D-T machine, the alternative option of building a long pulse hydrogen tokamak large enough to guarantee the achievement of fusion burn conditions is quite attractive. By injecting helium to simulate \( \alpha \) particle generation, such a device could be used to examine a number of fusion plasma questions and to explore methods for decreasing the \( \alpha \) particle confinement time (i.e., reducing \( \gamma \)).

* This work was supported by the U.S. Department of Energy
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Fig. 1. Steady state contours of $n\tau$; the alpha particle concentration $\alpha$; and the fusion power density as functions of temperature for several values of the ratio $\gamma = \tau_\alpha/\tau$ of alpha particle removal time to energy confinement time.

Fig. 2. Minimum $n\tau T$ required for steady state burn vs. $\gamma$

Fig. 3. Temperature rise and helium ash accumulation for $n\tau = 2.5 \times 10^{20}\text{sec/m}^3$ and $P_{\text{ext}} = 0.1\text{MW/m}^3/(n_{20})^2$. The heating is turned off when $T$ reaches 20 keV.
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1. Introduction

There is at present no completely satisfactory model of anomalous transport in plasmas. However, there are a number of indications that a simple local transport model[1,2] can be used to describe changes in the global energy confinement caused by variations in the heating profile, sawteeth, and their combination in auxiliary heated tokamak plasmas. In this work we use the local transport model to further investigate the various effects related to energy confinement degradation.

2. Theoretical Model

The time averaged (over the sawtooth repetition time) global energy confinement time for a tokamak can be written, according to the local transport model,[2,3] as

\[ \tau_E = \tau_\chi \eta Q f_s + \tau_{ped} \]  

where \( \eta Q \) is the heating effectiveness, \( 0 \leq \eta Q \leq 1 \). \( \eta Q = 1 \) when the heating profile \( Q(\rho) \) is centrally peaked \( [Q \propto \delta(\rho)] \); \( \eta Q = 0 \) when \( Q(\rho) \) is edge localized \( [Q \propto \delta(\rho-1)] \). \( f_s \) is the time-averaged sawtooth degradation effect[2]:

\[ f_s = (1 - L)(1 - S) g(t_R/\tau_E) + [1 - g(t_R/\tau_E)] \]  

where \( L \) is the transport volume degradation contribution \( (L = 0 \) for mixing radius \( \rho_m = 0 ) \), \( S \) is the sawtooth effect related to the heating profile \( [S \leq 0; \text{the equality holds for } Q \propto \delta(\rho)] \), and \( g(x) = (1 - e^{-x})/x \) represents the time average of the sawtooth effects. \( \tau_{ped} \) is the temperature pedestal confinement time -- it will be neglected in this work. \( \tau_\chi \) in Eq. (1) is the ideal energy confinement time \( \text{[without sawteeth (}f_s = 1\text{), for no pedestal effect (}W_{ped} = 0\text{) and with a centralized heating profile (}\eta Q = 1\text{)]}. \)

In order to obtain the analytic expressions for the confinement degradation study, we adopt a cylindrical geometry and use the model profiles: density \( n(\rho) = \text{constant} \) (a discussion of density profile effects can be found in Ref. [2]), thermal diffusivity \( \chi(\rho) = \chi_0/(1 - \alpha \rho^2) \) and heating profile \( Q(\rho) = Q_0(1 - \rho^2)^\gamma \) (Fig. 1), where \( \alpha \) and \( \gamma \) are constant parameters.
\( \eta_Q \text{ effect.} \) Using these profiles we obtain
\[
\eta_Q = \left( \frac{1-\alpha}{1-\alpha/2} \right)^{\gamma+1} \left( \frac{\alpha}{2-\alpha} \right)^{\gamma+1}
\]
(3)
For a peaked \( Q(\rho) \) (i.e., \( \gamma \gg 1 \)), \( \eta_Q \) approaches unity independent of the \( \chi(\rho) \) profile, while when \( Q(\rho) \) is flat (i.e., \( \gamma=0 \)), \( \eta_Q \) equals 1/2 for \( \alpha=0 \) [flat \( \chi(\rho) \)] and 1/3 for \( \alpha=1 \) [\( \chi(\rho) \) increasing strongly toward the edge]. Therefore, the radially increasing \( \chi(\rho) \) enhances the \( \eta_Q \) degradation effect. This property holds true regardless whether sawteeth are present or not.

\( \eta_Q \) and sawtooth effects. In the sawtooth degradation factor \( f_s \) [Eq. (2)], L is independent of the heating profile, but S is closely related to \( Q(\rho) \). Fig. 2 shows that, in fact, broad heating profiles (small \( \gamma \)) reduce the sawtooth degradation effect significantly. An interesting special case is that where the heating profile is localized outside the mixing radius (e.g., in the ECH heating case\(^4\)). Then, the S term nearly cancels the L term, so that \( f_s \approx 1 \)\(^3\). Both the sawtooth and heating profile effects are shown in Fig. 3. We can see that for a given \( \rho_m \) (< 0.6) the rapid change of \( \tau_E \) with varying \( Q(\rho) \) occurs in the region \( 0 < \gamma < 5 \). When \( \rho_m \) is very large (\( \approx 0.6 \)), the dependence of \( \tau_E \) on \( Q(\rho) \) is relatively small, which indicates that the approach of changing \( Q(\rho) \) alone becomes inefficient for high current (low q) sawtoothing discharges. This phenomenon was observed previously in a "thought experiment" derived from DIII-D data\(^3\).

Sawtooth repetition time effect. One way of suppressing the sawtooth effect is to extend their repetition time (\( t_R \))\(^4\). Fig. 4 shows \( \tau_E \) as a function of \( t_R/\tau_E \). We find that since the slope depends on the heating profile, \( \partial \tau_E/\partial (t_R/\tau_E) \approx \eta_Q [1 - (1-L)(1-S)] \) for \( t_R < \tau_E \), when \( Q(\rho) \) is flat, the improvement of \( \tau_E \) (for large \( \rho_m \)) by extending \( t_R \) is very weak, while when \( Q(\rho) \) is peaked, this \( t_R \) extension approach is quite efficient. In other words, extending the sawtooth period \( t_R \) should be combined with centrally peaking the heating profile [if the \( Q(\rho) \) was flat] in order to obtain the largest increase in \( \tau_E \).

\( \chi(\rho) \) effect. Since a flatter \( \chi(\rho) \) profile also gives larger \( f_s \)\(^2\) both heating profile and sawtooth effects can be reduced by improving the plasma edge transport (see Fig. 5).

Elongation effect. The physical picture discussed above for a cylindrical tokamak is also suitable for elongated plasmas. The geometric effect is included in the model through the factors \( dV(\rho)/d\rho \) and \( <|V|^2> \)\(^1\). Preliminary analysis using DIII-D low-q H-mode data shows that when the current profile, \( q_95, \chi(\rho) \) and sawtooth activity are kept the same, the elongation (\( \kappa \) up to 2) causes \( \leq 3\% \) variations in the confinement time.
Summary of DIII-D data analysis results[3]. DIII-D low-q NBI heated H-mode data have been analyzed using this model. The results show that the saturation and fall off of $\tau_E$ as current increases observed in two different elongation ($\kappa=1.75$ and 2.05) experiments[5] can be basically explained by taking into account both the neutral beam heating profile and sawtooth effects. For the high current discharges, peaking the heating profile centrally alone can improve the $\tau_E$ by up to 20%. Suppression of sawteeth alone give a maximum of a 15% improvement. The combination of these two approaches can however improve $\tau_E$ by up to 60%.

3. Conclusions

Detailed theoretical analysis of the various effects related to the tokamak global energy confinement time in the presence of sawteeth shows that the heating profile plays an important role in the $\tau_E$ degradation analysis. It enters in the heating effectiveness factor $\eta Q$ as well as in the sawtooth degradation factor $f_s$. A reasonably centrally peaked $Q(\rho)$ can make sawtooth suppression schemes very efficient. On the other hand, increasing the sawtooth period can also increase the efficiency for achieving better confinement by peaking $Q(\rho)$. These results should be applicable to all tokamaks, especially for the strongly auxiliary heated tokamaks like DIII-D, TFTR, JET, CIT and ITER. The elongation effect alone appears to be small in the $\tau_E$ degradation analysis. However, there are some experimental indications that the $\chi(\rho)$ profile may change with elongation (from $\alpha \sim 1$ for circular discharges toward $\alpha \sim 0$ for $\kappa \geq 2$), and this could cause more significant but indirect elongation effects on $\tau_E$.
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Fig. 1. Model heating profiles $Q(\rho)$ for constant heating power.

Fig. 2. Heating profile effect on the sawtooth flattening factor. $\alpha=0.5$, $\rho_m=0.4$.

Fig. 3. Dependence of $\tau_E$ on both the sawtooth mixing radius and heating profile. $t_R=0$, $\alpha=0.5$.

Fig. 4. Sawteeth repetition time effect for different heating profiles. $\rho_m=0.6$, $\alpha=0.5$.

Fig. 5. Effective thermal diffusivity profile effect on $\tau_E$. $\rho_m=0.4$, $t_R/\tau_E=0.5$. 

Fig. 6. Graph showing the dependence of $\tau_E/\tau_\chi$ on $\omega v$.
THE SCALING OF CONFINEMENT WITH MAJOR RADIUS IN TFTR
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Introduction

Plasma-size scans have been performed in the TFTR tokamak to investigate the effect of aspect ratio and major radius on energy confinement in high-recycling L-mode plasmas heated by neutral beam injection. The plasma size was varied by more than a factor of two \((a = 0.4 \ldots 0.9 \text{ m}, R = 2.08 \ldots 3.2 \text{ m})\), while the aspect ratio varied from 2.8 - 8.0. The first size scan directly determined the dependence of \(\tau_E\) on aspect ratio (or, equivalently, major radius) by comparing pairs of discharges with the same minor radius, beam power, plasma current and \(q_{\text{cyl}}\), but different major radius and \(B_T\). The second size scan also held \(q_{\text{cyl}}\) constant, but kept \(I_p\) proportional to \(a/R\) and \(P_b \propto R_a\), to determine whether there is an advantage in \(\tau_E\) or \((nT)\tau_E\) to be gained from increasing either \(I_p\) or \(R/a\) at the expense of the other. This part of the experiment was motivated by observations that cost estimates for proposed high-performance tokamaks (CIT, ITER) are an increasing function of \(I_p \times R/a\), and that heat flux to the divertor plate \((q_{\text{flux}} \propto P_b / R_a)\) represents an important technical constraint.

Major Radius Scaling Experiment

TFTR is equipped with a carbon-tile toroidal belt limiter on the inner wall at \(R = 1.65 \text{ m}\) and with two carbon-carbon composite poloidal-ring limiters on the outer wall at \(R = 3.60 \text{ m}\). The first plasma size scan compared pairs of plasmas with the same minor radius, plasma current, and beam power formed on the inner or outer limiters (see Fig. 1 & Table 1). The toroidal field for all discharges was adjusted to maintain \(q_{\text{cyl}} = 3.0 - 3.2\), with the exception of the \(R/a = 3.2/0.40\) plasmas which had \(q_{\text{cyl}} = 2.5\). The beam power for each pair was set at the maximum power handling capability of the outer limiter; this ensured that all plasmas were dominated by auxiliary power \((P_b/P_{\text{OH}} \geq 10)\). Gas puffing was employed to maintain high density \((\bar{n_e} \sim 5 \times 10^{19} \text{ m}^{-3})\) for all plasmas except the smallest ones on the inner wall \((a = 0.43 \text{ m})\), for which \(\bar{n_e} = 3.2 \times 10^{19} \text{ m}^{-3}\). These densities were high enough to suppress the calculated beam contribution to diamagnetic stored energy to values typical of L-mode \((20 - 33\%)\), but low enough to allow good beam penetration, with beam power peaking factors \(h(0)\) in the range 1.4 - 3.2. First-orbit beam losses were calculated to be only a few percent of the beam power, with a maximum of 7% for the inner wall 0.43 m plasmas, and beam shine-thru was typically \(\leq 1\%\) of \(P_b\). Fokker-Planck calculations show that expected fast ion power losses due to ripple were
Figure 1: (a) Location of plasmas inside the TFTR vacuum vessel in these size-scaling experiments.
(b) Measured $(nT)\tau_E$ in scans at constant $I_pR/a$.

$\leq 15\%$ even for small plasmas on the outer limiter (where the edge peak-to-average ripple reaches $\sim 2\%$) because the tangentially-injected ions suffer little pitch-angle scattering until their energy drops to $E_{\text{crit}}$. Two other standard L-mode plasma characteristics were less well reproduced. First, the loss of beam power by charge-exchange was calculated to reach 40% in the small $a = 0.40$ m plasmas (5-30% for $a \geq 0.50$ m) and thus represents a major uncertainty in the deduced size scaling. Second, the plasma density and $Z_{\text{eff}}$ in discharges on the outer limiter rose continuously throughout the short ($\sim 250$ ms) beam heating pulse allowed by limiter surface heating constraints, although $\tau_E$ reached equilibrium within one energy confinement time ($\sim 50 - 80$ ms).

Table I summarizes the dependence of total stored energy (as measured by magnetic diagnostics) with major radius for three pairs of plasmas with significantly different major radius. Expressed in power-law form, the observed size scaling is $W_{\text{tot}}^{\text{meas}} \propto R^{1.6-1.7}$. Plasmas at small $R$ have an anisotropic beam ion population ($P_b/P_i \geq 1.0$) because the angle of beam injection ($R_{\text{tan}} = 1.74-2.23$ m) becomes more tangential for smaller major radius plasmas. This explains why the major radius scaling of total stored energy deduced from equilibrium magnets (which are sensitive to $P_b$) is weaker than from the diamagnetic measurements. The thermal stored energy is itself estimated by subtracting from $W_{\text{tot}}$ the total beam energy calculated by a 1-D Fokker-Planck code using the measured $T_e$ and $n_e$ profiles. Kinetic measurements of $W_{\text{tot}}$ based on measurements of $T_e(R)$ by Thomson scattering and ECE, $n_e(R)$ by Thomson scattering and multichannel interferometry, $T_i(R)$ by charge-exchange recombination spectroscopy, and $Z_{\text{eff}}$ by visible bremsstrahlung (assumed independent of radius) typically agree with the diamagnetic measurements within 10-15% except for the 40 cm plasmas on the outer limiter. Estimates of the scaling of thermal stored energy with major radius typically yield $W_{\text{th}} \propto R^{2.5}$.

**Constant $I_pR/a$ Scan**

The range of aspect ratio was increased by the addition of 0.70 and 0.90 m plasmas on both the inner and outer limiters for studies of plasma performance scaling at
constant $I_p R/a (= 3.1 \text{ MA and } 4.3 \text{ MA}). Figure 1b illustrates the variation of $\langle nT \rangle \tau_E$ with aspect ratio, including data taken in scans at constant $P_b/R a$ (corresponding to constant power flux to a hypothetical divertor configuration) and data at other beam powers, $4 - 10 \text{ MW for } I_p/R/a = 3.1 \text{ MA and } 8.5 - 18 \text{ MW for } I_p/R/a = 4.3 \text{ MA}$. The $\langle nT \rangle \tau_E$ values were derived from diamagnetic measurements of total stored energy ($\langle nT \rangle \tau_E \equiv \tau_E \text{lin} / W_{\text{tot}} / \text{Volume}$). The basic result is that $\langle nT \rangle \tau_E$ is, at most, a weak function of aspect ratio for a fixed value of $I_p R/a$. Barring significant corrections to the calculated beam charge-exchange losses, this suggests that ignition tokamak designs extrapolated from L-mode scaling can resolve the trade-off between $I_p$ and $R/a$ on the basis of engineering considerations rather than plasma confinement. Comparing the two scans at $I_p R/a = 3.1 \text{ MA and } 4.3 \text{ MA}, we observe that $\langle nT \rangle \tau_E$ increases roughly as $(I_p R/a)^{2.4 \pm 0.1}$. Notice that there is no observed dependence of $\langle nT \rangle \tau_E$ on beam power, consistent with standard L-mode scaling for which $\tau_E \propto P_b^{-0.5}$.

Power-law regressions were applied to the entire dataset of plasma size scans, including also an equal number of discharges from large-plasma L-mode scans ($a = 0.8 - 0.9 \text{ m}, I_p = 0.9 - 2.1 \text{ MA}, P_b = 6 - 20 \text{ MW};$ see [1]). The data were constrained only by the requirements of near-balanced injection with $P_b \geq 2 \text{ MW and } P ||/P_\perp \leq 1.3$. The regressions yield excellent fits (statistical $R^2 \geq 0.98$) to total stored energy, $W_{\text{tot}}^{\text{lin}} = 0.045 I_p^{1.11} P_b^{0.48} R^{1.62} a^{0.06}$ and $W_{\text{tot}}^{\text{refl}} = 0.066 I_p^{1.09} P_b^{0.45} R^{1.36} a^{0.10}$ in units MJ, MA, MW and meters. Figure 2a shows the measured size-scan data plotted as a function of the diamagnetic energy regression. There is little correlation between $R$ and $a$ in the dataset (correlation coefficient $= -0.1$), but strong correlations among $P_b, I_p,$ and $a$ (correlation coefficients $\sim 0.8$). The effects of toroidal field and plasma density on the confinement scaling are currently under analysis. $B_T$ correlates with plasma size through the imposed constraint that $q_{\text{seq}}$ be constant, while plasma density has been found to affect the scaling of thermal stored energy in L-mode plasmas [1]. Notice that the variation of $W_{\text{tot}}$ with major radius found by regression is similar to that obtained from the inner/outer limiter comparisons described earlier.

Profiles of Thermal Diffusivity

To examine the importance of toroidicity to heat transport in these plasmas where
the ion-electron heat exchange is large, we consider an average thermal diffusivity defined as $\chi_{\text{avg}} = P_{\text{flux}}/(n_e \nabla T_e + n_i \nabla T_i)$, where $P_{\text{flux}}$ is the total heat flux (convection, conduction, radiation) flowing through a flux surface. Figure 2b illustrates $\chi_{\text{avg}}$ as a function of local inverse aspect ratio ($r/R$) for discharges of varying minor radius formed on the outer limiter. For the discharges shown, the beam power ranges from 4.4 to 8 MW and the plasma current is correlated with $a$ (increasing from 0.40 MA to 1.52 MA in the largest plasmas), while $q_{\text{col}}$ remains constant at 3.0 - 3.2 (except $q_{\text{col}} = 2.54$ at $R/a = 3.2/0.4$). The radiated power fraction in these discharges is 25 - 30%, and the combination of convection and radiation becomes the dominant term in the power balance outside $r/a \geq 0.7$. The salient feature of Fig. 2b is that $\chi_{\text{avg}}$ seems to depend upon the local $r/R$, indicating that high-aspect-ratio plasmas resemble the central cores of larger minor radius plasmas at lower aspect ratio and suggesting that toroidicity plays an important role in governing transport.

**Conclusion**

We find that the diamagnetic stored energy scales as $R^{1.6-1.7}$ with an estimated experimental uncertainty of approximately $\pm 0.2$ in the exponent, while the minor radius dependence appears to be relatively weak. Plasma fusion performance as measured by $\langle nT \rangle_{TE}$ is insensitive to aspect ratio for a fixed value of $I_p R/a$, which may allow greater flexibility in tokamak designs based on L-mode scaling. Local heat transport appears to depend strongly on the local inverse aspect ratio, which is consistent with the weak $a$ scaling of $W_{\text{tot}}$.

This work was supported by U.S. DOE contract DE-AC02-76-CHO-3073.
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This document discusses the coupling of plasma particle diffusion and heat flow in TEXT. The authors present detailed measurements of heat and particle transport made on the TEXT tokamak by analyzing the dynamics of the post-crash sawtooth perturbation. Comparison of the density and temperature perturbation amplitudes, temporal and radial evolution, and scalings are made. The radial dependence of the perturbation amplitudes are similar although the density change ($\Delta n_e/n_e \leq 0.06$) is generally less than, but of same order as, the temperature change ($\Delta T_e/T_e \leq 0.15$). The sawtooth density and temperature perturbations are measured to be in phase ($\Delta \phi < 5^\circ$) and highly correlated ($>95\%$). Both the density and temperature perturbations are observed to be transported out through the confinement zone at the same rate and exhibit comparable scalings with variation of plasma parameters. These results provide direct evidence for the theoretically predicted coupling of plasma diffusion and heat flow and may also explain why perturbative measurements of $\chi_e$ are typically larger than equilibrium measurements by factors of 2 to 4 on TEXT.

The effects of the sawtooth perturbation on the electron density, electron temperature and soft x-ray emission are shown in Fig. 1, for the plasma center and three radial locations spaced from just outside the mixing radius to the edge. Data were obtained by averaging over approximately 50 cycles ($T_{st} = 3$ ms) during steady-state operation of the same Ohmic discharge. The inversion radii, as determined from each measurement, are the same with $r_{inv} = 6.5$ cm. On axis, the temperature change is 12% while the density perturbation is 5%. At the mixing radius $\Delta T_e/T_e = 8\%$, approximately 5 times larger than $\Delta n_e/n_e$. After the sawtooth crash, the electron temperature profile flattens to the inversion radius while the density profile broadens but remains centrally peaked. From Fig. 1, it is important to note that the waveforms for density, temperature and soft x-rays are essentially the same at each radial position. The radial dependence of the width and time-to-peak ($t_p$) for the perturbation maximum are similar. By themselves, these results strongly suggest that heat and particle transport occur at the same rate, thereby implying coupling.

The soft x-ray emission per unit volume associated with photons with energies above the cutoff (≈1 keV for TEXT) can be roughly approximated in the form $C n_e T_e^{\alpha}$, where $C$ reflects the impurity contribution. For the data in Fig. 1, the exponent $\alpha$ ranges from approximately 2 ($r=10$ cm) to 10 ($r=21$ cm). Consequently, the change in the soft x-ray intensity at the mixing radius ($r = 10$ cm) due to $\Delta T_e$ is 5 times greater than that due to $\Delta n_e$. The change in the soft x-ray signal, at the edge ($r = 21$ cm), due to $\Delta T_e$ is 25 times larger than $\Delta n_e$. At each radial position, the temperature
perturbation is by far the major contributor to the soft x-ray signal for the low $Z_{eff}$ ($\leq 2$) TEXT plasmas. Hence, for the remainder of this paper, fluctuations in the soft x-ray signal will be treated as being dominated by changes in the electron temperature, and not changes in the electron density.

Figure 1. Normalized time histories of sawtooth perturbation for electron density (fine line), electron temperature (dashed line), and soft x-rays (bold line), at four radial locations: (a) $r = 0$, (b) $r = 11$ cm, (c) $r = 17$ cm, and (d) $r = 22$ cm. Discharge conditions are $I_p = 300$ kA, $B_T = 2.8$ T, and $n_e = 3 \times 10^{15}$ cm$^{-3}$ in a hydrogen plasma.

The interrelation between the sawtooth density and temperature perturbations can also be explored by examining the radial dependences of various parameters. For instance, a comparison of the time-to-peak ($t_p$) for the perturbation maximum is shown in Fig. 2(a). The values for heat and particles are indistinguishable over the range investigated and linear for $100 \leq r \leq 350$ cm, which corresponds to the confinement zone in TEXT. In addition, the radial dependence of the perturbation maximum exhibits a $r^{-4}$ fall-off as shown in Fig. 2(b). The spatial dependence of the sawtooth phase shift$^{10}$, referenced to a central chord [see Fig. 2(c)], shows a linearly decreasing phase, $\phi$, outside the inversion radius. At each position, the measured phase delays are the same within experimental error. These points are computed at the first harmonic of the sawtooth frequency with similar results being obtained for higher order harmonics. By computing directly the phase difference between density and temperature, one finds that outside the inversion radius, phase differences are typically less than 5°, even at the edge. Correlation of the density and temperature signals is greater than 95%. The relations shown in Fig. 2 are consistent with a diffusive transport model. This result, along with the high correlation and small phase difference between the density and temperature sawteeth, strongly supports the notion that the two are indeed coupled.

To further investigate the relationship between heat and particle transport after the sawtooth crash, the scaling behavior of $\Delta(r^2)/\Delta t_p$ for density and temperature perturbations is examined. Dependences on $q_a$ and $\bar{n}_e$ are most clearly obtained by performing a regression analysis yielding $\langle \Delta(r^2)/\Delta t_p \rangle \propto q_a^{-2.2\pm 0.2}/\bar{n}_e$. Scaling trends are the same for particles and heat with each being much more dependent upon $q_a$ than $\bar{n}_e$. By varying the working gas through use of hydrogen, deuterium and helium, one finds that $\Delta(r^2)/\Delta t_p \propto [Z/M_i]^{0.8}$ is measured for both particles and heat, where $Z$ is the ion charge and $M_i$ is the ion mass. Similar relations are observed for the parameter $[\Delta\phi/\Delta r]^{-2}$. This again suggests that particle and heat transport resulting from the sawtooth crash may be coupled. The strong $q_a$ scaling may reflect a radial dependence since the region over which the slope is measured moves closer to the limiter where heat transport is known to be larger, as $q_a$ decreases. For purposes of this study, it is only...
important to note that the scaling is the same for density and temperature perturbations.

Simple estimates of the heat and particle transport using the sawtooth perturbation can be made by employing standard analysis techniques where the relations $\Delta(r^2)/\Delta t$ or $[\Delta\theta/\Delta r]^2$ are proportional to $\chi_e$ or $D_e$. As a specific example using the data in Fig. 2, the radial variation of $r_p$ gives $D_e = 1.5$ m/s, whereas, $\chi_e = 2.25$ m/s making $\chi_e/D_e = 1.5$. These values for $\chi_e$ and $D_e$ represent a spatial average over the region investigated. However, since the step size ($\Delta r$) and step time ($\Delta t$) for the density and temperature sawteeth are identical, the transport rate ($\Delta r^2/\Delta t$) for heat and particles must be the same, i.e. $\chi_e/D_e = 1$. Correct treatment of the coupled equations must force the solution giving equal rates of heat and particle transport in order to reach agreement with the experimental results. The value computed for $\chi_e$ is roughly three times the equilibrium estimate of the electron thermal diffusivity. Differences between $\chi_e$ and $D_e$ obtained by using these simple models serve to point out their limitations. The degree to which the measured coupling can account for the discrepancy between perturbative and equilibrium estimates of thermal transport remains to be determined.

Increased electrostatic fluctuations during the sawtooth cycle have also been proposed, in addition to coupled heat and particle transport, as a possible explanation for the observed discrepancy between perturbative and equilibrium measurements of the electron thermal transport. Along with the compelling evidence for coupled heat flow and particle diffusion on TEXT, a clear correlation also exists between density fluctuations and the sawtooth collapse as shown in Fig. 3(a). A prompt burst of microturbulence activity occurs simultaneously with the sawtooth relaxation (crash duration \( \approx 30 \) us) at which time the density fluctuation level can more than double. Enhanced turbulence has been observed to last the entire time necessary for the perturbed pulse to pass ($t_p$). Changes in $n$ are maximum inside the mixing radius. Modifications to the frequency spectra during the sawtooth cycle are broadband as seen in Figs. 3(b–e). Langmuir probe measurements in the scrape-off-layer plasma of TEXT have measured a doubling of the fluctuation-induced particle flux on the time scale of $t_p$.

In addition, changes in both the particle and heat transport are observed as precursors of up to 100 msec before high-density limit disruptions. Increases in $D_e$ and $\chi_e$ of \( \sim 50\% \) are measured (see Fig. 4). Associated with the confinement degradation are significant increases in the microturbulence levels (see Fig. 4). The high-density ion mode, previously associated with an active ion-pressure-gradient-driven instability, is greatly enhanced (\( \geq 100\% \)) while the electron drift-wave type turbulence remains essentially unchanged. This instability may drive the deterioration in particle and energy confinement which then leads to the high-density limit disruption.

This work is supported by the U.S. Department of Energy under contract nos. DE–FG03–86ER–53225 and DE–AC05–78ET–53043.

Figure 2. Radial dependence of (a) time-to-peak, $t_p$, (b) normalized perturbation amplitude, and (c) phase with respect to central chord. Solid circles refer to the density perturbation and open circles refer to the soft x-ray ($\alpha_T e$) perturbation. Discharge conditions are $I_p = 200$ kA, $B_T = 2$ T, and $n_e = 3 \times 10^{13}$ cm$^{-3}$ in a hydrogen plasma.

Figure 3. (a) Temporal variation of square of electron density fluctuations (arbitrary units), measured via far-infrared laser scattering, for poloidal wave vector $k_\phi = 12$ cm$^{-1}$. Scattering volume was positioned above the midplane at the major radius. (b–e) Changes in the broadband density fluctuation frequency spectra. Fourier transforms are taken over windows of width $\pm 100$ ms about $t_0 = (b) 6.3$, (c) 6.7, (d) 7.1, and (e) 7.7 ms.

Figure 4. Time dependence of $X_e$ (circles) and $P_s = n_e^2$ (squares) for a disrupting discharge.
SAWTOOTH HEAT PULSE PROPAGATION AND ELECTRON HEAT CONDUCTIVITY IN HL-1
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1. INTRODUCTION

The propagation of heat pulse induced by sawteeth was studied in hydrogen and helium plasma for a wide range of plasma parameters. The propagation time of heat pulse is quadratic in the radius. The electron heat conductivity $\chi_e(r)$ in the outer confinement region of the plasma was deduced from the propagation time of the heat pulse on the high and low field sides of the plasma column. It is concluded that the value of $\chi_e(r)$ outside the mixing radius is related to the sawtooth inversion radius, the electron density and the sawtooth period. A comparison of $\chi_e$ determined by heat pulse propagation with those obtained from power balance have been made.

2. HEAT PULSE PROPAGATION ANALYSIS

The equation which governs the electron temperature perturbation $T_e(r,t)$ caused by sawteeth can be written :

$$\frac{3}{2}n_e \frac{\partial T_e(r,t)}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r n_e \chi_e \frac{\partial T_e(r,t)}{\partial r} \right)$$

where $\chi_e$ is the electron heat conductivity.

with the initial condition $T_e(r,0) = T_e(r,0) - T_{eo}(r)$.

For a constant $n_e$ and $\chi_e$ ,

$$T_e(r,t) = \frac{a^2}{2t} e^{-a^2 r^2/4t} \int_0^r r' dr' T_e(r',0) e^{-a^2 r'^2/4t} I_o \left( \frac{a^2 r'^2}{2t} \right)$$

where $a = 3/(2 \chi_e)$, $I_o$ is zero order Bessel function.

If $T_e(r,0)$ is expressed by the sum of two $\delta$-function, i.e., $T_e(r,0) = T_0 \delta(r-r_1) + T_1 \delta(r-r_2)$, one located at $r_1$ near the axis, and the other located at the edge of the mixing region which is at $r_2 = \sqrt{2}$, Eq. (2) can be written as follow

$$T_e(r,t) \approx \frac{a^2}{2t} \int_0^r r' dr' T_e(r',0) e^{-a^2 r'^2/4t} I_o \left( \frac{a^2 r'^2}{2t} \right) - e^{-a^2 r^2/4t} I_o \left( \frac{a^2 r^2}{2t} \right)$$

(3)
where $A=r_1 T_1 - r_2 T_2$.

For typical parameters of sawtoothing discharge in HL-1, Eq(3) can be simplified to

$$t_p = \frac{3(r - \sqrt{2} r_2)}{4 \lambda_e}$$

(4)

where $t_p$ is the time at which $\overline{Te}(r)$ reaches its maximum. So the electron heat conductivity $\lambda_e$ can be deduced from the approximate formula above.

With a modified initial and boundary condition Eq(1) was numerically solved. The numerical result shows that the slope of the $t_p \sim r^2$ curve depends on the value of $r_i/a$, e.g. $\Delta t_p/\Delta r$ is about $1/5 \lambda_e$ --- $1/9 \lambda_e$ (as $r_i/a = 1/6$ --- $1/3$) for $\sqrt{2} r_2 < 0.7a$. The results of the propagation of heat pulse in the outer confinement region of plasma depend on the inversion radius $r_i$ have been confirmed by experiment data in HL-1.

3. EXPERIMENT RESULTS AND DISCUSSION

The heat pulse propagation was measured by the soft X-ray imaging system in HL-1. Fig.1 is soft X-ray signals from the chords on the low and high field sides, which show the propagation feature of the heat pulse induced by the sawtooth crash. The variety of propagation speed of the heat pulse which occur before the soft X-ray sawteeth disappear, can be seen in Fig.1(b). As is shown in Fig.2, the propagation time $t_p$ of the heat pulse is quadratic in the radius for $r \sim \sqrt{2} r_i$, which demonstrates the diffusive characteristic of a heat pulse in plasma. A deviation from the quadratic relation is observed at $r = 13\text{cm}$ (material limiter radius is 18cm), showing the effect of the plasma edge on the pulse propagation. In general, the inversion radius of sawtooth is small (line average inversion radius is 3-4cm) in the HL-1 discharges, a good situation for the measurement of heat conductivity exist. But when both the shift of plasma column and $r_i$ increase, only two chords are available for measuring the heat pulse propagation.

Fig.3 shows $\lambda_e$-values for different line average electron densities. A strong increase of $\lambda_e$ with radius is found, since the electron density decreases with radius, high $\lambda_e$-values can be expected as radius becomes larger. The evolution of $\lambda_e$ profile for a sawtoothing discharge is shown in Fig.4. Large $\lambda_e$ values was obtained as shown (circle dots) in plot during the ramping phase of the plasma current, simultaneously with the small inversion radius and lower electron density. A higher electron density however gave a lower $\lambda_e$ value and exhibited a slower $\lambda_e$ increase with radius.
An dependence of heat conductivity $\chi_e$ on sawtooth period is shown in Fig.5, it indicates that the $\chi_e$ value is sensitive to $\tau_g$.

In Fig.6, inversion sawteeth from five chords on the high field side are shown. The heat pulse at different radius reach maximum at nearly the same time, but in the region $r>8$ cm the propagation of heat pulse becomes normal. This phenomenon is similar to that observed in TFTR [2]. In the HL-1 discharges the very fast propagation of heat pulse is related to large outward shift of the plasma column. The rapid heat transport may be the result of the sawtooth crash mechanism itself.

The $\chi_e$ values found based on the propagation of heat pulse are about two to four times those obtained from power balance [3].
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FIG.1 Soft X-ray signals from selected chords, illustrating the propagation of the heat pulse.

FIG.5 $\chi_e$ versus sawtooth period
FIG. 2 Arrival time of heat pulse peak on high (full dots) and low (open dots) field side versus $r^2$.

FIG. 3 $\chi_e$ versus radius for different line average electron densities.

FIG. 4 Evolution of $\chi_e$-profile for a sawtoothing discharge.

FIG. 6 Soft X-ray sawteeth from selected chords, showing the rapid heat transport.
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INTRODUCTION

The evolution of electron temperature and density perturbations can be used to determine transport coefficients. At JET, the electron thermal conductivity and particle diffusivity have been determined following the profile evolutions after the injection of small pellets and the sawtooth collapse [1,2].

In this paper, an integrated analysis of heat and density pulses following a sawtooth collapse is presented. The data is obtained by simultaneous measurements of the electron temperature using ECE and electron density, using reflectometry. The analysis uses the complete time evolution after the collapse and takes into account a) coupling between heat and particle transport, b) the effects of the inward propagating density pulse due to a change of recycling at the edge when the heat pulse reaches the limiter and c) the observed enhanced damping of the heat pulse, mainly due to electron–ion energy exchange.

MEASUREMENT OF HEAT AND DENSITY PULSES

A 12 channel ECE polychromator measures the evolution of the electron temperature after a sawtooth collapse. Its spatial resolution allows us to observe the perturbation on the electron temperature at 4–6 radial positions up to 30 cm outside the mixing radius. Similarly a 12 channel o-mode reflectometer monitors the evolution of the electron density. Typically 4–7 channels of the reflectometer are located outside the mixing radius, depending on the magnitude and shape of the electron density profile.

The measurements show clearly that an outward propagating heat pulse arrives at the limiter before the outward propagating density pulse and produces an inward propagating density pulse through a change in the edge recycling.

In addition, we observe a temporary decrease of the local electron density when the heat pulse passes (Fig.1). This effect can not be attributed to a horizontal displacement of the plasma column, because it is also observed on channels of the far infra-red interferometer which are situated inboard of the magnetic axis. A (radially symmetric) readjustment of the equilibrium due to the change in the pressure profile induced by the sawtooth can also be excluded: a solution of the pressure balance equation

$$\frac{d}{dr} \delta P = - \frac{d}{dr} \left( \frac{P^2}{\mu_0} \right)$$

for the discharges analyzed here leads to displacements of the flux surfaces (at the radii at which the measurements are made) of less than 0.1 mm.
Simultaneously measured evolutions of the temperature and density at approximately the same location in the plasma. For comparison also the central temperature is shown. Note the dip in the density which occurs at the same time the temperature reaches its maximum.

ANALYSIS TECHNIQUE

Starting from the equations describing the energy balance and particle balance and using the following equations for the fluxes

\[-\Gamma = D_v n + n V\]
\[-q = n \chi vT + n T U\]

with particle and heat pinches \(V\) and \(U\), a linearized set of coupled equations can be derived for the perturbations:

\[\dot{z} = A_1 z + B_1 z + C_1 z + S\]

with

\[z = \begin{bmatrix} n_{pert} \\ T_{pert} \end{bmatrix}, \quad S = \begin{bmatrix} S_{pert} \\ Q_{pert} \end{bmatrix}\]

where \(n_{pert}\) and \(T_{pert}\) are the normalized perturbations of the electron density and temperature, and \(S_{pert}\) and \(Q_{pert}\) the perturbed particle and heat sources.

\(A\) is a linearized diffusion matrix. \(A_{11}\) and \(A_{22}\) correspond to \(D_{dp}\) and \(2\chi_{hp}/3\) in the absence of coupling, while the off-diagonal terms \(A_{12}\) and \(A_{21}\) represent the influence of coupling. \(B\) and \(C\) are linearized pinch and damping matrices.

Simulations of the heat and density pulses are obtained by treating the problem as an initial value problem where \(T_{pert}\) and \(n_{pert}\) vanish at the plasma edge. In a least squares search numerical predictions are matched to the measurements by varying all elements of \(A\) to include the effects of coupling. Based on previous heat and density pulse analysis [2,3], also the particle pinch term \(B_{11}\) and the heat pulse damping term \(C_{22}\) are taken into account. The other elements of \(B\) and \(C\) are set to zero, so enhanced damping on the density pulse and a linearized heat pinch are not included. The perturbed edge particle source term \(S_{pert}\) is matched to D-alpha measurements; the perturbed heat source term \(Q_{pert}\) is set to zero.
RESULTS

Simultaneous measurements of heat and density pulses have been made in 3 MA limiter bounded plasmas at 3 T with up to 10 MW of ICRF heating. Table 1 gives an overview of the elements of the linearized diffusion matrix for 5 pulses. The error bars quoted in table 1 have been computed by varying the parameter until the quadratic sum of the deviations between data and simulation doubles for one of the channels. An example of measured data and the best numerical fit is given in Fig. 2.

Table 1:
Overview of the linearized diffusion coefficients for 5 pulses with a plasma current of 3 MA and toroidal field of 3 Tesla. \(<n_e>\) is given in units of \(10^{19}\).

<table>
<thead>
<tr>
<th>Pulse</th>
<th>(A_{11}^2) (m/s)</th>
<th>(A_{22}^2) (m/s)</th>
<th>(A_{12}^2) (m/s)</th>
<th>(A_{21}^2) (m/s)</th>
<th>(P_{\text{rf}}) (MW)</th>
<th>(Z_{\text{eff}}) (keV)</th>
<th>(T_{e,\text{av}}) (m)</th>
<th>(n_{e,\text{av}}) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19596</td>
<td>0.40 ± 0.08</td>
<td>4.0 ± 1.2</td>
<td>-0.65 ± 0.12</td>
<td>0.2 ± 0.5</td>
<td>3.9</td>
<td>2.1</td>
<td>1.9</td>
<td>2.0</td>
</tr>
<tr>
<td>19611</td>
<td>0.30 ± 0.10</td>
<td>2.1 ± 0.3</td>
<td>0.00 ± 0.25</td>
<td>0.0 ± 0.4</td>
<td>0.5</td>
<td>1.7</td>
<td>0.9</td>
<td>2.5</td>
</tr>
<tr>
<td>19614</td>
<td>0.29 ± 0.11</td>
<td>4.4 ± 1.8</td>
<td>-0.7 ± 0.7</td>
<td>0.1 ± 0.5</td>
<td>8.1</td>
<td>2.3</td>
<td>1.9</td>
<td>3.0</td>
</tr>
<tr>
<td>19617</td>
<td>0.28 ± 0.10</td>
<td>3.9 ± 1.0</td>
<td>-0.6 ± 0.3</td>
<td>0.1 ± 0.5</td>
<td>7.8</td>
<td>2.4</td>
<td>1.9</td>
<td>2.9</td>
</tr>
<tr>
<td>19619</td>
<td>0.30 ± 0.08</td>
<td>2.4 ± 0.6</td>
<td>-0.5 ± 0.4</td>
<td>0.15 ± 0.3</td>
<td>5.7</td>
<td>2.3</td>
<td>1.9</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Fig. 2:
Measurements of the ECE polychromator and the reflectometer at various radial positions for pulse 19614 (full line), compared with the best numerical fits (dashed line). The electron temperature is normalized to the central electron temperature. The density changes are represented by phase changes (fringes) of the reflectometer.
A clear indication for the coupling between energy and particle transport is the non-zero value of $A_{12}$ needed to simulate the initial decrease in the local density. This effect is illustrated in Fig. 3.

The inward particle convection term $B_{11}$ is large, order 4–10 m/s at the edge, but decreases rapidly further inwards. The electron temperature damping term $C_{22}$ is needed to model the decay of the heat pulse amplitude correctly, and can be represented as $1/\tau_d$, with $\tau_d \approx 15–40$ ms.

**DISCUSSION AND CONCLUSIONS**

The previously reported large ratio of $\chi_{hp}/D_{dp}$ of order 10 [1, 2, 3] is confirmed by the current analysis and the results obtained for $A_{22}$ agree with previous scaling of $\chi_{hp}$ [3].

The off–diagonal terms in $A$ represent the dependence of the particle flux on the temperature gradient and the dependence of the heat flux on the density gradient as [4]

$$A_{12} = \frac{\partial D}{\partial T} \frac{T_0}{n_0} \nabla n + \frac{\partial V}{\partial V} T_0$$

$$A_{21} = \frac{2}{3} A_{11} + \frac{2}{3} \frac{\partial \chi}{\partial n} \frac{n_0}{T_0} vT + \frac{\partial U}{\partial n} n_0$$

Thus $A_{12} < 0$ implies the existence of a temperature–gradient driven particle pinch or, equivalently, a diffusion coefficient which is a decreasing function of $vT$. The large error bars on $A_{21}$ preclude a definite statement on the existence of a heat pinch.

In conclusion, a method has been developed to assess the heat and particle diffusivity and the effects of coupling in a consistent way.

**REFERENCES**


DETERMINATION OF LOCAL TRANSPORT COEFFICIENTS BY HEAT FLUX ANALYSIS AND COMPARISONS WITH THEORETICAL MODELS
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Five very different JET pulses have been analysed using the 11/2 - D transport code TRANSP [1]: a) a high performance hot ion H-mode, b) a monster sawtooth shot, c) a pellet fuelled ICRH discharge, d) an ICRH heated H-mode discharge, e) a standard L-mode discharge. The main characteristics of these pulses are shown in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>( I_p )</th>
<th>( B_t )</th>
<th>( P_{NBI} )</th>
<th>( P_{RF} )</th>
<th>( n_e(0) )</th>
<th>( T_e(0) )</th>
<th>( T_i(0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hot ion H-mode</td>
<td>4.0</td>
<td>2.8</td>
<td>17.</td>
<td>-</td>
<td>4.76</td>
<td>8.82</td>
<td>22.33</td>
</tr>
<tr>
<td>Monster Sawtooth</td>
<td>3.0</td>
<td>3.0</td>
<td>2.6</td>
<td>8.9</td>
<td>4.46</td>
<td>8.8</td>
<td>6.13</td>
</tr>
<tr>
<td>Pellet + ICRH</td>
<td>3.1</td>
<td>3.2</td>
<td>5.2</td>
<td>12.5</td>
<td>6.47</td>
<td>11.81</td>
<td>8.94</td>
</tr>
<tr>
<td>ICRH H-mode</td>
<td>3.1</td>
<td>2.8</td>
<td>-</td>
<td>6.3</td>
<td>5.4</td>
<td>4.71</td>
<td>4.7</td>
</tr>
<tr>
<td>L-mode</td>
<td>3.1</td>
<td>3.0</td>
<td>17.8</td>
<td>-</td>
<td>3.44</td>
<td>6.92</td>
<td>11.26</td>
</tr>
</tbody>
</table>

The measured profiles of temperature, density, \( Z_{\text{eff}} \) as well as many other quantities are input data to TRANSP. Checks on the consistency of the data are made by comparing the predicted and measured values of diamagnetic energy, surface voltage, total neutron yield, neutron emission profiles etc. The transport coefficients \( X \)'s and \( D_e \) are defined by:

\[
Q_{i,e} = -\chi_{i,e} n_{i,e} \nabla T_{i,e} + 5/2 \Gamma_{i,e} T_{i,e}; \quad M = -\chi_{\phi} n_{i,m} \nabla U_{\phi} + m_i \Gamma_i U_{\phi}; \quad D_e = \frac{-\Gamma_e}{V_{ne}}
\]

where \( \Gamma_{i,e} \) is the particle flux, \( Q_{i,e} \) is the total heat flux and \( M \) is the angular momentum flux.

Transport in the hot ion H-mode plasma: The high power flow into the ion channel leads to an ion temperature profile which substantially exceeds the electron temperature for \( \rho = r/a \leq 0.5 \). The ion power balance is between NBI and ion heat conduction; the equipartition energy is the second largest loss channel. In the electron power balance, the equipartition energy is twice the direct input power from NBI, the electron heat conduction is the main loss and is comparable to the ion conduction.
Transport in the monster sawtooth shot: The ICRH heating occurs within \( \rho \leq 1/4 \) and with up to 80% of the input power heating the electrons; this gives rise to an electron temperature larger than that of the ion for \( \rho < 0.5 \). The electron power balance is between ICRH and electron heat conduction. In the ion power balance, ICRH, NBI and equipartition energy contribute equally. Ion heat conduction is the main loss and is \( \sim 20\% \) lower than the electron heat conduction.

Transport in the pellet fuelled ICRH discharge: A high and peaked density profile is established by injection of a 4 mm diameter deuterium pellet prior to the onset of auxiliary heating. The ICRH heating occurs within \( \rho \leq 1/2 \) with 60% heating the electrons. The ion power balance is between ICRH, the equipartition energy (\( \sim 20\% \) of the total input power at half radius) and the ion heat conduction. The electron power balance is between ICRH, and electron heat conduction which is half the ion heat conduction.

An error analysis has been completed for these 3 shots and the results for the transport coefficients are shown in Fig. 1 and summarised in Table II. In all cases \( \chi_i \) is much larger than its neoclassical value. \( D_e \) is close to 0.0 for the hot ion H-mode and increases with radius for the monster sawtooth and the pellet + ICRH (from 0.05 to 0.6 \( \text{m}^2/\text{s} \)). These results are in agreement with heat and particle pulse analysis [2].

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>( \chi_e/\chi_i ) ( \rho &lt; 0.4 )</th>
<th>( \chi_e/\chi_i ) ( \rho &gt; 0.4 )</th>
<th>( \chi_p/\chi_e )</th>
<th>( D_e/\chi_e ) ( \rho &lt; 0.4 )</th>
<th>( D_e/\chi_e ) ( \rho &gt; 0.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hot ion H-mode</td>
<td>( \geq 1.75 )</td>
<td>0.3 - 1.8</td>
<td>0.5 - 2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Monster sawtooth</td>
<td>1.5 - 10</td>
<td>0.1 - 1</td>
<td>0.5 - 2</td>
<td>0.02 - 0.04</td>
<td>0.05 - 0.4</td>
</tr>
<tr>
<td>Pellet + ICRH</td>
<td>1/3 - 1</td>
<td>0.1 - 1</td>
<td>-</td>
<td>0.1 - 0.2</td>
<td>0.1 - 0.4</td>
</tr>
</tbody>
</table>

Due to the absence of \( T_i \) profile data, a similar study was not possible for the ICRH H-mode. However, a good simulation was obtained with \( \chi_i = \chi_e \).

Due to the large errors in the separation of \( \chi_i \) and \( \chi_e \), a comparison of these different shots is only possible by plotting \( \chi_{\text{eff}} = \text{(total conduction)}/(n_eV_T e + n_iV_T i) \) (see Fig. 2). A good confinement in the centre is obtained with peaked \( T_i \) profile (hot ion H-mode and pellet + ICRH); the two H-modes show good confinement in the outer region whereas the monster sawtooth and pellet + ICRH discharges have confinement characteristics of an L-mode.

Comparison with theory: Two theoretical models are considered: the ion temperature gradient model [3] and the Rebut-Lallia critical temperature gradient model [4]. Results are shown in Fig. 3. The anomalous \( \chi_i \) predicted by the \( \eta_i \) -mode theory is much too high in the centre of the plasma in all cases and too low in the outer region for the pellet + ICRH and the monster sawtooth discharges. These results are in agreement with quantitative predictions done with representative L-mode plasmas in JET [5]. The Rebut-Lallia model is good
for the monster sawtooth and the hot ion H-mode but fails in the pellet + ICRH case, this may be due to uncertainties in the q profile.

**Conclusion:** A detailed study of the local confinement properties of different regimes of JET plasmas has been made and transport coefficients have been evaluated with their error bars. The $\eta_1$-mode theory fails to reproduce the anomalous transport whereas the Rebut-Lallia critical temperature gradient gives reasonable agreement except in the pellet fuelled shot.
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**Figure captions:**

Fig. 1: $\chi_e$, $\chi_l$, $\chi_i$ neoclassical, $\chi_\phi$ $\rho_{or}$ a) hot ion H-mode. b) Monster sawtooth. c) Pellet + ICRH versus $\rho = r/a$.

Fig. 2: $\chi_{eff}$ versus $\rho$ for 5 different shots.

Fig. 3: $\chi_i$ of TRANSP, $\eta_1$ model and Rebut-Lallia model for a) Hot ion H-mode. b) Monster sawtooth c) Pellet + ICRH versus major radius $R$. 
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1. INTRODUCTION  The discrepancy between the transport coefficients inferred from analyses of the steady-state power balance and of the evolution of temperature profile perturbations, and the observation that the heat flux may not be simply proportional to the local product $nVT$, have led to conclude [1,2] that the energy confinement in JET is determined either by an effective thermal conductivity which is itself a function of $VT$, or by an energy balance containing a term formally equivalent to a "heat pinch". The former interpretation was less favoured by comparisons with the results of heat pulse propagation studies [1], but could not be definitely excluded. The latter has found its most successful embodiment to date in the "critical temperature gradient" model by Rebut and Lallia [3].

From the point of view of global parameters in steady-state, a similar picture was inferred from the observed relationship between plasma energy content $W$ and input power $P$, leading either to a Goldston-like power law ($W \sim P^{1/2}$) or to an offset linear ($W \sim W_0 + \tau_{\text{Enc}}P$) representation for the energy content. Both scalings provide good fits to the JET data [4]. Within the framework of an offset linear model, while the energy replacement time $\tau_e$ degrades with input power, the actual plasma transport properties are best characterized by a constant "incremental" time $\tau_{\text{Enc}} = dW/dP$. According to [3], $\tau_{\text{Enc}}$ will reflect the form of the local anomalous thermal conductivity induced by ergodization of the magnetic field lines.

In this paper we show (par.2) that $\tau_{\text{Enc}}$ can be considered as an effective timescale for the global energy time evolution in response to variations in the input power. The time evolution of the edge measured magnetic fluctuations in the same discharges has been modelled with another timescale, different in principle from the energy one, that has been found very well correlated with it (par.3).

2. ENERGY TRANSPORT  We have modelled the time evolution of the energy response $\Delta W$ to variations $\Delta P$ in the input power using the equation

$$\frac{d\Delta W(t)}{dt} + \frac{\Delta W(t)}{\tau_{\text{Edyn}}} = \Delta P(t)$$  (1)
where $\tau_{Edyn}$ is the "dynamic" energy confinement time. We considered both NB and ICR heated discharges, restricting the analysis to limiter configuration and to power levels lower than 12 MW.

The value of $\tau_{Edyn}$ has been deduced from a best-fit of the experimental $W(t)$ using two different methods. First, we used as input for (1) a simple $P(t)$ waveform (a step for the NBI cases, a linear or a parabolic ramp for the ICRH shots), in order to exploit the analytical solution of the equation. Second, for a reduced number of shots we solved numerically (1) using the experimental $P(t)$. Fig.1 shows an example of such a fit, where also the $W(t)$ corresponding to the extremes of a typical error bar ($\pm 10\%$) for $\tau_{Edyn}$ have been plotted. The following three points can be made as results of the analysis.

- In almost all shots the energy time evolution can be reproduced accurately by eq (1), i.e. only one time constant is required to model $W(t)$: As a consequence, very good agreement is found between $\tau_{Edyn}$ and $\tau_{Inc}$, while $\tau_E$ approaches the same value for increasing power.

- The dynamic confinement time is found to be the same both for the rise and fall phases of the energy evolution, and it does not show any dependence on power and density.

- By looking at cases of multiple NBI steps and combined NBI and ICRH, it has been checked that $\tau_{Edyn}$ does not depend on the initial power level or on the type of auxiliary heating.

The values of $\tau_E$, $\tau_{Edyn}$ and $\tau_{Inc} = \Delta W/\Delta P$ for the shots analysed are plotted in fig.2 as a function of power. We notice that the linear trajectory of $W(t)$ as a function of $(P - W)$ (fig.3) is an independent observation that supports, from the point of view of a single-shot time evolution, the view that offset linear scaling laws for the energy replacement time are more appropriate than power laws. This is also confirmed by the fact that the same time constant is found both for the rise and the fall phase.

3. MAGNETIC FLUCTUATIONS Transport models based on magnetic turbulence, such as the Rebut-Lallia model [3], are compatible with the previous observations. Furthermore, earlier analyses of the steady-state levels of magnetic fluctuations have shown a correlation with the global confinement [5]. Therefore the extension of the analysis to the dynamic behaviour of the fluctuations can bring further evidence on the link between transport and magnetic turbulence.

The time evolution of the rms level of the poloidal magnetic field fluctuations $|\vec{B}_q|$ in the frequency range $40 \pm 8$ kHz measured by one pick-up coil on the equatorial plane has been empirically investigated by using the same eq (1). The frequency range chosen allows investigation of broad-band turbulent activity, which is generally expected to be due to a superposition of high m,n modes resonant in the plasma peripheral region, avoiding contributions to the signal from coherent low m,n MHD modes. Fig.1c shows a typical fit to determine $\tau_n$, the dynamic response time of the magnetic fluctuations, the error bars being larger ($\pm 40\%$) than in the energy case because of the higher noise level on $|\vec{B}_q|$. The contribution to the signal variation due to the change in Shafranov shift has been verified to be negligible at the power levels considered and does not affect the
determination of $\tau_\eta$. Also, the fluctuations can be represented as evolving with a single time constant during the transient phase of the heating, and fig. 4 shows that this time constant is very well correlated with $\tau_{E_{dyn}}$.

4. CONCLUSIONS

The analysis of the dynamic response of the plasma energy to the power input variations suggests that the plasma energy evolution may be determined by an effective energy timescale ($\tau_{E_{dyn}}$) that does not depend on power. This appears to be an independent confirmation of previous results of local and global transport studies [1,2]. The correlation between the saturated magnetic fluctuation level and $\tau_{E_{dyn}}$ [5] would accordingly have to be reinterpreted: since fluctuations do increase during the heated phases and follow $\tau_{E_{dyn}}$, their variation should be seen more as a consequence of the change of plasma parameters than as a driving force for the effective transport mechanism. However, further analysis is required before drawing such a conclusion, since one must not ignore that the measured fluctuations do not come from the plasma core and that also saturation phenomena could be invoked to justify the experimental evidence.
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FIGURE CAPTIONS

Fig. 1 Time evolution of plasma energy $W$ for a 5 MA, 3 T, 2 MW ICR heated shot.

a. total power input $P_{tot}$ (MW)

b. MHD equilibrium measured $W$ in MJ (broken line) and fitted $W$ (middle continuous line) with $\tau_{E_{dyn}} = 0.37 \pm 0.04$ s. The outer lines refer to the error bar for $\tau_{E_{dyn}}$.

c. same as b. for $|\tilde{B}_0| (40$ kHz), with $\tau_\eta = 0.37 \pm 0.15$ s.

Fig. 2 $\tau_E$, $\tau_{E_{inh}}$ and $\tau_{E_{dyn}}$ (s) vs $P_{tot}$ (MW) for a 3 MA subset of the discharges considered. $\tau_E$ is calculated twice for every shot, immediately before the additional heating, and when the plasma energy has been saturated. The broken line corresponds to the average $\tau_{E_{dyn}}$ of the subset.

Fig. 3 Plasma energy $W$ (MJ) vs $(P_{tot} \text{ less } dW/dt)$ (MW) for a 3 MA, 3 T, high density shot, combined heating (10 MW NBI + 10 MW ICRH ). The inset shows the time traces of $P_{NBI}$, $P_{ICRH}$, $P_{tot}$ and $W$.

Fig. 4 $\tau_\eta$ vs $\tau_{E_{dyn}}$ (s) for the set of 35 discharges considered. A typical error bar is shown.
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A. Bruschi, F. De Luca, G. Gorini, A. Jacchia, N. Lopes Cardozo*, P. Mantica

Istituto di Fisica del Plasma, Associazione EURATOM-ENEA-CNR, via Bassini 15, 20133 Milano, Italy

*FOM Instituut voor Plasmafysica 'Rijnhuizen', Associatie EURATOM-FOM, postbus 1207 3530 BE Nieuwegein, The Netherlands

Introduction

The heat pulse following the sawtooth collapse of a toroidal plasma has usually been studied using the Initial Value (I.V.) method. This method determines the electron thermal diffusivity, $\chi_e$, by fitting the predictions of a diffusive model starting from an initial perturbation (assumed to mimic the sawtooth crash) to the electron temperature perturbation, $T_e$, measured at different radii. Under reasonable simplifying assumptions, the heat diffusion equation can be solved analytically [1], and simple formulae are obtained to determine $\chi_e$ from the time delay of the maximum of $T_e$ at different radii. Alternatively, the $T_e$ waveforms can be Fourier analyzed in time [2]. This approach is independent of the initial perturbation, and makes use of the complete $T_e$ waveforms to determine the phase differences of their harmonic components, $\tilde{T}_e(\omega)$, at different radii. Due to the non-sinusoidal shape of the perturbation, the propagation can be studied at different frequencies. Clearly, the I.V. and Fourier methods should give consistent results if the measured heat pulses can be described accurately with a simple diffusion equation.

Including a damping term in the Fourier method

As has been shown in [3 to 5], the perturbed source terms in the heat balance can seriously affect the heat pulse, and this can be modelled by adding a damping term to the diffusion equation. In slab geometry one has $T_e(\tau) = (2/3)\chi_e T_{xx} - T_e / \tau$, where $\tau$ denotes the damping time-constant and the subscripts $t$ and $x$ denote differentiation with respect to time and $x$, the spatial coordinate. The diffusivity $\chi_e$ can be expressed as $\chi_e = (3/4) \nu_p / \alpha$ (eqn.1), where $\nu_p = \omega / \phi_x$ denotes the phase velocity and $\alpha = T_{e0x} / T_{e0}$ the inverse decay length of...
the amplitude of a harmonic component with frequency ω. For cylindrical geometry small corrections to this formula must be applied. From a Fourier analysis of $T_e$ at various radii, the phase velocity and the decay length are readily determined. Eqn.(1) is the analog of the formula for $\chi_e$ using the I.V. method, derived in ref [5].

Application to simulated and measured heat pulses.

As a test case for the Fourier method we use data from JET pulse #7960, published in [4]. This concerns $T_e$ at 12 radii, measured with ECE grating spectrometer. In Fig.1 the heat pulses are shown at three radii. The analysis in [4], using the I.V. method, yields $\chi_{HP} = 1.8 \text{ m}^2/\text{s}$.

We have used a cylindrical diffusion code to simulate the heat pulses, applying the same correction as in ref. [4] for the effect of the Shafranov shift and of the elongation of the plasma (for shot 7960 $\chi/\chi_{cyl} \sim 1.8$). As expected, the simulated pulses match the measurements fairly well as far as the peak time and amplitude are concerned.

To test the Fourier method we applied it to both the experimental and simulated heat pulses. The application to experimental data requires considerable attention because i) the sawtooth repetition rate is often not constant and ii) the slow decay of the heat pulse can be affected by spurious phenomena [6]. Concerning i) we find that it is better to analyze the single heat pulse (if necessary obtained by phase-locked averaging of many sawtooth cycles). To suppress the effect of distortions in the tail of the heat pulse, we remove as much from the tail as is possible without introducing artifacts in the analysis. Whether artifacts are introduced is checked by analyzing the simulated heat pulse and giving it the exact same treatment as the measured heat pulse. The truncation induces a mismatch of the initial and final value of the waveform. We remove this mismatch by adding to the data record a number of zeros before and a constant prolongation after the truncated pulse, and removing the resulting linear offset [7]. Furthermore, a Tuckey lag window with cut-off point at 0.3-0.5 of the record length is used in the calculation of the power and cross-phase spectra. We explored the frequency range up to 50 Hz, in which the cross-coherence values for the experimental signals are still significantly above the expected statistical error (Fig.2).
The effect of the tail truncation is shown in Fig. 3. Without truncation the amplitude and, especially, the phase of $T_e$ show wild variations as a function of frequency. Truncation at $t=30$ ms is found to remove the large oscillations. The same truncation, when applied to the simulated heat pulses, introduced a systematic error not larger than $\pm 15\%$ in the determination of $\chi_e$. As a practical rule, we find that this systematic error is small provided the maxima of the heat pulses are well within the truncated data records.

Despite the fact that the maxima of the experimental heat pulses are fitted fairly well by the simulated pulses, we find that their cross-phase spectra are significantly different (Fig. 4). Consequently, the values for $\chi_e$ determined from the Fourier spectra are also different from the $\chi_{HP}$ derived by means of the I.V. method (Fig. 5). This discrepancy can be attributed to the rise phase of the heat pulse, the delay between pairs of experimental heat pulses being significantly shorter than the corresponding delay between simulated curves.

Very interesting is the apparent dependence of $\chi_e$ on the frequency $\omega$. This is larger than the $\pm 15\%$ uncertainty in the analysis, but further evidence is required before we can draw hard conclusions from this result. Ref. [2] finds no such dependence in the analysis of heat pulses in TFTR. Here we just point out that a diffusive model based on a single $\chi_e$ value would inevitably give a flat $\chi_e$ versus $\omega$ dependence. On the other hand, the observed frequency dependence can be reproduced if we assume that the observed heat pulse is the superposition of two diffusive pulses propagating with different velocities. Such a superposition could arise from the presence of off-diagonal terms in the transport matrix. The existence of this type of coupling has already been shown in studies of simultaneous heat and density pulses in JET [8].
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Fig. 1 Experimental (dots) and simulated with $\chi_e = 1.8 \, \text{m}^2/\text{s}$ (line) heat pulses at three selected radial positions for the JET shot #7960. The data are normalized to the maximum of the heat pulse at $R=3.79 \, \text{m}$.

Fig. 2 Cross-coherence vs frequency for the three experimental channels using as reference the radial position $R=3.79 \, \text{m}$ and data truncation at $t=30 \, \text{ms}$. The expected statistical error level ($\pm 0.6$) is also plotted.

Fig. 3 Cross-phase spectra of the experimental heat pulse between the radial positions $R=3.84 \, \text{m}$ and $R=3.79 \, \text{m}$. The dashed line represents the spectrum obtained without any data manipulation. The continuous line represents the spectrum obtained with a truncation of the data at $t=30 \, \text{ms}$.

Fig. 4 Cross-phase spectra of the experimental heat pulse (thin line) and of the simulated heat pulse with $\chi_e = 1.8 \, \text{m}^2/\text{s}$ (thick line). The cross-phase is calculated for the radial position $R=3.84 \, \text{m}$, taking the pulse at $R=3.79 \, \text{m}$ as reference.

Fig. 5 Frequency dependence of the value $\chi_e$ determined from the Fourier analysis of the experimental heat pulse data. The line is the $\chi_e = 1.8 \, \text{m}^2/\text{s}$ value determined by the I.V. method.
Density variations induced by modulation of the gas feed and temperature variations induced by modulation of ECRH power constitute linear perturbations, the analysis of which provide a measure of particle and thermal transport. In addition to the direct inferences of transport coefficients, such experiments can examine the linearity of the processes and through cross-coupling, provide evidence of off-diagonal terms in the transport matrix. Furthermore, the response of the (electrostatic) turbulence to the perturbations can be an indication of the causes of the turbulence.

Particle Transport. Diffusion coefficients and convective velocities have been obtained with radial resolution for a wide range of ohmic hydrogen discharges. The response to sinusoidal density modulation from seven radial interferometer chords may be accurately described by a model with a value $D(0)$ in the central third of the plasma, an independent value $D_e$ in the outer third, and a linear transition in between. A similar form was used for convective velocity, but with a factor of $(r/a)$. Typical results for the coefficients as a function of density [10^19 m^-3] are illustrated (up to the density limit) for a number of discharges at $I_p$=300kA and $B_T$=2.8T; the solid triangles are $D_e$ and the bars $D(0)$[m^2/s]. The decrease of $D$ with rising density is a uniform pattern in the data. Similarly, the central $D$ is smaller than the outer value, although they converge at the density limit. (The radial variation of $D$ is qualitatively that of a local inverse density dependence, but such a model is not quantitatively adequate.)
The inward convective velocity in the outer half of the plasma, \( V_e [m/s] \), is always strong, although it does decrease as the density limit is approached. The neoclassical pinch velocity, without reduction for collisionality, is less than 2 m/s for these conditions. The convective velocity in the core (not shown, but compare S in core below), is smaller, often even negative (outward), and shows no clear functional dependence. The density dependence illustrated is robust, appearing in all data. No similarly robust scalings with \( q \), \( I_p \), or \( B_T \) have been seen. Particle transport seems linear and independent of the frequency of modulation. Density perturbations from 2% to 15% have been imposed without systematic changes in the coefficients inferred. This argues against marginal stability models or highly nonlinear dependences on the density gradient, etc.

These transport coefficients describe a linear perturbation about equilibrium and are not necessarily those which describe the equilibrium itself. Differences arise if \( D \) or \( V \) depend upon the density, temperature, etc. or their gradients. The equilibrium \( D_0 \) and \( V_0 \) cannot be independently determined, but their ratio determines the profile shape. The equilibrium shape may be fitted with a dimensionless ratio \( S_{eq} = a V_0 / D_0 \) (limiter radius \( a = 0.26 \text{ m} \)) having central and outer values as above; these may be compared with the ratio of the transport coefficients measured from perturbations. For the outer portion of the plasma, \( S = a V_e / D_e \) is consistently larger, by factors ranging from 0.9 to 3, than the value characteristic of the equilibrium profile, as illustrated with data from a broad range of discharges. Since most plausible effects would cause \( D_e \geq D_0 \), these results require that \( V_e \geq V_0 \). This can be interpreted as a strong constraint on possible forms of \( D \). If for example \( D \propto n^\alpha (\frac{\partial \rho}{\partial r})^\beta T^\gamma (\frac{\partial T}{\partial r})^\delta \) is assumed, \( \beta < 0 \) is necessary, \( \alpha < 0 \) is acceptable, and \( \gamma = -\delta \). As a consequence, none of the usual drift wave models would be admissible. The corresponding results for the core are more varied, as shown. Although central convection for equilibrium is always inward, the perturbation can give either sign, and the value is generally less than the equilibrium value. This must reflect a combination of complex processes,
including sawteeth. (These discharges all exhibited sawteeth, but the period was much shorter than the modulation period. The transport coefficients thus include an averaged effect of sawteeth, but specific sawtooth effects, e.g. at low q, were not noted.)

Effects Associated with Density Modulation. The density modulation drives changes in many other plasma parameters, among them electron temperature, edge neutral pressure, and level of internal electrostatic turbulence (measured as high-frequency density fluctuations with a heavy ion beam probe). Special compensation is applied to the vertical field to minimize the plasma motion which would otherwise occur and produce effects itself. The electron temperature is measured by ECE. The fractional modulation in central temperature is approximately the same as that of central density, but it leads the chord-averaged density in phase by ~90°. This implies a significant off-diagonal element in thermal transport, for this is not a consequence of modulation of thermal convection, which would be in phase, or central ohmic power. Neither can it be a consequence of edge effects, for the temperature modulation at larger radii (r>0.5a) is generally smaller than that at the center and shifted by ~180°.

The effects at the edge are equally complex. Neutral pressure modulation (from a fast pressure gauge) at the limiter is not proportional to edge density, as one might expect from recycling, but is significantly smaller in relative amplitude and close in phase to the chord-averaged density. The source (inferred from Hα) is also surprising. Although a view of the modulated gas feed shows strong modulation leading the density in phase, other monitors at the limiter and elsewhere show fractional modulation less than that of edge density and of greatly different phases.

The level of turbulence is modulated throughout the plasma with amplitudes similar to that of the density and linear in the amplitude of density perturbation. The phase lags that of the central density by 90°, but it does not change with radius. The local turbulence does not follow the local phase of density, density gradient, or temperature modulation. (For these experiments, the perturbations to density and density gradient were comparable.)

Thermal Transport. Using analysis similar to that for density perturbations, the sinusoidal temperature variations induced by (square-wave) modulation of centrally deposited ECRH power imply values of thermal diffusivity $\chi_e$, but the results in these experiments are less well determined. A discharge at low density ($<n> = 1.5 \times 10^{19} \text{ m}^{-3}$) and low current (q~6) was chosen to provide good ECRH heating without sawteeth. Although ECE data are
generally consistent with Thomson scattering temperature measurements and show no strong non-thermal features, the small phase delay between central and outer channels implies at least transient non-thermal effects and precludes transport analysis. Only the soft x-ray arrays could be used to follow the perturbation. They provide phase data, but not absolute amplitude of the perturbation. Furthermore, the two arrays viewing horizontally and vertically reveal a poloidal asymmetry in the propagation. The perturbation propagates up and down at the same speed, but outwards more slowly, and inwards much more slowly. The absence of amplitude data also introduces more ambiguity in the fits. However, using a ray-tracing calculation of the deposition profile and a radial form for $\chi$ like that of the power-balance value, the perturbation analysis is consistent with power-balance, shown as $\chi(r/a)$. The power balance values for the ohmic and heated discharges are shown as solid curves, and the modulation analysis for upward and outward propagation as dashed.

**Effects Associated with Temperature Modulation.** Like density modulation, temperature modulation affects other quantities, including density and turbulence, and care is required to avoid indirect effects of position modulation. Central heating which induces a 15% temperature modulation causes a weak (1%) density modulation which can only result from a modulation of particle transport coefficients. A variation of at least 15% is required (more if the effect is spatially localized) in either $D$ or $V$ (which are indistinguishable in this context). The increase in $D$ (or decrease in $V$ -- both are implied by transport studies in ECRH plasmas) lags the heating power by 90°, substantially more than the lag in central temperature in this case. The persistence of density changes in the absence of strong heating also casts doubt on the argument that the ECRH effect on particle transport is a direct or local temperature effect.

The effect of ECRH on turbulence in generally similar to that of density modulation. Local turbulence levels are modulated to generally the same degree as the central temperature, but the phase of the turbulence remains approximately constant across the plasma, precluding any association with local temperature.
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INVESTIGATION OF COUPLED ENERGY AND PARTICLE TRANSPORT
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1 Experimental background

Most theoretical models of coupled transport predict particle and thermal fluxes that are each driven by both density and temperature gradients; one would therefore expect some form of coupling between the energy and particle transport. This contrasts with the assumptions usually made when analysing tokamak thermal transport by equilibrium and dynamical techniques, namely that the thermal flux is driven solely by a temperature gradient and that the thermal diffusivity is a function of radius only. An effective thermal diffusivity can be defined for any transport model, viz. $\chi_{\text{eff}} = -q/nT'$, where $q$ is the total heat flux, but its value will generally depend on the measurement technique. Coupled transport has been invoked as an explanation of the discrepancies between $\chi_{\text{eff}}$ values deduced from perturbation and power balance measurements (the former typically being higher than the latter) observed on several tokamaks. The present investigation into coupled transport is motivated by results from the ECRH modulation experiments carried out on the DITE tokamak [1]. Here, in contrast with other experiments, the values of $\chi_{\text{eff}}$ inferred from modulation experiments and from power balance and sawtooth heat pulse propagation were all in good agreement, provided that allowance was made for the broadening of the ECRH deposition profile at the higher densities. A small modulation of the line averaged density $n_e$ was also observed, being smaller in He than in H/D plasmas; this can arise from three distinct mechanisms. First, off-diagonal terms in the transport equations will lead to a non-linear coupling of the particle and energy balance, possibly different in He and H/D plasmas, which can lead to different values for the thermal diffusivity being inferred from dynamical and equilibrium measurements. Second, the neutral particle density near the edge will be modulated, leading to a corresponding modulation in the edge source, which has been observed in the $\text{H}_\alpha$-radiation signals. Third, the modulation of the plasma pressure will produce a modulated horizontal movement of the flux surfaces, leading to a modulation of the observed line-integrated density (as well as to similar contributions to the vertical SXR and the ECE signals). This paper addresses whether coupled transport can be present even when the various values of $\chi_{\text{eff}}$ are in agreement, as in the DITE experiments.

2 Analysis

The generalized, non-linear coupled transport equations are:

$$\frac{\partial n_e}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r n_e \left( L_{11} \frac{n_e^2}{n_e} + L_{12} \frac{T_e}{T_e} - V_1 \right) \right] + S(r,t),$$

$$\frac{3}{2} \frac{\partial (n_e T_e)}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r n_e T_e \left( L_{21} \frac{n_e^2}{n_e} + L_{22} \frac{T_e}{T_e} - \frac{3}{2} V_2 \right) + \frac{5}{2} r n_e T_e \left( L_{11} \frac{n_e^2}{n_e} + L_{12} \frac{T_e}{T_e} - V_1 \right) \right] + Q(r,t).$$

$L_{11}$ and $L_{22}$ correspond, respectively, to the electron thermal ($\chi_e$) and particle ($D$) diffusivities; the convective contribution of the particle flux to the thermal flux has been
Table 1: Results from analytical investigation of coupled transport systems (relative magnitudes of the steady-state coefficients are shown): density and temperature perturbations, and effective thermal diffusivities, as determined from modulation, sawtooth and power balance measurements.

<table>
<thead>
<tr>
<th>Model</th>
<th>$L_{11}$</th>
<th>$L_{12}$</th>
<th>$L_{21}$</th>
<th>$L_{22}$</th>
<th>$\frac{\nabla n}{T/T}$</th>
<th>$\frac{\nabla T}{T/T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>collisionless</td>
<td>1.04</td>
<td>-0.36</td>
<td>-1.40</td>
<td>1.65</td>
<td>0.19</td>
<td>1.04</td>
</tr>
<tr>
<td>neoclassical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>collisional</td>
<td>0.33</td>
<td>0.06</td>
<td>-0.27</td>
<td>0.71</td>
<td>-0.08</td>
<td>0.83</td>
</tr>
<tr>
<td>neoclassical</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>anomalous DTE ((\eta = 1.5))</td>
<td>2.0</td>
<td>6.0</td>
<td>1.0</td>
<td>15.0</td>
<td>-0.14</td>
<td>0.53</td>
</tr>
</tbody>
</table>

included explicitly. $S$ is the particle source and $Q$ is the total heating source including ohmic, equipartition, radiation and ECRH terms.

The qualitative effects of coupling have been investigated using an analytical solution of the transport equations, for three transport models, namely the collisionless and collisional neoclassical models, and the anomalous dissipative-trapped-electron (DTE) mode [3]; the latter predicts diffusivities with a cubic dependence on the density gradient. The density and temperature perturbations and effective thermal diffusivities were evaluated for modulated localized heating and sawtooth collapse (assuming density and temperature perturbations of equal scale-lengths). The results, shown in table 1, are broadly consistent with general experimental observations: the dynamical values of the effective thermal diffusivity are higher than the corresponding equilibrium values, and the density perturbations are often smaller in relative amplitude than the temperature perturbations.

The transport parameters are, in general, functions of several plasma variables, and will consequently be modulated. For simplicity, a single radial dependence is assumed here for all the diffusivities, increasing towards the edge for consistency with the results from power balance analysis. The sources will also be modulated, thus producing additional driving or damping terms for the perturbation. The (time-independent) current density profile is determined from neoclassical resistivity; the Ohmic heating term is perturbed via the time-dependent resistivity. The equipartition power density is calculated from the steady-state ion energy density. The power densities of the total and SXR radiation are calculated from the estimated concentration levels of carbon and oxygen impurities. The radial dependence of the modulated ECRH power input was calculated by a ray-tracing code. The particle source and its modulation was not determined directly from these experiments; instead, the effective particle source required to sustain the equilibrium density profile for a given transport model was calculated, and was modulated near the edge using the observed modulation of the Hα emission. An estimate of the modulated, differential shifts of the flux surfaces resulting from the modulation of $\beta_\parallel$ (but not $l_i$) is incorporated in the model. Furthermore, a modulated, horizontal shift of the entire plasma column is present, of amplitude comparable to the internal shifts; this response of the plasma column, which depends mainly on the feedback stabilization system, is applied to the outermost flux surface. A transport code has been developed to implement the general model of coupled transport described above, with a view to evaluating a variety of transport models in the presence of modulated heating. Signals of line-integrated soft X-
Ray emissivity (for both horizontal and vertical lines of sight), electron cyclotron emission and line-integrated density are generated over the duration of the perturbation. The profiles of modulation amplitude and phase are extracted, for a direct comparison with the corresponding experimental results.

3 Results

The coupled transport model was used to assess the compatibility of coupled transport models with the analysed data from the modulated ECRH experiments on DITE [1]; early results of this investigation were reported in [2]. The equilibrium profiles of density and temperature were established from a combination of experimental observations and calculations of the equilibrium state. The diffusivity matrix of the collisionless neoclassical model (for Zi=1) was used, with a magnitude and profile chosen for compatibility with power balance observations. Whilst there is no justification in the use of this particular model, since neoclassical theory fails to predict the observed transport, it provides one with a means of testing the basic aspects of coupled transport.

The computed temperature perturbation was broadly similar, in form and magnitude, to that obtained from a simpler diffusive thermal transport analysis. The computed density perturbation was small under some conditions, in particular with off-axis heating; its shorter radial scale lengths also led to a significant cancellation of the modulation amplitude on calculating the line-integrated values. The resulting modulation amplitudes were compatible with the low experimental values. Reasonably good agreement was obtained between the computed and experimental SXR (fig. 1) and ECE (fig. 2) responses, but the fits were less satisfactory than those obtained from a simple uncoupled transport model. The modulated particle source plays an important role in determining the level of the density modulation. As this modulated component of the particle source was included using empirical amplitude levels and phases, this aspect of the model is a significant source of uncertainty. The modulation of the flux surface shifts led to the expected asymmetries, the results being consistent both with the experimental shifts and the modulation data. All the results of the coupled transport model were sensitive to the equilibrium profiles, as well as on the form of the transport model. The effective power balance thermal diffusivity (0.9m²s⁻¹ at the radius a/3) in the model was in good agreement with the experimental power balance value. Two further transport models have also been assessed: the DTE mode [3], whose diffusion matrix was also used with an empirical radial profile and scaled to give the correct power balance, did not lead to satisfactory agreement with the modulation data because of its sensitive (cubic) dependence on the density gradient; the ‘second-order’ classical model proposed by Woods [4] was found to reproduce both modulation (fig. 3) and power balance measurements provided that (i) the overall transport was increased by a factor of 3 and (ii) a minimum value of χ_eff = 0.75m²s⁻¹ was imposed near the plasma centre where the Woods model predicts values which tend to zero.

Whilst it has not been possible conclusively to establish the nature of the underlying transport mechanisms, it has been shown that coupling of energy and particle transport is possible in the DITE modulation experiments, although less than one would infer from other tokamak experiments. It has been demonstrated that modulated heating affords one with a powerful technique for assessing transport models.
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Figure 1: Fits using the collisionless neoclassical matrix to the radial profile of the phase (left) and amplitude (right) of the modulated signal seen by the horizontal (squares) and vertical (triangles) SXR cameras. The abscissa is the chordal radius of line of sight in cm.

Figure 2: Fits to ECE data using same model as Figure 1.

Figure 3: As Figure 1 but for the Woods model.

IS THE ION CONFINEMENT IMPROVING IN ASDEX H-MODE DISCHARGES?

O. Gruber, A. Kallenbach, E. Simmet, K.-H. Steuer

Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching

There is still uncertainty in the transport channels which actually improve after the L→H transition. On JET the transport analysis indicates an improvement of the ion transport alone. On ASDEX we have found that it is the electron transport which is reduced. Finally, on DIII-D the H-mode primarily exists at high densities and the close coupling between ions and electrons prevented a clear statement.

In order to explore the changes of electron ($\chi_e$) and ion ($\chi_i$) heat transport from the L- to the H-mode in more detail, a comparative study between auxiliary heated discharges with peaked (L-mode with Ctr-Ni) and broad (L-mode with Co-Ni, H-mode with Co- and Ctr-Ni) density profiles was carried out. Transport analyses of L-mode discharges with TRANSP show that the ion thermal transport and the toroidal momentum diffusivity ($\chi_\phi$) closely connected with it - can be consistently described by a combination of neoclassical and $\eta_i$-driven transport improving with peaked density profiles ($\eta = L_T/L_n < 1$), whereas the electron transport remains anomalous.

Enhanced ion energy transport from $\eta_i$-modes would, of course, also be expected to persist for the interior regions of H-regime discharges still having $\eta_{e,i} > 1$. And in fact our previous analyses of them have always shown the necessity for an enhancement of $\chi_i$ above $\chi_{CH}$ in those cases to match the average ion temperature and the magnetically measured plasma energy. But the formally assumption $\chi_i = \alpha \chi_{neocll}$ with $\alpha = 2-4$ yields much more peaked $T_i$-profiles than given by passive CX measurements. Using $\chi_i = \chi_{CH} + \chi_{\eta i}$ gives again good agreement with the measured profiles, and due to the strong $T_i^{3/2}$ dependence of $\chi_{\eta i}$ even an increase of the ion heat conductivity going from the L- to the H-mode. However, the ion heat conduction losses behave similarly with the two $\chi_i$ models. The momentum confinement time increases at the L to H transition but $\chi_\phi$ is not at all reduced. Further analyses of H and $H^*$ discharges will be presented, including $Z_{eff}$ measurements to obtain improved ion density profiles.

According to the analysis up to now the confinement improvement at the L to H transition is due to the reduced electron heat transport. Additionally a reduction of convective losses in the ELM-free $H^*$-mode with very broad and even slightly hollow density profiles is observed.
MOMENTUM TRANSPORT STUDIES ON ASDEX

Max-Planck-Institut für Plasmaphysik, EURATOM Association, D-8046 Garching, FRG

1. Introduction

It has been reported from a number of tokamaks, that the global confinement times of energy and angular momentum show similar magnitudes and scalings with plasma conditions. Since the classical perpendicular viscosity is by far too low to explain the observed rotation damping, an anomalous transport mechanism is believed to cause the radial transport of momentum, which is a feature of the ions alone owing to the low mass of the electrons. The correlation of momentum and energy confinement can be taken as a hint for the thermal conduction and momentum diffusion sharing a common transport mechanism. There is also some evidence from theory supporting this assumption: E.g., the ion-temperature-gradient driven class of instabilities produces equal ion heat and momentum diffusivities ($\chi_i = \chi_m$) [1]. Therefore, the investigation of momentum transport can be of special interest for the conditions of medium- or high-density discharges, where the ion- and electron heat transport channels often cannot be separated.

We have analyzed rotation velocity profiles during steady-state conditions of about 50 neutral beam heated ASDEX discharges with different experimental parameters. To give an overview to the database, momentum confinement times $\tau_\phi$ are plotted as a function of $\tau_E$ in Fig. 1. $\tau_\phi$ and $\tau_E$ are equal within a factor of 2 through the whole parameter range with co-injection. There is a slight tendency for $\tau_\phi$ being smaller than $\tau_E$ in the lower confinement branch.

During ctr.-NI, the momentum confinement significantly improves over the energy confinement. This improvement has been found to correlate with the peaking of the density profile [2,3]. For H-mode discharges, the improvement of the momentum confinement equals that of the energy confinement, resulting in data points to appear near the diagonal. In the following, we want to discuss the momentum transport for co-NI, L-mode discharges where a sufficient parameter variation for the derivation of scaling laws has been carried out.

2. Experimental results

Toroidal rotation velocities have been measured simultaneously on 5 radial positions in the outer plasma halfplane by means of charge-exchange-recombination spectroscopy [3]. For the further analysis, the corresponding rotation frequencies are extrapolated over the whole plasma volume under the assumption of the constant angular rotation frequency of a flux surface [4]. Fig. 2a shows typical measured data points with the flux surface fit for a discharge with 1.8 MW neutral injection. For comparison, the rotation with 0.3 MW NI under otherwise identical experimental conditions is shown in Fig. 2b. While the profile shape remains the same with
lower NI power, the speed is reduced by a factor which is less than the ratio of the injected powers. The momentum confinement time $\tau_\phi$ improves from 42 to 70 ms, the corresponding energy confinement times $\tau_{E,\text{dia}}$ are 43 and 83 ms, respectively. Obviously, the power degradation of confinement behaves similarly for momentum and energy.

In the next step of the analysis, we have calculated $\chi_\phi(r)$-profiles by solving the radial momentum transport equation [3] using the flux surface fit of the measured rotation frequencies. Results for the discharge of Fig. 2 are shown in Fig. 3. Error bars of the momentum diffusivities have been estimated under the assumption of a smooth shape of the rotation profile. This assumption is necessary for the evaluation since the spatial resolution of 5 points does not allow to determine highly resolved profile shapes. In the plasma center, the uncertainty of $\chi_\phi$ increases due to the imperfect resolution of the (small) rotation gradient. Near the edge, the uncertainties of the radial position and the large relative error owing to the small rotation speeds enhance the uncertainty of $\chi_\phi$. The influx of momentum transport by charge exchange losses has been neglected in the transport analysis and may lead to a slight overestimation of $\chi_\phi$ near the edge. Although the validity of the derived $\chi_\phi(r)$ profile shapes is limited to a radial interval of about 8 cm < $r$ < 34 cm, there is a clear tendency of $\chi_\phi(r)$ to increase from the center to the edge. This finding is in accordance to recent results from TFTR [5], where an increase of momentum- as well as ion and electron thermal diffusivities with radius was observed.

3. Scaling laws

To summarize the results of the experimental parameter variations for co-NI, L-mode discharges, we have derived scaling laws for $\tau_\phi$, $\tau_E$ and a mean $\overline{\chi_\phi}$ which has been derived from the calculated momentum diffusivity profiles by averaging $\chi_\phi(r)$ between $r=8$ and $r=34$ cm in order to reduce the uncertainty. About 40 data points of steady state discharge conditions covered the following parameter range:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{abs}}$</td>
<td>0.6 MW</td>
<td>2.3 MW</td>
<td>1.45 MW</td>
</tr>
<tr>
<td>$n_e$</td>
<td>$1.6 \times 10^{19}$ m$^{-3}$</td>
<td>$6.4 \times 10^{19}$ m$^{-3}$</td>
<td>$3.3 \times 10^{19}$ m$^{-3}$</td>
</tr>
<tr>
<td>$I_p$</td>
<td>0.25 MA</td>
<td>0.45 MA</td>
<td>0.38 MA</td>
</tr>
<tr>
<td>$A_{\text{eff}}$</td>
<td>1.25 amu</td>
<td>2 amu</td>
<td>1.75 amu</td>
</tr>
<tr>
<td>$A_{\text{beam}}$</td>
<td>1 amu</td>
<td>2 amu</td>
<td>1.87 amu</td>
</tr>
</tbody>
</table>

$A_{\text{beam}}$ is the atomic mass of the neutral beam particles and $A_{\text{eff}}$ is the mean plasma mass per electron charge, which has been estimated from the H/D ratio measured by mass spectrometry and an averaged $Z_{\text{eff}}$ under the assumption of a mean impurity charge $Z=7$.

For simplicity, we used a least squares procedure after a logarithmic transformation to describe
the confinement properties. The regression analysis revealed the following dependencies:

\[
\tau_\Phi = 30 \cdot P_{\text{abs}}^{-0.7} \cdot n_e^{0.45} \cdot I_p^{0.7} \cdot A_{\text{eff}}^{1} \cdot A_{\text{beam}}^{-0.25} \quad \text{[ms, MW, } 10^{19} \text{ m}^{-3}, \text{MA, amu, amu]} \quad (1)
\]

\[
\tau_E = 36 \cdot P_{\text{abs}}^{-0.6} \cdot n_e^{0.4} \cdot I_p^{0.5} \cdot A_{\text{eff}}^{0.7} \quad \text{[ms, MW, } 10^{19} \text{ m}^{-3}, \text{MA, amu]} \quad (2)
\]

\[
\chi_\Phi = 1.6 \cdot P_{\text{abs}}^{0.65} \cdot n_e^{-0.7} \cdot I_p^{-0.7} \cdot A_{\text{eff}}^{-0.8} \quad \text{[m}^2\text{s, MW, } 10^{19} \text{ m}^{-3}, \text{MA, amu]} \quad (3)
\]

Owing to the relatively small database, the \(\tau_E\)-scaling should only be used as a reference for the \(\tau_\Phi\)-scaling.

A clear similarity for the scalings of \(\tau_\Phi\) and \(\tau_E\) can be seen in (1) and (2). This is especially true for the isotope effect and the current dependence. The more favourable density dependence of \(\chi_\Phi\) in comparison with \(\tau_\Phi\) (the distinct improvement of \(\chi_\Phi\) with rising density is found throughout the whole density range which has been investigated) is due to the unfavourable beam deposition effect with increasing density. To illustrate the meaningfulness of the \(\chi_\Phi\)-scaling, we have plotted the experimentally determined \(\chi_\Phi\)-values versus the prediction of the scaling law (3) in Fig. 4.

It should be noted, that the power degradation of confinement is not very well described by the power law. In fact, the degradation occurs faster at lower and slower at higher power levels. If the discharges with \(P_{\text{abs}} < 1 \text{ MW}\) are extracted from the database, the power exponents in Eq. (1), (2), and (3) reduce to -0.4, -0.5 and +0.5, respectively.

4. Summary

We have analyzed the transport of angular momentum for a number of different discharge conditions. The similarity of the scaling laws derived for \(\tau_\Phi\) and \(\tau_E\) as well as the equal behaviour of both quantities during single parameter variations strongly support the existence of a common transport mechanism for momentum and energy. Under this assumption, the derived \(\chi_\Phi\)-scaling may be cautiously interpreted as a measure for the anomalous ion thermal conduction.
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Fig. 1  Momentum confinement time $\tau_\phi$ versus energy confinement time $\tau_E$ for various plasma conditions.
- $\varphi$ co-NI, L-mode; + co-NI, H-mode;
* ctr.-NI;

Fig. 2  Angular rotation frequency profiles for a discharge with two different neutral injection powers.
- a) $P_{NI}=1.8$ MW, b) $P_{NI}=0.3$ MW.

$<n_e>_{line}=4.6\times10^{19}$ m$^{-3}$, $I_p=42$ MA.

Fig. 3  $\chi_\phi(r)$ - profiles calculated from the rotation frequency fits of Fig. 2 for the two different heating power levels $P=P_{NI}+P_{OH}$.

Fig. 4  $\overline{\chi_\phi}$ calculated from measurements versus the prediction of the scaling law (3).
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I) Introduction

Dynamic response analysis provides an attractive method for studying transport mechanisms in tokamak plasmas. The analysis of the radial response has already been widely used for heat [1,2] and particle transport [3] studies. The frequency dependence of the dynamic response, which is often omitted, reveals further properties of the dominant transport mechanisms. Extended measurements of the soft X-ray emission were carried out on the TCA tokamak in order to determine the underlying transport processes.

II) Dynamic response analysis

The transport processes are investigated by sinusoidally modulating the gas valve opening or the Alfvén RF power amplitude and measuring the subsequent perturbation on the soft X-ray emission. The profiles are obtained from an Abel-inversion of the signals of a 15 channel pinhole camera. The experiments are carried out in the TCA tokamak (R=0.61 m, a=0.18 m, I_p≤130 kA, B_p=1.51 T, n_e≤10^{20} m^{-3}) for a frequency range of 30 to 600 Hz, which roughly corresponds to the inverse particle confinement time. We thereafter express the dynamic response of the modulated signals by their relative amplitude and their phase with respect to the external perturbation.

III) Analysis of the soft X-ray emission

Previous results [4] show that both RF power and gas valve modulation lead to a similar response of the soft X-ray emission. Even if a fraction of the RF power is directly thermalised, the large density increase which is simultaneously induced dominates the observed dynamic response. This response is characterised by a discontinuity at mid-radius, fig. 1. A minimum in the phase profile indicates the presence of a local source from which the perturbation emanates. Operation at different plasma currents reveals that this effective source moves with the sawtooth inversion radius. The resulting perturbation displays a fast inward propagation due to sawtooth activity. The outward propagation is
however considerably delayed, which leads to a phase jump, fig. 1.

In order to determine the origin of the observed modulation of the soft X-ray flux, we consider the different parameters which compose it:

$$A = f(Z_{\text{eff}}) \, n_e^2 T_e^\alpha$$  

(3.1)

The function $f(Z_{\text{eff}})$ is roughly proportional to the impurity concentration and $\alpha = 2-8$ is the temperature exponent. For small perturbations, we obtain:

$$\frac{\Delta A}{A} = \frac{f}{f} + 2 \frac{n_e}{n_e} + \alpha \frac{T_e}{T_e}$$  

(3.2)

Measurements of the density profile show that gas valve and RF power modulation create an inward propagating density pulse. Inside the inversion radius, the density and the soft X-ray perturbations are synchronous, fig. 1. Since their relative amplitudes are in a ratio of 1:3, we conclude that a large fraction of the soft X-ray modulation can be attributed to the electron density. Outside the inversion radius however, the picture completely changes, in that both perturbations move in different directions and have a different amplitude ratio. A possible explanation would be that the soft X-ray response is due to either a heat pulse or an impurity flux. Experiments are being carried out in order to determine which effect predominates.

We conclude that the modulation of the soft X-ray emission profile inside the inversion radius can be ascribed to a density modulation, whereas impurity or heat modulation may dominate outside the radius. The perturbation emanating from the inversion radius would be triggered by a change in the density profile gradient.

### IV) Transport model

In order to identify the dynamic response analysis to an underlying transport process, we consider two widely used transport models and calculate the resulting dynamic response. The modulated parameter $x(r,t)$ can either be the electron temperature, the density or the impurity concentration since all of these require similar transport equations.

Firstly, convection is taken to be the dominant process, with a spatially constant convective velocity

$$\frac{\partial x}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} (r^2 \nu \frac{\partial x}{\partial r}) + S$$  

(4.1)

Using the Ansatz

$$x(r,t) = \bar{x}(r) + \tilde{x}(r) e^{\text{i} \omega t}$$  

(4.2)

a solution of the source-free interior of the plasma is obtained

$$\bar{x}(r) = \frac{\bar{x}_0}{r^2} e^{\text{i} \alpha \log(r)/\nu}$$  

(4.3)

The phase can then be expressed as

$$\angle \tilde{x} = \angle \tilde{x}_0 - \frac{\omega \alpha \log(r)}{\nu}$$  

(4.4)

Such a linear frequency dependence is characteristic of a perturbation which propagates with a pure time delay.
Secondly, we consider a diffusive process
\[
\frac{\partial x}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r D \frac{\partial x}{\partial r} \right) + S
\]  
(4.5)
which has the homogeneous solution:
\[
\tilde{x}(r) = \tilde{x}_0 J_0 (kr) \quad \text{with} \quad k = \sqrt{\omega / D}
\]  
(4.6)
In general the condition
\[
kr \gg 1
\]  
(4.7)
is satisfied, so that the phase can be approximated by
\[
\angle \tilde{x} = \angle \tilde{x}_0 + \sqrt{\omega r^2 / 2D}
\]  
(4.8)
If a radial variation of the transport coefficients is included, the radial dependence in equations (4.4) and (4.8) changes but the frequency dependence is not affected. Hence a measurement of the phase at different frequencies allows to determine whether convection or diffusion is the dominant transport process. Although the amplitude spectrum can be used in a similar way, we omit it since it requires an absolute calibration.

V) Frequency dependence of the dynamic response

A plot of the soft X-ray emission phase versus the modulation frequency reveals a clear quadratic dependence, fig. 2. This dependence is most evident between 100 and 400 Hz. Below this range, condition (4.7) no more holds. The same dependence reappears when the phase reference is the flux at r=0.088m instead of the RF power. Using equation (4.8), a uniform diffusion coefficient can be obtained inside the inversion radius:
\[
D = 1.23 \pm 0.2 \ \text{m}^2\text{s}^{-1}
\]
This value is about twice the global particle diffusion coefficient. We conclude that the response of the soft X-ray emission to density modulation is dominated by diffusive processes, both inside and outside the inversion radius.

The frequency dependence of the phase profile allows us to further characterise the transport mechanisms. The large phase shift observed just outside the inversion radius was first attributed to a local barrier similar to the thermal insulating layer observed on TFR at the q=1 surface [5]. If this phase shift were due to reduced transport coefficients, it would increase indefinitely with the modulation frequency. Instead, the observed shift saturates at a value below 180°, fig. 2, which is characteristic of a power dipole (source/sink term). This dipole can be explained by local change in the diffusion coefficient at the sawtooth inversion radius as confirmed by a 1-D simulation code. The strong link between this local modulation and the inversion radius suggests that the change in the transport is due to a modification of the sawtooth activity.

VI) Conclusion

Transport mechanisms have been investigated by measuring the dynamic response of tokamak ohmic plasmas to perturbations such as gas valve or RF power modulation. The observed response of the soft X-ray flux can be attributed to a perturbation which starts at the inversion radius and is triggered by a change in the
density profile gradient. Extended measurements of the frequency dependence reveal the dominant nature of diffusive processes and also show a discontinuity in the transport which is due to sawtooth activity.
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Figure 1
Phase profiles of the perturbed Soft X-ray emission and electron density during RF power modulation, as measured for different modulation frequencies at $q(a)=3.1$. The arrow indicates the position of the inversion radius. The profiles are symmetric with respect to the centre of the plasma.

Figure 2
Soft X-ray phase response as a function of the square root of the modulation frequency, taken at three radial positions: in the centre, at the inversion radius, and near the plasma edge.
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1. INTRODUCTION

Experimental measurements of the electron thermal conductivity, derived from the radial propagation of the heat pulse generated by a sawtooth crash, have consistently yielded larger values than those obtained by power balance [1,2]. It has been proposed that this discrepancy could be the result of the coupling of density and temperature perturbations [3]. Numerical modelling of heat and density pulse propagation on ASDEX has been used to address this question. In addition, measurements at various electron densities and in hydrogen and deuterium were undertaken, with the aim of providing a broad base of experimental measurements for testing the various transport models proposed.

2. THEORY

The numerical solution of heat pulse propagation as a forced boundary value problem [4] has been extended to incorporate density and particle flux perturbations. The energy and particle conservation equations [5], with the retention of all terms and including the terms necessary to describe the energy exchange between ions and electrons and Ohmich heating, were linearised. The simplest case of a particle flux in the form:

\[ \Gamma = -D \frac{\partial n}{\partial x} - V n \]  

was considered, where D is the particle diffusion coefficient and V is the inwards particle drift velocity. In this case the electron density and temperature perturbations are not coupled by the off-diagonal components of the transport matrix. The equilibrium values of D and V are determined from the zero order particle flux. This flux is calculated from the particle conservation equation:

\[ \frac{\partial n}{\partial t} + \nabla \cdot \Gamma = S_e \]  

where \( \Gamma \) is the particle flux and \( S_e \) is the particle source and sink term due to the ionisation of neutral particles and recombination. The neutral particle density profile needed to determine the ionisation source term is calculated by the AURORA code. Transport modelling on ASDEX shows that \( D = 0.2 \chi_e F_B \) gives good agreement with experimental results [6]. In this way a radial profile of D and V consistent with the zero order particle flux may be calculated. Linearisation of this equation allows the electron density pulse generated by the sawtooth crash to be modelled. Work is in progress to treat the case in which the particle and heat fluxes are functions of both the electron density and temperature gradients.
3. EXPERIMENTAL RESULTS

The local electron temperature is measured at four radial positions outside the mixing radius and sampled at 20 kHz to provide sufficient time resolution of the sawtooth crash. Boxcar averaging of the temperature perturbation generated by the sawtooth crash permits the electron thermal conductivity, $\chi_e$, to be determined by fitting the measured temperature perturbation at each radius to that calculated, with the first channel outside the mixing radius being used as the time dependent boundary condition. Conventional heat pulse analysis uses the radial decay of the heat pulse amplitude and the time of arrival of the peak of the heat pulse at each radius to calculate a value of $\chi_e$.

As a first approximation it is usually assumed that the associated density pulse may be neglected. In this case, analysis of Ohmic discharges with $I_p = 320$ kA and $B_o = 2.17$ T ($q(a) = 3.3$) yields values in deuterium of $\chi_e = 6 \pm 1$ m$^2$/s at $\bar{n}_e = 1 \times 10^{19}$ m$^{-3}$ and $\chi_e = 4 \pm 1$ m$^2$/s at $\bar{n}_e = 2 \times 10^{19}$ m$^{-3}$ (see Fig. 1). The corresponding energy confinement times are 40 ms and 60 ms respectively. Decreasing sawtooth amplitude with increasing density limits the analysis at higher densities. As in previous experiments, the value of $\chi_e$ obtained by heat pulse propagation analysis is consistently a factor of 3 higher than that obtained by power balance.

In hydrogen at $\bar{n}_e = 2 \times 10^{19}$ m$^{-3}$ it found that $\chi_e = 4 \pm 1$ m$^2$/s. The limits of experimental accuracy do not allow definite conclusions on the isotope dependence of $\chi_e$ at a radial position from 20 cm to 30 cm (minor radius = 40 cm) to be drawn. Given that the energy confinement time in deuterium is about 20 per cent higher than in hydrogen at this density [7], it is clear that an improvement in experimental sensitivity is needed in order that a difference of this order of magnitude in $\chi_e$ can be measured.

Experimentally the relative amplitude of the density perturbation in these Ohmic discharges on ASDEX is observed to be considerably smaller than the relative amplitude of the temperature perturbation. However measurements on TEXT at lower $q(a)$ indicate that the density perturbation can be of the same order of magnitude as the temperature perturbation [8]. Furthermore, the diffusion coefficient from density pulse propagation measurements in this experiment was found to be a factor of 3 larger than the value calculated from equilibrium conditions. Even with this assumption and a relative perturbation value of $\delta n/n = 0.2 \delta T/T$, which is greater than the value experimentally observed for the relevant discharge conditions on ADSEX, it is found that the enhanced heat flux due to a finite density perturbation does not significantly reduce the value of $\chi_e$ found by heat pulse propagation analysis. At most this results in a decrease of 20 per cent in the inferred value of $\chi_e$.

The case in which the temperature and density perturbations are coupled by the off-diagonal terms of the transport matrix remains to be investigated. The inclusion of terms describing the plasma parameter dependence of the transport coefficients [1,2,9] is another area that may be studied in detail with numerical modelling. Based on the present results, it would seem that the experimentally observed enhancement of microturbulence during a sawtooth pulse [8] may be directly responsible for the larger values of $\chi_e$ and $D$ found in heat and density pulse propagation experiments. A considerable increase in the level of heat transport induced by density perturbations would be necessary, in order that the coupling of temperature and density perturbations alone could be claimed as the reason for the difference between the equilibrium values and those measured using heat and density pulse propagation analysis.
4. CONCLUSION

Numerical solution of the linearised energy and particle conservation equations allow heat and density pulse propagation in ASDEX to be studied. It has been demonstrated that the enhanced values of $\chi_e$ found in typical Ohmic conditions on ASDEX are not able to be explained by the contribution of finite density perturbations when the standard description of the particle flux in in terms of a diffusion coefficient and inwards drift velocity is used. A stronger density perturbation than that modelled is necessary to support the contrary theoretical predictions. Should this conclusion also hold after investigation of a coupled density and temperature perturbation, then this would leave the enhancement of $\chi_e$ by microturbulent fluctuations as the strongest candidate for explaining the discrepancy between equilibrium values and the values of $D$ and $\chi_e$ measured in density and heat pulse experiments.

References


Fig. 1. The ECF measurements of the perturbed electron temperature after a sawtooth crash.

\[ l = 320 \text{ km} \] and \[ n = 2 \times 10^{19} \text{ m}^{-3} \]. A best fit with \[ \lambda = 4/\pi \text{ m}^2/s \] is found.

Conservation equation (dashed lines) are shown for the Ohmic discharge with
cs a function of radius (solid lines) and the numerical solution of the ionized energy.

\[ R \equiv \text{Radius} \] (cm)

\[ t \equiv \text{Time (MS)} \]
STUDY OF THE ELECTRON HEAT PULSE PROPAGATION FROM ECRH ON T-10


I.V. Kurchatov Institute of Atomic Energy, Moscow, USSR

Introduction

Two reports are united in this paper. The heat pulse propagation (HPP) was studied on T-10 and it had been shown earlier in [1] that normal ($\chi_e^{HP}$ $\approx$ $\chi_e^{B}$) as well as enhanced ($\chi_e^{HP}$ $\gg$ $\chi_e^{B}$) HPP velocity from ECRH and sawteeth oscillations depending on the regime are observed. It is shown in [2] that under central ECRH in the regimes with high values of $q_\perp$ ($\chi_e^{HP}$ $\gg$ $\chi_e^{B}$) in the whole column gradient zone. On the contrary, under central ECRH on the background of the long-time non-central heating the conductivity decreases ($\chi_e^{HP}$ $<$ $\chi_e^{B}$) on the heat wave front. In this case the heat wave sharpens the broad $T_e(r)$ profile created by the non-central ECRH. The influence of the local value $v_{Te}/T_e$ on the value $\chi_e^{HP}$ is observed. The new data on HPP at T-10 are presented below.

STUDY OF HPP FROM ECRH AT T-10

HPP under central ECRH at the Ohmic background was studied in two regimes: $I_p$ = 200 kA, $B_t$ = 3.0 T, $n$ = 2.0 and $3 \times 10^{13}$ cm$^{-3}$, $a_L$ = 28 cm, $q_L$ = 3.8, $P_{ECRH}$ = 400 kW. The values $T_e^{exp}(r,t)$ measured on the radiation on the second ECR harmonic are shown in Fig. 1. ($n$ = 3). The curves 1, 2, 3 are the experiment under $r$ = 14.1, 16.19.4 cm. The edge of the ECR-power absorption zone is located under $r$ = 12-13 cm, the resonance under $r$ = 2 cm. When the ECRH is switched on the amplitude as well as the saw-tooth oscillations zone width increase. The method [3] was used to define the value $\chi_e^{HP}$. Let us note, that the basis of this method is the numerical solution of the conductivity equation for $T_e^{exp}(r,t)$ in the zone $r_1$ < $r$ < $r_3$ located outside the perturbations source zone. The experimental values $T_e^{exp}(r_1,t)$ were used as boundary conditions and $\chi_e^{HP}$ was defined by the choice of value $\chi_e^{HP}$ up to the obtaining of the minimal calculation deviation from the experiment in the point.
One can use \( r_3 = a_L (\frac{\Delta T_e}{a_L}, t) = 0; r_3 = 0 \) \( (\frac{\partial T_e}{\partial r} = 0) \), or any \( r_3 (\frac{\Delta T_e}{r_3, t} = \frac{\Delta T_e}{exp (0, t)}) \) as another boundary condition. The experimental data processing is given in TABLE, where \( t \) - time from the ECRH beginning. The results of the regime \( I_p = 200 \) kA \( B_t = 3.0 \Omega \), \( n = 2.8 \times 10^{13} \) cm\(^{-3} \), \( a_L = 34 \) cm, \( q_L = 5.8 \). ECRH = 400 kW processing as well as the central ECRH, calculated with due regard to the real experimental density profile are also given in TABLE. It is shown on the TABLE that the value \( \chi_e \) increases significantly under the transfer from the zone \( r < 16 (a_L = 34) \) to the zone \( r > 16 \) cm (19 for \( a_L = 34 \)). In the zone \( r < 16 (19) \) \( \chi_e = 2 \chi_e \) and depends weakly on the value \( \gamma (\chi_e \sim r^\gamma) \). In all the calculations the value \( \tilde{T}_e (r_2, t) \) corresponds to \( \tilde{T}_e \) \( exp (r_2, t) \).

<table>
<thead>
<tr>
<th>Comments</th>
<th>( r_1, 2, 3 ) cm</th>
<th>( \chi_e ) ( (r_1) m^2 s^{-1} \sim r^\gamma )</th>
<th>( \gamma )</th>
<th>( t ) ms</th>
<th>( \chi_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T-10 )</td>
<td>14.1, 16.28</td>
<td>0.38 (0.4-0.5)</td>
<td>0</td>
<td>11</td>
<td>0.18</td>
</tr>
<tr>
<td>( A_L = 28 ) cm</td>
<td></td>
<td>0.4</td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>( I_p = 200 ) kA</td>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tilde{n} = 3 )</td>
<td>16.19.4.28</td>
<td>0.42 (0.4-0.6)</td>
<td>0</td>
<td>11</td>
<td>0.21</td>
</tr>
<tr>
<td>( \tilde{n} = 2.8 )</td>
<td>14.3, 16.3.28</td>
<td>0.5 (0.4-0.6)</td>
<td></td>
<td>10</td>
<td>0.24</td>
</tr>
<tr>
<td>( \tilde{n} = 2.8 )</td>
<td>16.3, 19.7.28</td>
<td>0.5</td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( A_L = 34 ) cm</td>
<td>14.3, 16.3.28</td>
<td>1.1 (0.8-1.3)</td>
<td>0</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>( I_p = 200 ) kA</td>
<td>15.3, 18.7.34</td>
<td>0.58 (0.5-0.7)</td>
<td>0</td>
<td>20</td>
<td>0.17</td>
</tr>
<tr>
<td>( \tilde{n} = 2.8 )</td>
<td>16.3, 19.7.28</td>
<td>0.68</td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>( JET, H-mode )</td>
<td>15.3, 18.7.34</td>
<td>0.7</td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( P_{NEI} = 8 ) MW</td>
<td></td>
<td>1 (0.8-1.3)</td>
<td></td>
<td>15</td>
<td>0.28</td>
</tr>
<tr>
<td>( \tilde{n} = 5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T_e (0) = T_1 (0) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( = 5 ) keV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref /4/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The numerical values of \( \Delta T_e (r_1, 2 = 16, 19.4 \) cm, \( t \) under \( \chi_e \) \( (14 < r < 28) \) = 0.5 m\(^2\) s\(^{-1}\) are shown by the curves \( 2^*, 3^* \) in Fig. 1. One can see that velocity of HPP at \( 14 < r < 16 \) is greater than that in the
experiment. In the zone $16 < r < 19.4$ it is less than that in the experiment. Though the numerical deviation from the experiment is insignificant we obtain the same result in two other regimes.

The inward HPP from the non-central ECRH with $P^* \approx 400$ kW on the background of the non-central ECRH $P^* \approx 400$ kW was studied. The inner ECR–power absorption zone edge was placed at $r = 5$ cm, and detail study is needed for HPP analysis at $r > 5$ cm. For the $r = 2.5$ cm, $0 < \chi_H \approx 0.2 \text{ m}^2\text{s}^{-1}$.

**SIMULATION OF HPP FROM PELLETL INJECTION ON JET H-MODE /4/**

Curves 1, 2, 3—the experimental values of $T_e(r, 2, 3, a=0.49, 0.42, 0.35, t)$ are shown in Fig.2. (the experiment under 0.49 and 0.55 factually coincides). The curves 1', 2', 3'—simulation under 0.49, 0.42, 0.35, boundary conditions $T_e^\text{Exp}(0.55, a, t)$, $\chi_e = 5 \text{ m}^2\text{s}^{-1}$.

2', 3'—calculation at 0.42, 0.35 with boundary at 0.49a, $\chi_e^\text{Exp} = (r/0.35a)^2 \text{ m}^2\text{s}^{-1}$. It is seen from the TABLE and Fig.2 that the value $\chi_e$ depends strongly from r by means of the transport code ASTRA-NB [5] the value $\chi_e^\text{NBI} = 0.6 \text{ m}^2\text{s}^{-1}$ was defined. It was shown also, that at $t < 100$ ms, $r < 0.49a$, $\chi_e = \chi_e(0.49a)$.

**DISCUSSION AND CONCLUSIONS**

a) **T-10** In the regimes with central ECRH, $q_L = 3.8–5.8$ the HPP velocity is enhanced. There is no strong dependence of the value $\chi_e^\text{B} - \chi_e\text{OH}$ on $n$, and this value tends to be proportional to $q_L$. A strong dependence of $\chi_e$ on $r$ seems unclear to us. This may be connected with the fact that the zone $16 < r < 19$ cm (18–22, $a_L = 34$) is the end of the gradient zone and the beginning of the periphery one. The $q=2$ surface is usually located here. The physics as well as the functional dependence $\chi_e^\text{B}$ in these zones can be different.

b). **JET HPP.** We cannot agree with the authors [4] who say that the value $\chi_e^\text{B} = 3 \pm 0.5 \text{ m}^2\text{s}^{-1}$ $\chi_e^\text{B}$. We suppose that $\chi_e^\text{B}$ changes significantly along the $r(1.7$ to 4 at $r/a = 0.35; 0.49)$. The value $\chi_e^\text{B} = 0.6$ (0.4–0.8) $\chi_e\text{const}(r)$ in this regime. Therefore the increased HPP velocity is observed under pellet injection in H-mode. We lack the database from JET and this causes some uncertainties in our understanding of the problem.
FIG 1 Central ECRH, $n=3.10^{13}$, $I=200$ kA, $A_L=28$ cm
Combined HPP from ECRH and sawteeth on T-10
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1. Introduction
Anomalous transport in tokamak plasmas is thought to be caused by turbulence. Density fluctuations detected with collective scattering or reflectometry indeed revealed the existence of a broad-band turbulence with $\Delta f/f = \Delta k_\perp/k_\perp \sim 1$. The underlying physics mechanisms are difficult to determine because the pertinent equations are highly nonlinear and bound to lead to deterministic chaos as observed. Quasi-linear approximations to the equations yield the limits for the onset of various instability types like drift waves, microtearing, etc, and their typical frequencies and wavelengths at the onset. However, in the experiments the instabilities have grown to a full turbulence at a saturation level which is so high that the various quasi-linear approximations have become invalid. Many plasma quantities in theory assumed to be constant are in reality dragged into fluctuating behaviour, thereby influencing the saturation level, the frequency and wavelength spectra.

Notwithstanding the chaotic nature of the plasma transport one can still try to investigate which plasma quantities are involved in the turbulence, which of those are driving the turbulence and which are damping. The theory of deterministic chaos gives some tools for this. The fractal dimension of the attractor yields the lower bound to the number of fluctuating quantities. The sign of the Lyapunov exponents indicates the driving-damping nature of these quantities, whilst the Kolmogorov entropy being the sum of the positive Lyapunov exponents indicates the strength of the driving terms. In a long term programme one could try to identify which plasma quantities belong to which Lyapunov exponents. In this contribution only the issue of the dimensionality of the attractor will be addressed following the method of Grassberger et al. [1].

2. Previous results
This analysis has been tried before [2,3,4,5], in our view not on the most suitable signals. These authors have analysed the fluctuating poloidal field signals measured by Mirnov coils outside the plasma. However, the sensitivity of the coils falls with $x^{(m-1)}$ in which $x$ is the distance between coil and source and $m$ the poloidal mode number. This signal is therefore only relevant for edge turbulence or low $m$ MHD-modes. Low values of the correlation dimension were reported (DITE: 2.1 [2]; TOSCA: 2.4 [3]; JET: 2.4-4. [4]; ASDEX: 2.3-3.7 [5]). In TOSCA edge Langmuir probe signals have been used [4] which is also only relevant for edge turbulence. In ASDEX one has also tried SXR-signals which have the disadvantage of being a signal integrated along the line-of-sight. The author had therefore to report split dimensionalities indicating two independent turbulent phenomena taking place on different plasma radii.
3. Experimental signals

In this paper the analysis of localized density fluctuations will be presented, obtained by two different methods at two totally different tokamaks:

a. Collective scattering of 2 mm waves measured density fluctuations in the small ohmic TORTUR tokamak (R=0.46 m; a=0.08 m; B_T=2.9 T; I_p=40 kA). The measurements analysed were taken at the centre; r/a = 0 and 800<k<1200 m⁻¹.

b. Reflectometer data gave the fluctuating position of six reflecting density surfaces in JET X-point H-mode plasmas at medium (#19662) or high beta (#20877); all positions were in the outer 30% of the minor radius.

All signals indicated a truly chaotic broad-band turbulence with Δf/f=1 and a positive Kolmogorov entropy. All selected signals were recorded with sampling frequencies at least a factor 10 higher than the frequency with highest amplitude in the spectrum. Normally 8192 samples were used. For the TORTUR data 2048 samples showed a better convergence than 8192 probably because slow relaxation of the plasma profiles occurred during the full 4 ms time window (note that τ_E = 3 ms). In order to prove that the analysis method gave the same results as the work quoted above, also Mirnov coils signals from TORTUR were analysed. The result ν=3.5 (see Table 1) is indeed in good agreement.

4. Computational techniques

One way of estimating the fractal dimension D is by box counting algorithms (Hausdorff dimension). This involves covering the phase space with a mesh of cells. It turns out that this method is very unsatisfactory whenever D>2. Another possible method has been reported by Grassberger et al. [1]. A phase space is constructed by a set of d-dimensional vectors \( \{ \xi_i \} \) with

\[
\xi_i = \{ x(i), x(i+\tau), ..., x(i+(d-1)\tau) \}
\]

with x(i) the sampled data points and \( \tau \) a delay time. The embedding \( d \) is chosen high enough such that the phase space embeds the attractor. The distribution of trajectory points on the attractor can then be characterized by a correlation integral \( C_d(r) \), the number of pairs of trajectory points whose Euclidean distance is less than a correlation length \( r \):

\[
C_d(r) = 1/N^2 \sum \delta (\xi_i - \xi_j) \theta (r - ||\xi_i - \xi_j||)
\]

Here \( \theta \) is the Heaviside function and N the total amount of vectors \( \xi_i \). For a variety of attractors the correlation integral \( C_d(r) \) displays a power law in the limit for \( r \to 0, N \to \infty \) and \( d \to \infty \):

\[
C_d(r) \propto r^v \exp(-K_c \cdot r \cdot d)
\]

(1)

Here \( v \) is the correlation dimension and \( K_c \) the correlation entropy. So, when the number of counted trajectory points within a small correlation length \( r \) is large enough, the slope of a curve \( \ln[C_d(r)] \) versus \( \ln[r] \) will, with increasing embedding factor \( d \), converge to the dimension \( v \). The mutual spread in the correlation curves will converge to the entropy \( K_c \). In the case of pure white noise, no convergence will appear and the dimension \( v \) will proportionally increase with \( d \). Both the Hausdorff dimension \( D_0 \) as well as the correlation dimension \( v=D_2 \) are part of a set of generalized dimensions \( \{ D_q \} \) [6] for which one has: \( D_0 \geq D_2 \). The correlation entropy \( K_c \) acts as a lower bound for the Kolmogorov entropy \( K \): \( K \geq K_c \). Furthermore, since \( K>0 \) is a necessary condition for chaos, \( K_c>0 \) is a sufficient condition for chaos.
Assuming that there exists for \( C^d(r) \) a power law according to (1), \( v \) and \( K_c \) can be extracted at any length \( r \) as a function of the embedding \( d \), by fitting a short curve \( y=\alpha x + \beta \) onto \( \ln[C^d(r)] \) versus \( \ln[r] \) at position \( r \). This curve fitting is done with a simple least squares method, in which the number of fit points can be taken arbitrarily. This method will thus yield dimensions \( v^d(r) \) and entropies \( K_c^d(r) \) as a function of embedding \( d \) and correlation length \( r \). The observed dimension \( v \) is then taken as the \( d \)-averaged dimensions \( v^d(r) \) at the smallest convergence length \( r_c \) where the variance in the \( v^d(r) \) values is minimum and, secondly, where the number of counted trajectory points is still above a set value; in this case \( >100 \). The entropy \( K_c \) is taken as the averaged spread of the correlation curves \( K_c=(1/r_c)<\ln[C^d(r)]=\ln[C^d+1(r)]> \) at \( r=r_c \). For the Lorentz attractor [7] (parameters \( r=28, \sigma=10 \) and \( b=8/3 \)) which we have simulated with 32000 points, differential step 0.025, a phase space was constructed with delay time \( \tau=1 \). With this set we obtained \( v = 2.06 \pm 0.01 \) and \( K_c = 0.6 \pm 0.2 \).

5. Results

In all analyses a delay time \( \tau=1 \) and embeddings \( d \) ranging from 13 to 18 are used. The results are given in Table 1 and Figure 1. The following remarks should be made:
1. All locally measured density fluctuations showed a surprisingly high correlation dimension \( v \) indicating that more plasma quantities play a role in the turbulence than often is assumed.
2. There is not much difference in \( v \) between the small TORTUR tokamak and JET, suggesting a universal type of turbulence in tokamaks. The correlation entropy \( K_c \) is significantly smaller in the ohmic TORTUR plasma.
3. The convergence is excellent as can be seen from the very low \( \sigma_v \) values. This suggests that the difference in \( v \) between the various reflectometer signals at different radii is significant.

<table>
<thead>
<tr>
<th>TORTUR coll.scatt.</th>
<th>( v )</th>
<th>( \sigma_v )</th>
<th>( K_c )</th>
<th>( \sigma_K )</th>
<th>TORTUR Mirnov coil</th>
<th>( v )</th>
<th>( \sigma_v )</th>
<th>( K_c )</th>
<th>( \sigma_K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
<td>1.1</td>
<td>0.4</td>
<td>2.5</td>
<td></td>
<td>3.5</td>
<td>1.2</td>
<td>0.7</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>JET ( n_{\text{crit}} ) medium ( \beta )</td>
<td>( v )</td>
<td>( \sigma_v )</td>
<td>( K_c )</td>
<td>( \sigma_K )</td>
<td>JET high ( \beta )</td>
<td>( v )</td>
<td>( \sigma_v )</td>
<td>( K_c )</td>
<td>( \sigma_K )</td>
</tr>
<tr>
<td>0.73</td>
<td>7.8*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.0</td>
<td>1.5</td>
<td>0.8</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>1.06</td>
<td>6.2</td>
<td>0.9</td>
<td>0.6</td>
<td>13.1</td>
<td>6.6</td>
<td>0.8</td>
<td>0.9</td>
<td>15.1</td>
<td></td>
</tr>
<tr>
<td>1.94</td>
<td>6.5</td>
<td>1.8</td>
<td>0.8</td>
<td>15.1</td>
<td>9.3*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2.53</td>
<td>5.8</td>
<td>1.0</td>
<td>0.8</td>
<td>17.1</td>
<td>8.6*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>3.14</td>
<td>8.3*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.7</td>
<td>1.2</td>
<td>0.6</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>4.05</td>
<td>8.2*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.8</td>
<td>1.4</td>
<td>0.6</td>
<td>23.1</td>
<td></td>
</tr>
</tbody>
</table>

* See remark 5.
FIgure 1: Correlation integrals log2[C(ε)] and correlation dimensions v(ε) for different embeddings d versus log2[ε] for (a-b) TORTUR collective scattering, (c-d) TORTUR Mirnov coil and (e) JET H-mode and (f) high β reflectometer data at reflecting density surfaces 1.06 and 4.05 10^19 m^-3 respectively. Parameter ε represents the correlation length r as a fraction of the maximum signal amplitude r0; ε=rlr0

4. The influence of high beta on the turbulence is not noticeable notwithstanding the occurrence of an ELM in the middle of the time-window.

5. The lowest trustworthy embedding d should be at least 2v+1; moreover one needs at least 3 embeddings fulfilling this condition, in order to determine v, σv and Kc. Since CPU limitations prevented d>18, values of v>7.5 marked with * in Table 1 could not be regarded as reliable.
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DENSITY FLUCTUATION MEASUREMENTS VIA REFLECTOMETRY ON DIII-D DURING L- AND H-MODE OPERATION*

E.J. DOYLE, T. LEHECKA, N.C. LUHMANN, JR., W.A. PEEBLES, AND R. PHILIPONA

Institute of Plasma and Fusion Research, UCLA, CA 90024, U.S.A.
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The unique ability of reflectometers to provide radial density fluctuation measurements with high spatial resolution (of the order of \( \leq \text{centimeters, Ref. 1} \), is ideally suited to the study of the edge plasma modifications associated with H-mode operation. Consequently, attention has been focused on the study of these phenomena since an improved understanding of the physics of H-mode plasmas is essential if a predictive capability for machine performance is to be developed. In addition, DIII-D is ideally suited for such studies since it is a major device noted for its robust H-mode operation and excellent basic plasma profile diagnostic information.

The reflectometer system normally used for fluctuation studies is an O-mode, homodyne, system utilizing 7 discrete channels spanning 15–75 GHz, with corresponding critical densities of \( 2.8 \times 10^{18} \) to \( 7 \times 10^{19} \text{ m}^{-3} \). The Gunn diode sources in this system are only narrowly tunable in frequency, so the critical densities are essentially fixed. An X-mode system, utilizing a frequency tunable BWO source, has also been used to obtain fluctuation data, and in particular, to “fill in the gaps” between the discrete O-mode channels.

L-H TRANSITION

Several previous scattering experiments in a variety of tokamaks have shown that the relative density fluctuation level decreases during H-mode operation. However, the improved spatial localization associated with reflectometry can yield significant further information: An invariant observation with the reflectometer system at all L-H transitions is that high frequency (\( \geq 50 \text{ kHz} \)) density fluctuations are dramatically suppressed in a localized region near the edge of the plasma. This region extends from the scrapeoff layer inwards to \( \approx 5 \text{ cm past the separatrix} \). In addition, as illustrated in Fig. 1, this suppression typically occurs on a fast timescale of \( \approx 100 \mu s \), commencing at a time coincident with the first observable change in the \( D_{\alpha} \) emission. Within the edge suppression zone, the fluctuation changes are observed to occur simultaneously on all channels, to within \( \leq 100 \mu s \), though there is some evidence for variation within this timescale. Also, on isolated occasions, for reasons which are not at present understood, the fluctuation suppression has taken as long as \( \approx 0.5 \text{ ms} \).

That the suppression zone is localized to the vicinity of the separatrix is demonstrated by the fact that higher density channels, reflecting from deeper into the plasma, show no change at the transition itself. This behaviour is illustrated in Fig. 2.

* This work was sponsored by General Atomics Subcontract SC120536 under U.S. Department of Energy under Contract No. DE-AC03-89ER51114.
† Japan Atomic Energy Research Institute.
which shows the time evolution of the integrated power in a frequency band from 75–400 kHz for several of the reflectometer channels during a discharge with a “dithering” transition, along with a $D_\alpha$ photodiode signal. This form of representation is chosen so as to clearly show the timescale for the suppression of wideband high frequency fluctuations; lower frequencies are excluded as they are not always reduced at the transition, and also because any changes which do occur are constrained to happen on a longer timescale, due to the lower frequencies involved. The suppression of the fluctuations, and the bifurcated nature of the L to H transition, are clearly displayed by the rapid modulation of the fluctuation signal on the lower density channels during the dithers. By contrast, the innermost channel illustrated ($2 \times 10^{18}$ m$^{-3}$), shows no variation at the transition. The fluctuation level on this channel does decrease later in time as the plasma density rises and the profile evolves, such that this density layer moves outward, towards the fluctuation suppression zone. In Figs. 3a and 3b, the time evolution of the spectra for the $1.3 \times 10^{19}$ and $2.0 \times 10^{19}$ m$^{-3}$ density channels, respectively, are plotted for the same discharge as shown in Fig. 2. The very rapid suppression of the fluctuations at the transition is clearly shown on the lower density channel, whereas the later change on the higher density channel can be seen to take significantly longer, $\approx 5$ ms. Again, this difference is due to the fact the higher density channel is changing due to the density profile evolution after the transition.

With data such as these, and knowledge of the density profile from the Thomson scattering and broadband reflectometer systems, the depth of the region in which the fluctuations are suppressed has been estimated. The edge fluctuation suppression zone extends in past the separatrix $\approx 5$ cm, or $\approx 2$–$9$ poloidal ion gyroradii. Thus, the experimental data are in rough agreement with recent L-H transition theories, in both the measured depth of the suppression zone, and the timescale. However, the error bars on the depth estimates are quite large because of the uncertainty associated with the discrete number of reflectometer channels. Recently, the X-mode system has been utilized to improve the accuracy of these estimates by “filling in the gaps” between the narrowband channels, and thus more precisely determine the inner edge of the suppression zone. As the X-mode reflection layer is moved inwards, it is observed to agree in both time evolution and spectral width with successive fixed frequency channels. Data obtained utilizing this technique will be presented at the conference.

**ELM ACTIVITY**

The behaviour of the density fluctuations during ELM activity presents a considerably more complex picture than that for the L-H transition. This is mainly due to the wide variety encountered in the amplitude, frequency, and type of ELM. However, with all ELMs, the fluctuations are observed to return to L-mode like conditions in amplitude and width in frequency space. Again, this occurs on a fast timescale, typically $\lesssim 300$ ms, supporting the hypothesis that an ELM is a transient reverse bifurcation to L-mode. However, in contradistinction to the L-H mode transition, the fluctuations have frequently been observed to change before any observable change in the $D_\alpha$ emission. Also, there have been many occasions when the fluctuations are observed to change on the inner channels first, with the change moving outward towards the separatrix as a function of time.

Such ELM precursors have been observed on both ideal and resistive timescales and are of two distinct types. A “quasi-coherent” mode of $\approx 50$ to $120$ kHz is sometimes seen before giant ELMs on timescales ranging up to $30$ ms before the ELM is triggered. An example of this is shown in Fig. 4, where bursts of a quasi-coherent mode, increasing in amplitude, can be seen to precede a giant ELM. The increase in
the amplitude and width of the broadband turbulence at the ELM itself is also apparent. These fluctuations appear similar in many respects to those reported in Ref. 12, except that on DIII-D they seem to be associated only with giant ELMs, whereas on PDX they were reported as occurring continuously during the H-mode. The other form of precursor activity is a general rise in the overall broadband fluctuation amplitude and spectral width, on timescales of from 100 $\mu$s to several milliseconds before the ELM. An example of this is shown in Fig. 5, where an increase in the broadband turbulence level before the ELM can be clearly seen.

SUMMARY

The results presented above for the spatial localization and timescale associated with the L-H transition, as well as ELM precursor activity, confirm the unique capabilities of multichannel reflectometry in providing a spatially localized measurement of internal density fluctuations. In addition, the data adds considerably to the overall understanding of the physics of H-mode operation, and is in qualitative agreement with recent theories. It is intended to further utilize the spatial localization of these reflectometer measurements through the addition of a correlation reflectometer system to directly measure the radial correlation length of the fluctuations. It is hoped to have preliminary data from this system by the time of the EPS conference.
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Fig. 1, showing the suppression of density fluctuations at a typical L-H transition. The illustrated power spectrum is that of the channel with a critical density of $1.3 \times 10^{19} \text{m}^{-3}$. The time interval is from 2290 to 2305 ms.

Fig. 2, showing the time evolution of the fluctuations monitored on four reflectometer channels during a dithering transition, as well as a D-alpha photodiode signal.

Fig. 3a, Spectrum of the reflectometer channel with a critical density of $1.3 \times 10^{19} \text{m}^{-3}$ for the same discharge as illustrated in Fig. 2. The time interval is from 2025 to 2047.5 ms.

Fig. 3b, Spectrum of the reflectometer channel with a critical density of $2.0 \times 10^{19} \text{m}^{-3}$ for the same discharge as illustrated in Fig. 2. The time interval is from 2025 to 2047.5 ms.

Fig. 4, showing bursts of quasi-coherent fluctuations preceding an ELM. An increase in the broadband turbulence can be observed at the ELM itself.

Fig. 5, showing an increase in broadband turbulence on inner reflectometer channels prior to ELMs.
INVESTIGATION OF DENSITY FLUCTUATIONS IN THE ASDEX TOKAMAK VIA COLLECTIVE LASER SCATTERING
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A 119 µm laser scattering experiment is used on ASDEX to investigate wave-number and frequency spectra of the density fluctuations occurring in the different operational modes of the machine. The aim of the measurements is to get insight in the physical nature of the fluctuations and their possible role in connection with anomalous transport. Since no complete theory exists, the simple guidelines of gyroradius-scaling and mixing length level are used in the choice of parameters to be varied. Particular emphasis has been placed on the investigation of the fluctuations in the ohmic phase. Results obtained during neutral injection heating are reported in [1].

Results in ohmic discharges:
A. General features:
Fig. 1 shows a typical k, ω spectrum of the scattered signal power measured in the plateau region of an ohmic hydrogen discharge using the chord 25 cm from the center. The spectrum exhibits the characteristic features observed on many tokamaks: It is broadband in k and ω, the important wavenumber range being below 10 cm⁻¹, the important frequency range below 200 kHz. At frequencies above = 50 kHz the k-spectra show maxima. At low k and ω the scattered signal power increases significantly. This increase could be due to both coherent MHD activity, e.g. tearing modes (above 15 kHz the coherency between the scattering signal and the poloidal magnetic field component measured with a Mirnov coil drops from a value .6 to the noise level) and incoherent density fluctuations in the boundary layer, as observed by Langmuir probes and Hα emission.

Fig. 1:
Scattered signal power measured as function of wavenumber and frequency in a "cold" ohmic hydrogen discharge.
(measuring chord r = 25 cm;
\(n_e 0 = 6 \times 10^{13}\text{cm}^{-3}\); \(T_{e0} = 0.5\text{ keV}\); 
\(I_p = 320\text{ kA}; B_t = 2.2\text{ T}\)
B. Parameter variations:

Parameter variations were performed along the following guidelines: If the maxima of the k spectra obeyed a simple $\rho_s$ scaling in the sense that $k_{\text{max}} \propto \rho_s^{-1}$ (where $\rho_s = \sqrt{\frac{k_B T_e}{m_i \omega_{ci}}}$, $\omega_{ci}$ - ion cyclotron frequency), these maxima should depend on the ion charge $Z$, the ion mass $m_i$, the magnetic field $B$ and the electron temperature $T_e$ as $k_{\text{max}} \propto Z B / \sqrt{m_i T_e}$. If further the fluctuation level were determined by the mixing length criterion $n_e/n_0 \propto (k_{\text{max}} L_n)^{-1}$ ($L_n = (d(\ln n_e)/dr)^{-1}$ = density gradient length) such a scaling would manifest itself also in the relative fluctuation level.

a) Variation of gas filling: "isotope scan".

Fig. 2 shows k spectra measured in hydrogen, deuterium and helium with the laser beam passing through the plasma center, at $r = 25$ cm ($r/a = 0.63$) and at the plasma boundary $r = 39.5$ cm ($r/a = 0.99$). The mean electron density was kept constant for the discharges. The different peak densities $n_{e0}$ reflect the fact that the density profiles are somewhat different for the isotopes. The different peak electron temperatures are due to the different confinement times $T_E$ (52 ms in $H^+$, 80 ms in $D^+$ and 90 ms in $He^{++}$).

Hydrogen: The k spectra - frequency integrated in the interval 55-400 kHz - have a maximum in all measuring chords. From Fig. 2a we deduce $0.15 < k_p \rho_s < 0.5$, where $k_p$ denotes the wavenumber of the poloidally propagating fluctuations and the interval reflects the uncertainty due to the spatial variation of $\rho_s$ along the measuring chord. From Figs. 2g), h) i) $0.2 < k_p \rho_s < 0.35$ is inferred, where $k_p$ denotes the wavenumber of the radially propagating fluctuations. Note, however, that the k spectra - frequency integrated in the interval 10-60 kHz - do not exhibit a maximum although their contribution to the total scattered power is substantial or even strongly dominating in the outer vertical chord.

Deuterium: No maximum of the k spectrum in the high frequency interval is observed in the central chord and the total scattered power increases (Fig. 2b). This behaviour is consistent with a $\rho_s$ scaling and the mixing length estimate. A strictly analogous behaviour, however, is not observed in the outer chords (Figs. 2e, h)): at $r = 25$ cm, e.g., a local maximum of the k spectrum is observed at about the same position as in the case of hydrogen. A substantial difference only occurs at $k < 4$ cm$^{-1}$ with a drastic increase of the scattering signal compared to hydrogen. Keeping in mind the finite k resolution of the scattering device ($\approx 1.2$ cm$^{-1}$) the dip in the k spectrum on top of Fig. 2e) may in reality be even more pronounced. Again the k spectra in the low frequency range have no maximum.

Helium: The features of the k spectra in $He^{++}$ discharges appear to be somewhat in between those observed in the comparable $H^+$ and $D^+$ discharges.
Fig. 2: "Isotope scan": k spectra of scattered signal power in the frequency intervals indicated measured at three different positions with hydrogen, deuterium and helium gas filling. For each row the vertical scales of the plots are comparable. For the columns the vertical scales are not comparable. Different vertical scales for the two frequency channels in particular for the vertical chord $r = 39.5$ cm. \[ \begin{align*} \text{H}^+ & \quad n_{eo} = 6 \times 10^{13} \text{ cm}^{-3} \\ T_{eo} & = 0.5 \text{ keV} \\ \text{D}^+ & \quad n_{eo} = 6.8 \times 10^{13} \text{ cm}^{-3} \\ T_{eo} & = 0.62 \text{ keV} \\ \text{He}^{++} & \quad n_{eo} = 7.5 \times 10^{13} \text{ cm}^{-3} \\ T_{eo} & = 0.85 \text{ keV} \\ I_p & = 320 \text{ kA} \\ B_t & = 2.2 \text{ T} \end{align*} \]
b) Variation of electron temperature.

Figs. 3a),b) show k spectra - in the interval 55-400 kHz - observed in "cold" and "hot" hydrogen discharges in the chord r = 25 cm. While the discharge current and the toroidal magnetic field were kept constant, the electron densities in the hot discharges are a factor of 4 lower. The change in the shape of the k spectra going from "cold" ($T_e = 0.5$ keV) to "hot" ($T_e = 1.25$ keV) hydrogen plasmas is strikingly similar to the change of the k spectra observed when going from "cold" ($T_e = 0.5$ keV) hydrogen plasmas to "cold" ($T_e = 0.65$ keV) deuterium plasmas (Figs. 3a),c) ). This similarity is noteworthy since both changes ($H^+$, $T_e = 0.5$ keV) + ($H^+$, $T_e = 1.25$ keV) and ($D^+$, $T_e = 0.5$ keV) + ($D^+$, $T_e = 0.62$ keV) imply about the same change in $\rho_s$. On the other hand this similarity also shows that no $\rho_s$ scaling of the maxima of the k spectra with $T_e$ can be deduced.

c) Variation of the toroidal magnetic field.

In deuterium the toroidal magnetic field was varied from 1.9 T to 2.8 T while keeping the line electron density and the safety factor constant. A substantial decrease of the fluctuation level with increasing field is observed which is consistent with the mixing length model.

d) Density scaling.

The rms value of the frequency integrated scattered power scales linearly with the mean electron density. This was established for $n_e < 5 \times 10^{13}$ cm$^{-3}$ in the important k range and in different spatial chords. This scaling is consistent with a fluctuation level determined by the mixing length criterion.

C. Frequency spectra.

In the central chord which sees primarily poloidally propagating fluctuations a maximum of the scattered power is observed around ~ 100 kHz in the dominant k range. This is on the order of the diamagnetic drift frequency evaluated in the gradient region of the discharge. Using the system in the heterodyne mode the direction of propagation with respect to the laboratory frame can be determined. When the scattering wavevector is oriented poloidally the fluctuations are found to propagate predominantly in the electron-diamagnetic direction for k $\geq$ 8 cm$^{-1}$. In the outer channel close to the separatrix where k is mainly oriented radially narrow frequency spectra centered around zero are observed indicating little or no radial propagation.

Fig. 3: k spectra in "cold" hydrogen (a), "hot" hydrogen (b) and "cold" deuterium discharges. Note the similarity of the spectra in "hot" hydrogen and "cold" deuterium.
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Introduction

We have investigated the behaviour and effects on plasma transport of edge \((r/a > 0.9)\) electrostatic and magnetic fluctuations in the DITE tokamak \((R=1.19\, \text{m}, a=0.23\, \text{m})\) using a fast reciprocating array of five 4-pin electrostatic and two-point magnetic \((\hat{B}_r)\) probes which extended \(\approx 70^\circ\) poloidally and was centred on the outside midplane. Each probe had two of the pins aligned in the vertical direction, with two 2.75mm dia. coils placed coaxially 4.0mm behind the pins. The poloidal separation was 4mm. The system was used to produce one-shot radial profiles of mean and fluctuating plasma parameters by acquiring data in short \((1\, \text{ms}/2\, \mu\text{s})\) bursts during the stroke or to acquire long \((32\, \text{ms}/2\, \mu\text{s})\) streams of data with the probe held at a fixed radius for \(\approx 50\, \text{ms}\) (to be compared with a typical flat-top duration of 300ms.) The results presented here were obtained in helium plasmas \((I_p=80-100\, \text{kA}, B_\phi=1.5-2\, \text{T})\).

Electrostatic fluctuation levels and transport

The simplest of measurements of the electrostatic fluctuation levels assumes that \(T_e/T_i \approx 0\). A Langmuir probe held in ion saturation then measures local density fluctuations and if it is left floating it measures plasma potential fluctuations. In tokamaks one finds generally that under this assumption the Boltzmann relation is not satisfied,\(^1\) i.e. \(\hat{n}/n \neq \hat{V}_p/T_e\), where \(V_p\) is the plasma potential and \(\hat{\cdot}\) denotes a fluctuating quantity. This has also been found for DITE in hydrogen\(^2\). In these helium discharges we find that, in the region of the limiter, the Boltzmann relation is approximately satisfied. The presence of temperature fluctuations can affect this simple measurement as well as estimates of particle flux from two-point measurements of \(V_a\). One method that in principle can resolve all the quantities of interest (i.e. \(\hat{n}/n, \hat{E}, \hat{T}/T\) and their cross-correlations has been used successfully on the ZETA device\(^3\) and more recently on the TOSCA\(^4\) and TEXT\(^5\) tokamaks. It involves studying the variation of the current fluctuations to a double probe as a function of applied voltage \(V_a\). If \(j = F(x_1...x_n, V_a)\) then to first order

\[
\langle \hat{j}\hat{j} \rangle = \sum_{n,m} \frac{\partial F}{\partial x_n} \frac{\partial F}{\partial x_m} \langle \hat{x}_n\hat{x}_m \rangle \left(1 - \frac{\delta_{nm}}{2}\right).
\]
A linear least-squares fit to the \((\vec{j}, \vec{F})\) curve may then be used to obtain the time averaged quantities \(\langle \vec{x} \times \vec{x} \rangle\). For a double probe aligned in the poloidal direction \(x_1 = n\), \(x_2 = E_\theta\) and \(x_3 = T_e\).

We applied this method to a series of shots during a density scan (Fig. 1.) The term \(\langle \vec{n}, \vec{E} \rangle\) is of particular interest in this case as it is proportional to the cross-field particle flux, \(\Gamma = \langle \vec{n}, \vec{E} \rangle / B_\theta\). Its estimated error (from shot-to-shot scatter and the standard deviation of individual fits) is \(\pm 30\%\). In Fig. 2 we show the particle confinement time as a function of line average density extrapolated from a measurement 12° above the midplane. The equivalent confinement time based on limiter probe measurements is also shown for comparison. The corresponding cross-coherence \(\gamma_{nE}\) lies in the region 0.18-0.32, increasing with \(\bar{n}_e, \bar{n}/n\) increases with density from ~0.2 to ~0.4 and \(\bar{E}_\theta\) decreases with density from ~4000 to ~2000V/m. The fluctuation driven flux as a result has a minimum at \(\bar{n}_e \sim 3.5 \times 10^{19} m^{-3}\).

The estimated error on \(\bar{T}/T\) for each 32ms/2ms acquisition is very large. However by normalising the data to the fitted values of \(\bar{n}/n\), which have small (2 – 5%) errors, one can obtain from the density scan (16 shots) \(\bar{T}/T_e = (0.9^{+0.2}_{-0.4}) \bar{n}/n\), but with no density resolution. Using this formula for \(\bar{T}/T_e\) over the whole dataset we can estimate \(T_{TE} = 0.20 \pm 0.15\) and \(\gamma_{nT} = 0.15 \pm 0.10\). Here we have assumed that the fluctuation characteristics are insensitive to \(\bar{n}_e\). Using the temperature measured at the limiter radius we can obtain a value for the ‘convective’ heat flux \(Q_C = 2 \times \frac{3}{3} \bar{T} \Phi\) where \(\Phi\) is the total particle outflow and compare it to the total non-radiated power \(Q_{NR}\) (Fig. 3.) We see that \(Q_C < Q_{NR}\) except at the lowest densities. The data on \((\bar{T}, \bar{E})\) indicate an additional ‘conductive’ contribution to the heat flow \(Q_T = \frac{3}{3} \bar{n}(\bar{T}, \bar{E}) / B_\theta = (Q_C \pm 0.75 Q_C) / 2\) (electrons only.)

The relation between magnetic and electrostatic fluctuations

We investigate the relation between electrostatic and magnetic fluctuations in three ways: by direct cross-correlation between \(\vec{B}\) and the ion saturation current \(\vec{j}\) or the floating potential \(\vec{V}_f\) signals, by comparison of their propagation characteristics and by observing their scalings with varying line average density \(\bar{n}_e\). All these methods appear to be dominated by spatial effects, as the \(\vec{B}\) coils are sensitive to non-local current perturbations.

Direct correlation measurements on the same probe indicate good correlation amplitude (defined as \(\Gamma_{12}(\omega) = \sqrt{P_{12}(\omega)^2 + Q_{12}(\omega)^2} / \sqrt{P_{11}(\omega) P_{22}(\omega)}\), where \(P(\omega)\) is the power spectrum and \(Q(\omega)\) the quadrature spectrum, both averaged over a frequency range \(\Delta \omega\) between \(\vec{j}\) and \(\vec{B}\) in the frequency region of maximum \(\vec{j}\) (at the limiter radius, Fig. 4.) A radial scan indicates that this correlation dissappears below that of two uncoupled noise sources (dashed line) nearer the wall (Fig. 5.) The correlation between \(\vec{V}_f\) and \(\vec{B}\) shows similar behaviour. This is consistent with previous observations on TEXT[6] that showed good correlation only near the limiter radius.

Two-point measurements of \(\vec{V}_f\) and \(\vec{B}\) provide the mean wavenumber \(\bar{k}\) and its standard deviation \(\Delta k\) in the poloidal direction as a function of frequency. In the region of good correlation we find \(\bar{k}_m \sim \bar{k}_e / 3\), with \(\Delta k_{m,e} \sim \bar{k}_{m,e}\), where the subscript
m stands for magnetic and the subscript e for electrostatic. The discrepancy in phase velocity can be explained in terms of spatial filtering which will tend to decrease the signal contributions of high-\(k_z\) \(\tilde{j}_\parallel\) perturbations that do not originate exactly at the probe radius.

As the density increases the peak of the cross-correlation of Fig.4 moves to lower frequencies, following the peak in electrostatic fluctuation spectral power. At the highest densities the cross-correlation dissappears, but this is not surprising as the peak of the electrostatic fluctuation spectrum is now within the dominant core-MHD region (< 20kHz.) If we express \(\tilde{B}_r/B_0 = G\beta_x\tilde{n}/n\) we find \(0.8 < G < 4\), decreasing with increasing \(\tilde{n}_e\). At the frequency region of good correlation (\(\Gamma_{12}/\Gamma_{NOISE} > 2.5\)) we find that \(G\) is virtually independent of density at \(G = 0.65 \pm 0.05\).

**Discussion and Conclusions**

The electrostatic fluctuations in DITE are large amplitude and broad-band as in other tokamaks. In general they do not obey the Boltzmann relation \(\tilde{n}/n = \tilde{V}_p/T\) although this can be affected by temperature fluctuations. By analysing the double probe mean square current fluctuation characteristic we obtain estimates of density, electric field and temperature fluctuation levels as well as their correlations. The correlation between density and poloidal electric field provides estimates of the fluctuation driven particle flux which are sufficient to account for ohmic and ECRH global particle losses. Temperature fluctuation levels can be relatively high at \((0.9^{+0.2}_{-0.4})\tilde{n}/n\). For \(T_i \sim T_e\) the turbulence model of Hahm et al\[7\] predicts \(\tilde{T}/T \sim (L_n/L_T)(m_e/m_i)^{1/6}\tilde{n}/n\) or, for this DITE scan \(\tilde{T}/T = (0.1 - 0.4)\tilde{n}/n\), decreasing as \(\tilde{n}_e\) increases. A possible explanation for the lower densities would be \(T_i > T_e\), but not for the higher densities where the discrepancy is largest.

The convected power carried by the electrostatic fluctuations is always significant, although an accurate comparison with the non-radiated power may be affected by possible asymmetries. The temperature fluctuation level allows the possibility of conducted power making up the deficit at high \(\tilde{n}_e\).

Finally the correlation data between the magnetic and electrostatic aspects of the turbulence suggest that the magnetic fluctuations found at the tokamak edge can be accounted for by the magnetic aspect of the 'electrostatic' turbulence and are not an independent phenomenon. Their levels (< 0.5G) are generally too small to cause any significant particle or heat transport in the edge.
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Fig. 1: Edge temperature and density at the limiter radius against line average density. He, 80 kA, 1.55 T.

Fig. 2: Particle replacement time from the electrostatic fluctuations (●) and limiter probe measurements (•).

Fig. 3: Fluctuation convected power (●) and total non-radiated power (•).

Fig. 4: Cross correlation amplitude $\Gamma$, cross-spectrum amplitude $A$ and cross-phase $\Phi$ between ion current and $B_z$ signals on the same probe stalk at the limiter radius. He, 80 kA, 1.55 T, $2.4 \times 10^{19} m^{-3}$.

Fig. 5: Cross correlation amplitude at the frequency peak of the ion current fluctuations between ion current and $B_z$ signals on the same stalk, as a function of radius. He, 85 kA, 1.62 T, $2.55 \times 10^{19} m^{-3}$. 
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1) Introduction
During the last few years, injection of frozen H2-D2 pellets into tokamak devices has proved to be a successful tool to refill the plasma and to build up high plasma densities with good confinement properties /1,2/. This is of great importance for the future design of a reactor-relevant tokamak machine, where good confinement will be important for ignition /3/.

On ASDEX, where repetitive pellet injection with a centrifuge is possible, the physical properties of pellet-refuelled discharges were intensively studied /2,4,5/. It was found that the density limit in ohmic as well as in additionally heated discharges can be substantially increased /2/. In ohmic discharges line-averaged densities of \( n_e = 1.4 \times 10^{20} m^{-3} \) (for \( q = 2.7 \)) were reached with pellet injection, compared with a maximum of \( n_e = 0.6 \times 10^{20} m^{-3} \) with gas puff alone.

Parallel to the increase of the density limit, phases with improved particle and energy confinement were found /2,5/. The changes in transport coefficients and the suppression of sawtooth activity triggered by pellet injection lead to enhanced inward drift of particles and correlated peaking of the density profile.

During these sawtooth-free phases in ohmic discharges energy confinement times of up to 170 ms were observed on ASDEX, compared with values of about 85 ms without pellet injection.

It turned out that not every discharge refuelled by pellets shows improved confinement /2,4/. Proper conditioning of pellet and gas puff fuelling is necessary because recycling and the plasma edge density strongly affect the transport properties and confinement. Without the support of additional gas puff and neutral gas flow from recycling, which expands only 1-5 cm into the plasma until it is ionised, most of the ablated pellet mass, which is ablated at about half the minor plasma radius, is lost between two pellets and no density build-up is possible. So careful adjustment of the additional gas puffing rate is necessary to achieve successful density buildup and long-lasting phases of good confinement.

Because of this experience, it was considered useful for further investigations of pellet-refuelled discharges to build up an online feedback system to control simultaneously - pellet injection by the central density of the plasma - gas puff by the edge density by using two channels of the existing 16-channel Thomson-scattering diagnostic in conjunction with a fast microprocessor system.
2) Technical description of the online feedback system

The schematic setup of the feedback system is given in fig. 1. Two channels of the ASDEX Thomson-scattering diagnostic /6/ at the centre \((r = 0.1a)\) and near the edge \((r = 0.75a; \text{minor radius } a = 40\text{cm})\) of the plasma were used for the online density measurements. The raw data from the two channels are read out from ADC’s by a fast CAMAC microprocessor. The module calculates the temperature and density and creates control signals for the pellet centrifuge and the gas valve within the time interval of two successive laser pulses (17 ms). For development and compilation of the programs the processor module is connected with a medium frame computer (sun workstation).

Pellet injection is coupled to the central density: if the actual density in the plasma centre is greater than the threshold value, an inhibit signal is created. The pellet centrifuge, which is able to inject pellets at minimum intervals of 20 ms, then stops injection until the central density falls below the threshold.

The gas valve is feedback-controlled by the plasma edge density (in this paper "plasma edge" refers to \(r = 0.75a\)) measured by the online system and fed into the gas valve control unit. It there replaces the commonly used HCN interferometer signal. To avoid problems in the start phase of the discharges, gas puff control is made with HCN-interferometry until 0.6 s, and then the control is switched to the new online feedback system.

A complete program cycle between laser triggering and response (control signals) takes about 10 ms. The precision of the online measurements is better than 5% in the plasma centre and better than 10% at \(r = 0.75a\).

3) Discharges controlled with the new feedback system

Figure 2 shows an ohmic discharge \((B = 2.2 \text{T}; I = 380 \text{kA}; q = 2.7)\) where the pellet injection and gas valve are simultaneously controlled by the feedback system. The threshold for pellet injection was \(n_e(r = 0.1a) = 7 \cdot 10^{19} m^{-3}\) and the edge density \(n_e(r = 0.75a)\) was adjusted to \(3 \cdot 10^{19} m^{-3}\). The pellet mass was \(4 \cdot 10^{19}\) atoms, the pellet velocity \(200 \text{ m/s}\) and the repetition rate 30 Hz.

After several injected pellets, when the central density reaches the threshold, the central density still rises because of the anomalous inward drift of the ablated pellet mass. This peaking of the density profile can typically last a few 100 ms. The peaking factor \(n_{eo}/<n_e>\) rises to about 2.6 and the global energy confinement time \(\tau_E\) increases up to 140 ms. Normally the onset of sawteeth then leads to a sudden drop of the central density resulting in the restart of pellet injection.

Density build-up by pellets, peaking during post-pellet phases and the onset of sawtooth-activity result in a slow oscillation of the central density around the threshold.

The scatter of the online measurement of the plasma edge density leads to fast changes in the gas puffing rate, but the delayed reaction of the plasma averages over a period of about 50 ms so that the edge density remains relatively stable at the adjusted level.

Figure 3 shows a discharge with feedback-controlled pellet injection \((m_p = 1.3 \cdot 10^{20}\) atoms, \(v_p = 600\text{ m/s}\), threshold \(n_e(r = 0.1a) = 1.3 \cdot 10^{20} m^{-3}\) and additional heating
(ICRH 1.6 MW). With high heating power, the particle confinement is rather poor and phases with peaking of density profiles are missing. This results in more rapid oscillations around the threshold of the central density.

In a series of ohmic discharges (B = 2.2 T, \( I_p = 380 \) kA, \( q = 2.7 \), threshold for pellet injection \( n_e(r = 0.1a) = 1 \cdot 10^{20} m^{-3} \)), we examined the influence of the edge density for successful density build-up (see fig. 4).

With low edge density \((3.5 \cdot 10^{19} m^{-3})\), corresponding to missing additional gas puff and low recycling, only weak density build-up by pellets can be achieved. Rapid particle loss of the ablated pellet mass due to high density gradients at the plasma edge prevent a substantial increase of the density. With enhanced edge density \( n_e(r = 0.75a) = (4 - 5) \cdot 10^{19} m^{-3} \) pellet injection already starts at higher density and the threshold is reached after a few pellets. Higher edge density \((6 \cdot 10^{19} m^{-3})\) leads to even faster density build-up, but results in an early disruption. The observation of enhanced radiation at the plasma edge and in the divertor chamber indicates that the discharge runs into an edge density limit.

4) Conclusions

The new online feedback system has proved to be a promising instrument to optimize density build-up by pellet injection and to stabilize discharges at high densities. Further improvements of the feedback system are planned where additional diagnostics for online recognition of important changes of plasma characteristics can be included. This should allow precautions to be taken to prevent density limit disruptions. Especially close to the density limit, edge radiation cooling and central accumulation of impurities can result in disruptions /2/.
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Fig. 1: Scheme of the online density feedback system

Fig. 2: Feedback controlled discharge with pellet injection
a) pellet inhibit signal
b) injected pellets
c) central density $n_e(r=0.1a)$
d) gas valve
e) edge density $n_e(r=0.75a)$

Fig. 3: Discharge with pellet injection and additional heating ICRH 1.6 MW
a) Pellet-inhibit signal
b) $n_e(r=0.1a)$

c) $n_e(r=0.75a) = 3.5 \times 10^{19} \text{ m}^{-3}$

Fig. 4: Ohmic discharge with pellet injection central density $n_e(r=0.1a)$ for
a) $n_e(r=0.75a) = 3.5 \times 10^{19} \text{ m}^{-3}$
b) 4.5

c) 6.0
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INTRODUCTION

Measurement of inward propagation of temperature and density perturbations, produced when a superficially penetrating pellet is injected into JET, have been used previously to determine radial thermal and particle diffusivities in Ohmic and NBI heated H-mode plasmas. These have yielded $\chi_\text{e}$, $\chi_\text{p}$, $D_\text{e}$ and $D_\text{p}$ simultaneously in the same spatial region in the plasma core [1,2]. Simplifying approximations were made that the evolution of temperature and density could be uncoupled, because $T_\text{e}$ was observed to evolve very much faster than $n_\text{e}$. These approximations need to be revised in view of subsequent measurements of the long-time evolution of $T_\text{e}$ and $n_\text{e}$ into the core and edge plasmas. A coupled model without these approximations reproduces previous results and also describes the new features which are observed experimentally, allowing determination of $\chi_\text{e}$ and $D_\text{e}$ from evolution of $T_\text{e}(r,t)$ alone. The coupled model is also used to interpret Langmuir probe measurements of temperature and density perturbations propagating outward to the plasma edge. In this paper we discuss qualitatively the additional features observed experimentally and those obtained in the coupled model simulation. The improved measurement and simulation capability discussed here enlarges the scope of the diagnostic applications of small perturbations produced by pellet injection for transport investigations in JET, yielding simultaneous determinations of radial $\chi_\text{e}$ and $D_\text{e}$ in the core and edge plasmas.

THE MODEL

The equations governing the evolution of electron temperature and electron density profiles are

$$\frac{\partial W_\text{e}}{\partial t} + \text{div} \cdot Q_\text{e} = -n_\text{e}kT_\text{e} \cdot \text{div} \cdot V + S_\text{w}$$  \hspace{1cm} \text{eq. 1}

and

$$\frac{\partial n_\text{e}}{\partial t} + \text{div} \cdot \Gamma_\text{e} = S_\text{e}$$  \hspace{1cm} \text{eq. 2}

where

$$W_\text{e} = \frac{3}{2}n_\text{e}(r,t)kT_\text{e}(r,t)$$

$$Q_\text{e} = \frac{3}{2}kT_\text{e}\Gamma_\text{e} - \chi_\text{e}n_\text{e}V_\text{e} + q_\text{P}$$

$$\Gamma_\text{e} = -D_\text{e}n_\text{e} + \Gamma_\text{p}$$

$W_\text{e}$ is the electron energy density, $Q_\text{e}$ is the electron heat flux, $S_\text{w}$ is the thermal heat source. The first term on the right-hand-side of eq.1 is the 'adiabatic source' corresponding to work done by compression due to flow $V$. $\Gamma_\text{e}$ is the particle flux, and $S_\text{e}$ the electron source in eq.2. $Q_\text{e}$ is made up of contributions from convection, conduction and a 'thermal pinch' $q_\text{P}$. The particle flux similarly has contributions from diffusion and a 'particle pinch' $\Gamma_\text{p}$. The use of the 'pinch' terms $q_\text{p}$ and $\Gamma_\text{p}$ is suggested by
previous investigations of thermal and density transport in JET[3,4]. The
departure from the uncoupled model[1] is the inclusion of convective term
in eq.3, the 'adiabatic source', and that eq.1 and eq.2 are integrated
simultaneously. The methodology for integrating the continuity equations
(1&2) above for electron energy and particle density, and for constructing
the initial and boundary conditions has been described before[1].

EVOLUTION OF PERTURBATIONS IN THE CORE PLASMA

Fig.1 illustrates the need for upgrading the model. Fig.1a shows a
measurement reported previously[1], shot #12770, for which the plasma
parameters are: \( B_0 = 2.1 T, I_0 = 3 MA, n_0 = 2 \times 10^{19} m^{-3}, T_e(0) = 2.9 keV, \)
and \( T_i(0) = 1.5 keV \) with OH alone. The small pellet penetrated to a radius \( r_p/a = 0.65 \),
and the sawtooth inversion radius was \( r_c/a = 0.3 \). The measured evolution of
\( T_e(r,t) \) in the region \( 0.55 r/a \leq 0.6 \) was modelled giving \( \chi_e = 2.8 \pm 0.3 m^2/s \),
using the uncoupled model. Similarly for evolution of \( n_e(r,t) \), giving
\( D_e = 0.4 \pm 0.1 m^2/s \). However, the uncoupled model is unable to simulate the
observed recovery of \( T_e \) for long times, and therefore its prediction of \( T_e \)
evolution deviates from observations such as one shown in fig.1b for
#20074. The parameters for #20074 are: \( B_0 = 3.2 T, I_0 = 3 MA, n_0 = 4 \times 10^{19} m^{-3}, T_e(0) = 6.7 keV, \)
and \( T_i(0) = 4.2 keV \) with 8MW of ICRF heating. The pellet
penetrated to a radius \( r_p/a = 0.47 \), and the sawtooth inversion radius was
\( r_c/a = 0.22 \). Pulse #20074 can not be used for simulation of \( T_e(r,t) \) evolution
because the recorded data is not adequate to construct a reliable initial
condition. Therefore #12770 has been modelled for illustration. Fig.2
comparing the modelled evolution of \( T_e(r,t) \) for #12770 using the model in
which the evolution of \( T_e(r,t) \) is uncoupled from that of \( n_e(r,t) \) by putting
\( \delta n_e/\delta t = 0 \), neglecting the convective term in \( Q_e \) and the 'adiabatic source'
term, with that using the coupled system of eq.1 and eq.2. In both models
\( (S_w - \div \cdot q_p) \) is computed for the equilibrium before the pellet and is kept
constant during the subsequent evolution of \( T_e(r,t) \). Fig.2 shows that by
including the density evolution the long-time behaviour of \( T_e(r,t) \)
characterized by the minimum in \( T_e \), such as that observed in #20074 shown
in fig.1b, can be simulated. Fig.2 also shows that the short-time evolution
of \( T_e(r,t) \) is not affected by the differences in the two models, and that
the same best value of \( \chi_e \) would be recovered from both. For the simulations of
fig.2 typical values \( \chi_e = 3 m^2/s \) and \( D_e = 0.3 m^2/s \), constant between \( r_p \)
and the measurement points, are used as previously[1]. Fig.3 shows that at
fixed \( \chi_e \) the position of the minimum in the \( T_e(r,t) \) evolution is sensitive
to the magnitude of \( D_e \). The magnitude of \( \chi_e \) controls the evolution of
\( T_e(r,t) \) in the short term, whereas \( D_e \) controls its ulterior evolution. Thus
\( D_e \) may be determined both from evolution of \( n_e(r,t) \) as well as from that of
\( T_e(r,t) \) for the same event. More importantly, both \( \chi_e \) and \( D_e \) can be deduced
from measurements of \( T_e(r,t) \) alone. This realization is of great value
since in JET the measurement of \( T_e(r,t) \) is inherently more accurate than
that of \( n_e(r,t) \). The ability of the coupled model to simulate the minimum
in \( T_e(r,t) \) is a consequence of allowing evolution of \( n_e \) in eq.1, making
both \( T_e \) and \( n_e \) tend to their initial equilibrium. In contrast, in the
uncoupled evolution in which \( n_e \) was kept constant at its value immediately
after pellet injection, \( T_e \) evolved to a new equilibrium. Lastly, analysis
of the effect of the convective and 'adiabatic source' terms in the coupled
model shows that neglecting them does not make a qualitative change to the
evolution, but can give inaccuracies in the deduced values of \( \chi_e \) and \( D_e \).

EVOLUTION OF PERTURBATIONS IN THE EDGE PLASMA

The outward propagation of perturbations has been measured using
Langmuir probes. Fig. 4 shows the evolution of $T_e$ and $n_e$ at the plasma edge following injection of a pellet with $r_p/a = 0.2$. The plasma parameters for pulse #20936 are: $B\phi = 2.5T$, $I = 3MA$, $n_e = 2.3 \times 10^{19} m^{-3}$, $T_e(0) = 2keV$, $T_i(0) = 1.8keV$, with $r_c/a = 0.3$ and with OH alone. The measurements shown in fig. 4 indicate that the evolution of $T_e$ and $n_e$ can not be uncoupled and that the perturbations travel to the plasma edge at similar speeds, with $T_e(a)$ reaching a minimum at $\tau_T = 100ms$ and $n_e(a)$ reaching a maximum at $\tau_n = 150-200 ms$ after pellet injection. These measurements have been modelled using the coupled system of eq. 1 and eq. 2 to yield $\chi_e$, $D_e$. Fig. 5 shows the model prediction for the times $\tau_T$ and $\tau_n$, plotted against diffusivities $\chi_e$ and $D_e$ averaged over the plasma between $r_p$ and the measurement points. Comparison of the measurement and simulation, fig. 4 and fig. 5, gives $\chi_e \approx 2 \pm 0.3$ m$^2$/s and $D_e \approx 0.9 \pm 0.2$ m$^2$/s, giving $\chi_e/D_e \approx 2.2 \pm 0.8$. However, in the example used here the pellet penetrates far into the plasma and so in propagating to the edge, the perturbation samples part of the core as well as the edge plasma. Moreover, the perturbation caused in the equilibrium plasma parameters is large. Therefore the results can not be considered to be representative of the plasma in near stationary conditions.

CONCLUSIONS

This paper discusses advances in simultaneous determination of electron thermal and density transport in the plasma core and the plasma edge, using a single pellet induced perturbation event. The realization that accurate measurements of $T_e(r,t)$ alone in the plasma core yield both $\chi_e$ and $D_e$ is very valuable. Langmuir probe measurements of perturbations in $T_e(a)$ and $n_e(a)$ permit determination of $\chi_e$ and $D_e$ in the plasma edge without recourse to subsidiary assumptions about gas disorption from the walls, as in HPP studies using sawteeth. No general conclusions about the relative behavior of $\chi_e/D_e$ in the plasma core and the plasma edge can be made due to weaknesses in available data. The work reported here thus prepares the ground for extensions of ongoing investigations of thermal and density transport in JET, and the relationship between them.
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Comparison of the evolution of $T_e(r,t)$ after pellet injection from the uncoupled (•) and coupled (○) models, for several radii, exhibiting their difference in the long-time evolution.

Modelled evolution of $T_e$ for fixed $X_e$ and different values of $D_e$ from the coupled model. The long-time behaviour is affected by $D_e$ and the minimum in $T_e$ is delayed when $D_e$ becomes smaller. Comparison is also shown with the uncoupled model, which is unable to produce the recovery in $T_e$.

Langmuir probe measurements of edge electron temperature and density evolution following pellet injection.

Predicted arrival times in the plasma edge, from the coupled model, of the minimum in $T_e$ ($T_T$) and the maximum in $n_e$ ($T_n$) after pellet injection as a function of $X_e$ and $D_e$, averaged between $z_p$ and the plasma edge. $T_T$ is obtained for different $X_e$ and constant $D_e=0.9$ m$^2$/s which corresponds to $T_n=155$ ms. In the models the density evolution is independent of $D_e$, and the coupling only affects the evolution of $T_e$. Therefore $T_T$ depends only on $D_e$. 

Therefore $T_T$ depends only on $D_e$. 
Impurity behaviors in pellet fuelled plasmas were investigated in NB heated limiter discharges. The central soft X-ray signals and the intensity of the TiXXI line were decreased just after the pellet injection and after that kept on increasing until large sawtooth oscillation or large $m=1$ internal mode appeared. The time evolution of the TiXXI line emission indicated that the density of the titanium ions increased in the central region of plasma.

1. Introduction

In pellet-fuelled JT-60 plasmas, peaked profiles of electron density and sawtooth-free plasmas were obtained, and the fusion product defined by $n_e(0)T(0)$ achieved $1.2 \times 10^{20}$ m$^{-3}$g-keV with NB heating [1]. Impurity behaviors of pellet fuelled plasmas were investigated in the hydrogen limiter discharges and the helium limiter discharges with high power (8-20 MW) NB heating. The impurity transport has been analyzed by a one-dimensional and time dependent impurity transport code [2].

2. Experimental observations and results

Time evolutions of the electron temperature and density profiles were measured by a Thomson scattering system in several repeated shots. The $Z_{\text{eff}}$ values, impurity lines and soft X-ray emission were measured by visible monochromators, a crystal spectrometer, grazing incidence spectrometers and a PIN photo diode array with 250 µm beryllium windows. The radiation loss was also measured by a bolometer array.

2.1 Hydrogen pellet injection to the hydrogen limiter discharge

The hydrogen pellet injection experiments into the hydrogen limiter discharges were carried out with 8 MW NB heating under the condition of $B_T=4.5$ T and $I_p=2.1$ MA. The temporal evolutions of the electron density and temperature profiles are shown in Fig.1. The electron density remained a peaked profile at 200 msec ($t=5.6$sec) after the pellet injection ($t=5.4$ sec). Figures 2 (a) and (b) show the time evolutions of the central soft X-ray emission SX$_{center}$ and TiXXI (2.6 Å), TiXX (259.3 Å) and TiXII (460.7 Å) line intensities, respectively. Figures 2 (c), (d), (e) and (f) show the time evolutions of the line integrated electron density $n_e$ ($r/a=0.6$), NB power $P_{NB}$, the central electron temperature $T_e(0)$, the central electron density $n_e(0)$, the line averaged visible $Z_{\text{eff}}$ ($r/a=0.6$), and concentrations of carbon and oxygen. In these figures, the central soft X-ray signal and the TiXXI line intensity decreased just after the pellets injection and after that kept on increasing until the sawtooth oscillation appeared. The $Z_{\text{eff}}$ values decreased from 2.5 to 1.5 just after the pellets injection and increased to 2.3 after one second. The carbon and oxygen concentrations were estimated by the $Z_{\text{eff}}$ values and intensity ratios of CVI (33.7Å) to OVIII (18.97Å) lines [3], as shown in Fig.2(f). In this figure, closed squares and open squares indicate the carbon and oxygen...
concentrations respectively. The carbon concentration $n_C/n_e$ decreased from 3.5% of the electron density to 1% just after the pellets injection and the oxygen one $n_O/n_e$ also decreased from 1% to 0.5%. We estimated soft X-ray intensity with using the fraction ratios of carbon and oxygen impurities.

In Fig. 2 (a), the open circles show the time evolution of the central soft X-ray signal which were numerically calculated by assuming dominant light impurities because of little contribution from Ti impurity (~ 0.001%). These values well simulated the measured one by the electron density peaking and the temperature recovering. On the other hand, it is difficult to explain the time evolution of the TiXXI line intensity without the increase of the central titanium ion density. It is roughly estimated that the density of Ti$^{20+}$ ions at 6.2 sec is 1.5 times as high as that at 6.0 sec, because the central electron temperature and the density is almost constant as shown in Fig. 2 (d). This result indicates that the central density of titanium ions apparently increase until the sawtooth oscillation appears. The more detailed analysis has been carried out by the impurity transport code.

2.2 Hydrogen pellet injection to the helium limiter discharge

The hydrogen pellet injection experiments to the helium limiter discharges were carried out with high power (15-20MW) NB heating under the condition of $B_T=4.8T$ and $I_p=3.1MA$. In these discharges, the large m=1 internal mode appeared. Before the large m=1 internal mode, the peaked electron density profile was kept for about one second after the last pellet injection, as shown in Fig. 3 and Fig. 4 (d). In Fig. 4 (a), the time evolutions of the central soft X-ray signal and the intensity of the TiXXI line decreased just after the pellet injection and after that kept on increasing until the large m=1 internal mode appeared. Since the central electron density and temperature are almost constant from 6.5 sec to 6.8 sec as shown in Fig. 4 (d), the density of the Ti$^{20+}$ions at 6.8 sec is roughly estimated to be twice as high as that at 6.5 sec. After the large m=1 internal mode appears at 7.05 sec, the density of the Ti$^{20+}$ions decrease. This means that the density of Ti$^{20+}$ ions, which exist in the central region of plasma, increase until the large m=1 internal mode appears.

3. Summary

Impurity behaviors of pellet fuelled plasmas were investigated. The increase of the titanium ion density in the central region of plasma was observed and quenched, followed by appearing sawtooth oscillation or m=1 internal mode. The analysis by the impurity transport code is in progress.
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Fig. 1 Radial profiles of the electron density $n_e$ and temperature $T_e$ before the pellet injection ($t=5.4$ sec), and at 200 msec ($t=5.6$ sec) and 1.0 sec ($t=6.4$ sec) after the pellet injection in NB heated hydrogen limiter discharges.

Fig. 2 Time evolutions of (a) the central soft X-ray signal $S_X_{\text{center}}$ and the intensity of TiXXI line, (b) the intensities of TiXX and TiXII lines, (c) the line integrated electron density $n_e(r/a=0.6)$ and the NB power $P_{\text{NBI}}$, (d) the central electron temperature $T_e(0)$ and density $n_e(0)$, (e) the visible $Z_{\text{eff}}(r/a=0.6)$, (f) the carbon concentration $n_c/n_e$ and the oxygen concentration $n_O/n_e$. (In hydrogen limiter discharges)
Fig. 3 Radial profiles of the electron density $n_e$ and temperature $T_e$ at 500 msec ($t=6.5$ sec), at 800 msec ($t=6.8$ sec) and 1.3 sec ($t=7.3$ sec) after the pellet injection in NB heated helium limiter discharges.

Fig. 4 Time evolutions of (a) the central soft X-ray signal $S_{X_{\text{center}}}$ and the intensity of TiXXI line, (b) the intensities of TiXX and TiXIX lines, (c) the line integrated electron density $n_{el}(r=a=0.6)$ and the NB power $P_{\text{NB}}$; (d) the central electron temperature $T_e(0)$ and density $n_e(0)$, (e) the visible $Z_{\text{eff}}(r/a=0.6)$. (In helium limiter discharges)
FAST COOLING PHENOMENA WITH ICE PELLET INJECTION IN JIPP T-IIU TOKAMAK
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Introduction
Ice pellet injection experiments have been carried out with a pneumatic pellet injector in order to study thermal transport of toroidal plasma just after pellet injection in JIPP T-IIU tokamak. Electron temperature and electron density profiles have been measured by 10 ch. grating polychromator (ECE) with high time resolution (Δt= 2 μsec), and 6 ch. HCN laser interferometer, respectively. The cut-off problem of ECE signals due to density rise has been carefully avoided. The results from the ECE measurements as well as those from the Soft X-ray measurements show fast cooling phenomena inside q<1 region. Profile measurements of electron density and temperature just after the pellet injection suggest the existence of anomalously fast thermal conduction of the plasma inside the q<1 region.

Experimental Results
Figure 1(a) shows time evolution of the electron temperature at 10 different major radii when an ice pellet has been injected from low-field side into the plasma. Cooling front (the start of temperature decrease at each radius) has been indicated by arrows in the figure. Signals of high-field side decrease almost simultaneously with those of low-field side because of fast thermalization along magnetic field lines. These properties with toroidal symmetry will indicate the absence of cut-off problem of ECE signals due to density rise. Propagation of the cooling front is simply shown in Fig.1(b), where solid line is drawn by least squares method of 4 points for major radius larger than 95 cm. The cooling velocity Vc in the outer region is in the range of about 700m/s~1600m/s, which is comparable or slightly greater than the pellet velocity Vp(400m/s~700m/s). While in the central region, the propagation velocity is significantly greater than the velocity Vp. This behavior has also been observed in the case of soft X-ray signals by 6 ch. detector array(SXR) as shown in Fig.1(b).

In order to examine this fast cooling phenomena at the central region, the density profile is simultaneously measured. Figure 2 shows the electron temperature and density profiles
before and after the pellet injection. The pellet is mainly ablated at about half radius in this case and the density profile becomes a hollow one. The electron temperature in central region decreases quickly and the profile is symmetric with respect to the plasma center. On the other, the central density does not increase so quickly in sharp contrast to the fast decay of the central temperature. These experimental observations suggest that the fast cooling of the central region is attributed to the heat conduction rather than the particle convection.

A drastic change of the velocity seems to occur around the q=1 surface, as shown in Fig.1(b). To examine relation between this position and q=1 surface, pellets have been injected into plasmas with various plasma currents or at the different phase of the sawtooth period. As shown in Fig.3(a), the propagation of ultra-fast cooling front occurs always inside the q=1 surface. On the other hand, when pellet is injected into the plasma with no sawtooth oscillation, cooling front propagates to the plasma center with a constant velocity in the same range with pellet velocity. These experimental observations may indicate the correlation between the q=1 surface and the starting region of propagation of the ultra-fast cooling front. As shown in Fig.3(b), the radius to start propagation normalized by radius of q=1 surface seems to correlate with the phase of sawtooth, where 0% and 100% means just after and just before sawtooth crash, respectively. Although the solid line has an offset, these characteristics might have some relation with sawtooth crash phenomena.

Conclusion
The investigation of ice pellet injection into JIPP T-IIU plasma has been carried out in order to study thermal transport of toroidal plasma.

The experimental results from multi-channel ECE measurements show the significantly fast propagation of cooling front inside the q=1 surface, where the experiments have been done so carefully as to avoid the cut-off problem of ECE signals due to the density rise after the pellet injection. This ultra-fast cooling phenomena has been confirmed also by the measurements of soft X-ray signals. From the simultaneous observations of density and temperature profiles just after the pellet injection, the fast cooling phenomena of the central region of the plasma may be attributed to the heat conduction rather than the particle convection.

In addition, the experiments have been carried out to study the relation of the fast cooling phenomena with the role of q=1 surface. Although the mechanism is not yet clear, the relation between this phenomena and characteristics of sawtooth crash has been suggested.
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Fig. 1(a) Time evolution of the electron temperature with 10 ch. grating polychromator at different major radius. A pellet is injected from the large major-radius side.

Fig. 1(b) Properties of cooling front measured with ECE (shown by arrows in Fig.1(a); closed circles) and SXR (open ones).
Fig. 2 Electron temperature and density profiles before (open circles) and after (closed ones) pellet injection. The electron density profile has been measured with 6 ch. HCN laser interferometer.

Fig. 3(a) Comparison of the radius to start the ultra-fast cooling with that of q=1 surface.

Fig. 3(b) Radius to start propagation of the ultra-fast cooling, normalized by that of q=1 surface as a function of sawtooth phase.
THE PELLET TRAJECTORY TOROIDAL DEFLECTION IN T-10
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The runaway electron diagnostics in tokamak using pellet trajectory toroidal deflection was proposed in reference [1]. This deflection is produced by the pressure difference along the toroidal direction during pellet ablation. The simplest situation corresponds to the free-molecular or adiabatic neutral cloud expansion. In this case, following [1] one can obtained the first momentum equation:

$$
\frac{d M}{d t} \frac{V_p}{P} = \alpha \frac{S}{\varepsilon} \left[ Q_0(t) - Q_0'(t) \right] = \alpha \frac{d M}{d t} \Psi \quad (1)
$$

Here $Q_0$, $Q_0'$ are co- and counter-current heat fluxes onto the pellet surface; $dM/dt$, $M_p$, $V_{pz}$ - mass evaporation rate, mass and toroidal velocity of the pellet; $m_c$, $\varepsilon = 8.8$ eV - atomic mass and sublimation energy of carbon; $U_s = (5kT_s/3m_c)^{1/2}$ - evaporated carbon atom velocity; $S$ - area of the pellet cross-section perpendicular to the magnetic field line; $\Psi = (Q_0 - Q_0') / (Q_0 + Q_0')$ - heat flux asymmetry factor; $\alpha = <\cos^2\phi>$ with $\phi$ being the angle between the pellet surface normal and magnetic field. The $\alpha$ value vary from 2/3 for sphere to 1 for disk pellet form.

There are two circumstances simplifying the analysis of the trajectory deflection for carbon pellet in comparison with hydrogen ones. Firstly, electron heat fluxes incident onto the pellet surface $Q_0$ may be less than their values $Q_0'$ outside the ablation neutral and plasma clouds. It is known that the hydrogen pellet shielding being significant [2], it is not easy to calculate the shielding factor $\delta = Q_0'/Q_0$ and asymmetry factor $\Psi$. The evaporation of carbon pellets in T-10 plasma was described in the terms of the neutral shielding model with $\delta - \delta^* - 1$ [3,4]. In this case the asymmetry of heat fluxes can be approximated by
undisturbed value $\Psi = (Q_+^+ - Q_+^-)/(Q_+^+ + Q_+^-)$. Secondly, the evaporation rate $N$ being known the carbon pellet surface temperature $T_s(5000 \,^°K)$ and velocity $U_s (2.4 \cdot 10^5 \,\text{cm/s})$ may be calculated [3,4]. In the case of hydrogen pellet ablation the cloud heating by the incident electrons is strong, so the calculation of pressure difference on the pellet surface during evaporation makes a rather complicated hydrodynamics problem.

The values of $M_p(t)$ and $\frac{dM_p}{dt}$ in (1) can be derived using an experimental evaporation rate $N(t)$. Thus we calculated asymmetry factor $\Psi$ by means of the pellet toroidal deflection. We also obtained separately $Q_+^-$ and $Q_+^+$ values using the equation for pellet ablation rate

$$\frac{dM_p}{dt} = -m_c \cdot N = -m_c \cdot \frac{Q_+^+ + Q_+^-}{\epsilon} \cdot S_\perp \, (2)$$

Besides we assumed the cross-section area to be

$$S_\perp(t) = \pi r_{po}^2 \cdot \left\{ 1 - \left[ \frac{1}{2r_{po} n_c} \int_0^t [ Q_+^-(t') + Q_+^+(t') ] \, dt' \right]^2 \right\}, \, (3)$$

that can be derived considering that the heat fluxes $Q_+^\pm$ onto the pellet surface projection normal to the magnetic field line to be uniform.

Fig.1 presents the scheme of experiment as well as a photograph of carbon pellet moving along the vertical axis of T-10 tokamak. The photograph was taken in the direction perpendicular to the pellet trajectory plane in visible spectral range during the whole evaporation time.

In Fig.2 the heat flux $(Q_+^+ + Q_+^-)/2$ and asymmetry factor $\Psi$ for shot #47877 with $I_p = 306 \,\text{kA}$, $B = 2.76 \,\text{T}$, $a = 32 \,\text{cm}$, $q = 3.2$ and $n_e = 1.5 \cdot 10^{13} \,\text{cm}^{-3}$ are shown. Corresponding evaporation rate curve, the pellet trajectory and the toroidal acceleration are shown as well. Pellet injection was performed during the ECRH pulse. A good agreement between the experimental ablation rate and the calculated ones obtained using the neutral shielding ablation model [3] allows to estimate asymmetry $\Psi$ and compare one with $\Psi$ values.

The asymmetry of electron heat and particle fluxes in strongly influenced by the ratio $\gamma = E/E_d$ of electric field $E$ to Driecer field $E_d = 4\pi^2 n_e l nA/T_e[5]$. Taking into consideration that in fact
\( \gamma \sim 0.03 \ll 1 \), we used the classic representation for particle \((j/e = n_e u)\) and heat \((q_e = 5 n_e T_e u/2 + f(Z_{\text{eff}}) n_e T_e u)\) fluxes in fully ionized plasma \([6]\). The weak function \( f(Z_{\text{eff}}) \) is tabulated in \([6]\): \( f(1) = 0.71; f(2) = 0.9; f(3) = 1.0 \). Thus the heat flux asymmetry due to the current density \( j(r) \) is

\[
\psi_o(r) = -\frac{q_e}{2 Q_t} = -\frac{(2.5 + f(Z_{\text{eff}})) \cdot j(0) \cdot Z_{\text{eff}}(0)}{\sqrt{B T_o(r)/m_e n_o(r) e Z_{\text{eff}}(r) / T_o(r)^{3/2}}}
\]

where \( Q_t = n_e V_o T_e / 2 \) is a Maxwellian heat flux. The current density value \( j(0) \) in \((4)\) was derived from the total plasma current \( I_p \) under the assumption of \( Z_{\text{eff}} = \text{const}(r) \). The absolute value of \( Z_{\text{eff}} \) in our experiments never exceeded 1.7.

It is evident from Fig. 2c that \( \psi_o \) values exceed the experimental ones. This disagreement increases while the pellet penetrates into the plasma. It seems amazing, as one could rather expect the experimental value to be greater due to some other effects (such as runaways) that were not taken into consideration. This kind of mismatch may arise from several reasons. The first one is the influence of \( Z_{\text{eff}}(r) \), that is hardly known within plasma periphery. However, reasonably changing of \( Z_{\text{eff}} \) profile can’t reduce the current density and \( \psi_o \) values within the evaporation region more than \( 30-50\% \). The second one can be due to the ablation and acceleration models being more sophisticated, so that to reduce \( \psi \) in accordance to \( \psi_o \) values.
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Fig. 1
a) The scheme of experiments on the T-10 tokamak
b) The photograph of carbon pellet trajectory

Fig. 2
a) ablation rate
b) experimental pellet trajectory
--- pellet toroidal acceleration $a_t$
c) heat flux $Q_e = (Q_e^- + Q_e^+)/2$
--- experimental asymmetry factor $\Psi$
--- calculated asymmetry factor $\Psi_o$
SCALING OF EXPERIMENTALLY DETERMINED PELLET PENETRATION DEPTHS ON ASDEX
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1) Introduction
During the last decade injection of pellets has been established in a number of laboratories to refill a plasma discharge and improve plasma performances such as the density limit and global confinement times.

The improvement of confinement properties is closely connected with the achievement of peaked density profiles /1/. To establish peaked profiles, it is favourable if the injected pellets penetrate deep enough into the plasma. Especially the scaling to future fusion-relevant tokamaks raises the question of the required pellet velocities for the design of pellet injectors.

Parallel to this, great efforts were made to understand the theory of pellet ablation in a plasma. The commonly used theory for pellet ablation, the Neutral Gas Shielding (NGS) model of Parks et al. and Milora et al. /2,3/, describes the ablation rate as a function of the plasma parameters $T_e$, $n_e$, and the pellet mass $m_p$ and velocity $v_p$. In a later extension of this theory the effect of the shielding due to the ablated cold plasma was included /4/, resulting mainly in a weaker scaling of the penetration depth with the pellet velocity /5/.

In this paper we compare experimentally determined penetration depths on ASDEX with a simple scaling law on the basis of the NGS ablation theory and the additional assumption of linear $T_e$ and $n_e$ profiles, like Büchle et al. /6/.

2) Model of a simple scaling law for pellet penetration depths
If one assumes linear profiles for both the electron temperature and density ($T_e(r) = T_{e0} \cdot (1 - r/a)$; $n_e(r) = n_{e0} \cdot (1 - r/a)$; minor radius $a = 40$ cm), the integration over the whole ablation process can be solved analytically, if the pellet velocity $v_p$ remains constant. For the penetration depths $d$ one than gets the result /6/

$$d \sim Z^{1/3} \quad \text{with} \quad Z = \frac{v_p \cdot m_p^{5/6}}{T_{e0}^{5/3} \cdot n_{e0}^{1/3}},$$

where $T_{e0}, n_{e0}$ stand for the electron temperature and density in the plasma centre.

The typical temperature profiles for ohmic, NI- and ICRH-heated discharges with $q > 2.3$ are shown in fig. 1. It can be seen that the assumption fits quite well for ICRH discharges, whereas for ohmic and NI-heated discharges for $r < 0.5a$ the profile begins to flatten.

The assumption of a linear density profile is not critical for the model because the ablation rate is rather insensitive to changes in density compared with changes in temperature. The temperature enters with a higher exponent in the ablation rate than the density.
3) Experimental technique
In ASDEX the pellets were injected with a centrifuge pellet accelerator with a maximum speed of about 700 m/s and a maximum repetition rate of 50 Hz. The actual velocity was measured with a light barrier technique with a precision of better than 1%. The masses of the pellets were varied from 0.1 to 1.5 \( \cdot 10^{20} \) atoms and were measured by a microwave detector with an error of about 10%.

The pellet penetration was determined by the \( H_\alpha \) radiation which was emitted during the ablation process and measured with fast photodiodes. A typical example of the emitted \( H_\alpha \) signal is given in fig. 2. The penetration depth is calculated from the temporal duration of \( H_\alpha \) emission and the measured pellet velocity with curvature of the pellet trace in the plasma and changes of the pellet velocity being neglected. Additionally, photos of the pellet ablation trace were taken to identify significant deflection of the pellet.

The plasma temperature and density were measured with the 60 Hz Thomson scattering diagnostic. The accuracy of the data for the central electron temperature and density is about 5%. The range covered by the experimental data varied for the central temperature from 0.5 to 1.5 keV and for the density from 0.3 to 1.5 \( \cdot 10^{20} \) m\(^{-3}\).

4) Results
Several hundred pellets were injected into ohmic and additionally heated discharges (L-mode). The results of the experimentally determined penetration depths plotted versus the logarithmic scaling parameter \( Z \) are shown in fig. 3. The error of the penetration depth is about 1 cm if one neglects effects of deflection and deceleration. Comparison with photographic measurements shows significant discrepancies only for high-power NI heating, where interaction with fast ions can result in a change of the transverse velocity of the pellet. The error in \( Z \) is about 15% and originates mainly from the pellet mass determination and uncertainties in the plasma temperature.

The data were analysed with the SAS statistic program package /7/. The results of a fit \( d \sim Z^\alpha \) are given in table 1. For \( q \geq 2.3 \), where the temperature profile can be well approximated by a linear profile, the fitted exponents \( \alpha \) are in good agreement with our simple model, which gives \( \alpha = 1/3 \). For low \( q \) values of about 2.0 there is a significant change in the temperature profile, which becomes broader (see fig. 1). In this case the assumption of linearity only holds until about \( r = a/2 \), whereas towards the centre the temperature profile flattens. Therefore our linear ansatz for these profiles gives too low temperature values for \( r < 0.5 \) a. As an approach to the profile effects we included the safety parameter \( q \) in our statistical analysis:

\[
d \sim Z^\alpha \cdot q^\beta
\]

which results in a scaling of the penetration depth with \( q^{0.5} \).

In a second step we analysed the statistical scaling of the penetration depth with the pellet parameters \( v_p \) and \( m_p \). The results are \( d \sim v_p^{0.31} \cdot m_p^{0.26} \) for ohmic and \( d \sim v_p^{0.35} \cdot m_p^{0.28} \) for NI-heated discharges. This is again in reasonable agreement with the theoretical prediction arising from the NGS theory and our model of linear profiles, which gives \( d \sim v_p^{0.33} \cdot m_p^{0.19} \). The slightly higher exponent in the pellet mass may result from the shape of the pellet, which differs from the assumed spherical form.
5) Discussion

For ohmic and NI-heated discharges with $q \geq 2.3$ as well as ICRH-heated discharges, where the assumption of linear temperature profiles holds quite well, the results of our statistical analysis is in good agreement with the scaling law based on our simple model.

In the case of OH- and NI-heated discharges with low $q$, the temperature profile shows a significant $q$-dependence and the flattening of the temperature profile towards the plasma centre has to be taken into account especially for low $q$ values. In our simple scaling law this effect was included by the additional factor $q^{1/2}$.

The agreement between the predicted scaling law of our model and the experimental data becomes even better if one corrects the assumed power law $d(r_p)/dt \sim T_e^{5/3}$ in the ablation theory of Parks et al. in the range $100 \text{ eV} < T_e < 600 \text{ eV}$ to $T_e^{1.44}$ according to Chang and Thomson /8/. This leads to a somewhat higher exponent $\alpha$ between 0.33 and 0.37 in the prediction.
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<table>
<thead>
<tr>
<th></th>
<th>$d \sim Z^\alpha$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q &gt; 2.3$</td>
<td>$q \approx 2.0$</td>
<td>$d \sim Z^\alpha ; q^\beta$</td>
</tr>
<tr>
<td>OH</td>
<td>$\alpha = 0.38(3)$</td>
<td>$\alpha = 0.37(3)$</td>
<td>$\alpha = 0.34(2)$</td>
</tr>
<tr>
<td>NI</td>
<td>$\alpha = 0.34(2)$</td>
<td>$\alpha = 0.32(2)$</td>
<td>$\alpha = 0.38(2)$</td>
</tr>
<tr>
<td>ICRH</td>
<td>$\alpha = 0.35(4)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

table 1: results of the statistical analysis

the number in parenthesis gives the error in the last figure.
Fig. 1: measured electron temperature profiles on ASDEX

Fig. 2: $H_\alpha$ signal of a pellet injected into an ohmic discharge

Fig. 3: Plot of measured pellet penetration depths vs. log(Z)
REPETITIVE PELLET INJECTION COMBINED WITH ION CYCLOTRON RESONANCE HEATING IN ASDEX

J.-M. Noterdaeme, R. Büchse, R. Lang, R. Loch, V. Mertens, F. Ryter, W. Sandmann, F. Wesner, ICRH Team, Pellet Team, ASDEX Team

Max-Planck-Institut für Plasmaphysik

Introduction Deuterium pellets were injected into ICRF heated discharges (both second harmonic heating and hydrogen minority heating scenarios) with repetition rates between 12 and 30 Hz. The ICRH power deposited in the plasma was increased up to 1.0 MW. Large improvements in the energy content of the plasma could be obtained. In particular with second harmonic heating at $P_{tot} = 1$ MW and high plasma current (460 kA), confinement times of 100 ms were achieved; this is similar to pellets into an OH plasma, 50% higher than ohmic and a factor 2 above L-mode. For discharges with successful density and energy content increase a correlation was found at the saturation between the $m=1$ sawtooth precursor activity at the pellet time point and the energy increase due to the pellet. The machine was boronized.

Second harmonic heating ASDEX discharges ($R=1.67$m, $a=0.4$m, $B_t=2.3$ T, $I_p=380$-460 kA) heated with hydrogen second harmonic ICRF (67 MHz) were refuelled with D pellets (up to $20,5 \times 10^{19}$ atoms, 600 m/s), see also [1]; this is in contrast to injecting the pellets first and then heating the plasma. At low power the density peaks, with a large increase of the stored energy (Fig. 1).

![Graph showing total stored energy versus total deposited power](image)

Fig. 1. Total stored energy versus total deposited power ($P_{tot} = P_{OH} + 0.6 P_{ICRH,coupled}$) into the plasma for discharges with 380 kA plasma current and second harmonic heating. The reduction of the energy content at high power can be partially compensated by shortening the time between pellets.
Fig 2a. Time traces for a discharge where the density was successfully built up and the energy increased. I_p = 380 kA, P_tot = 1 MW, dt pellets = 50 ms.

Fig 2b. Time traces for a discharge where the density could not be markedly improved. All external parameter settings were identical to the discharge of Fig 2a. except for a 1 cm outward shift of the plasma.
At higher power and low repetition rate, the peaking and resulting increase in energy would be gradually lost. It could however be recovered by increasing the repetition rate of the pellets. Penetration depths of the pellets range from 19 to 27 cm (the radius of the q=1 surface for 380 kA is typically 13 cm). The ability to peak the discharge and increase the central density (Fig. 2) seems to be related to a reduction in sawtooth frequency and possibly the ability to deposit the pellet mass closer to the center. The increase in stored energy is directly related to the increase in central density (and the peaking factor). Fig. 3 shows the confinement time as a function of power at constant density. The discharges are still sawtoothing and no impurity accumulation is observed.

For discharges with successful density increase (Fig. 2a) and improved confinement a strong m=1 activity develops prior to the sawtooth crash. If the pellet comes into the discharge at a time when this strong activity is present, then the pellet often triggers the sawtooth crash, further energy improvement is halted and even reversed (Fig 2a, t=2s). Under some conditions, the phasing of the sawteeth with respect to the pellet time can be such that the sawtooth crash occurs some time prior to the injection of the pellet. At the pellet
time the amplitude of the \( m=1 \) oscillation is small or zero and a further increase of the energy is possible (Fig 2a, \( t>2.25 \)). Fig 4 shows the energy increase due to a pellet as a function of the \( m=1 \) amplitude in which the pellet is injected. The two outliers are pellets with particularly low mass.

The highest values of stored energy were obtained at higher plasma currents (Fig 5 with values up to 100 kJ, and a confinement time of up to 100 ms, at 460 kA). The decrease with power, however, seems to be steeper.

In a discharge where the pellets were injected first, followed by the ICRH, the peaking obtained with the pellets in the ohmic phase was lost at the beginning of the ICRH phase but started slowly to recover after a while (Fig. 6). Due to pulse length limitations, it is unclear as to whether the discharge would develop fully as in the case where the discharge was first heated and pellets injected into the heated discharge.

**Minority heating** Deuterium pellets were also combined with H minority heating in He. The improvement with respect to the L-mode is smaller than in the case of second harmonic heating. The peaking factors did not achieve the high values obtained with second harmonic heating. Shown in Fig. 7 is the plasma energy content vs total power for different timing of the pellet injection. Included are also for comparison, points of ICRF heated discharges at constant density, and ICRF heated discharges where a density increase was forced through strong gas puffing. A slight improvement of the energy content is obtained at the higher densities, a further slight improvement can be obtained with the pellets.

![Energy content of the plasma vs total power, minority heating. Ip = 380 kA. Points are also shown with gas refuelled ICRH discharges at constant density (x) and gas refuelled, forced density increase ICRH discharges (•). For the data points (•), the effective frequency of the pellets was feedback controlled with the central density. At low power it was close to 100 ms, at high power close to 33.3 ms.](image)
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EVOLUTION OF PELLET CLOUDS AND CLOUD STRUCTURES IN MAGNETICALLY CONFINED PLASMAS

L.L. Lengyel and G. Zavala

Max-Planck-Institut für Plasmaphysik, EURATOM Association

The subject of this study is the spatial and time evolution of initially low-temperature high-density particle clouds in magnetically confined hot plasmas, such as those produced by ablating cryogenic hydrogen pellets in fusion machines. Particular attention is given to such physical processes as heating of the cloud by the energy fluxes carried by incident plasma particles (classical flux-limited energy transport by thermal electrons along the magnetic field lines, anomalous heat conduction across them), gasdynamic expansion with $\vec{J} \times \vec{B}$-produced deceleration in the transverse direction, finite-rate ionization and recombination (collisional and radiative) processes, and magnetic field convection and diffusion. The Lagrangian approximation used allows one to take into account all relevant physical processes that affect the radial expansion and deceleration of the cloud particles, including the change of the magnetic field topology [1].

Numerous scenario calculations were made with systematic variation of the four basic input parameters: $\dot{N}_{sro}$, $n_{s0}$, $T_{s0}$, and $B_0$ (representing particle source strength, undisturbed plasma parameters, and magnetic field strength, respectively). In each scenario run, the radial distributions of all relevant cloud parameters were computed in a self-consistent way. The cloud characteristics were monitored at the moment of reaching the maximum cloud radius, and at time instants after the quasi-steady state had been reached (i.e. at 10 µs and 20 µs of the cloud expansion time).

We shall give here a brief description of the effects of the major input parameters on the basic cloud characteristics, as seen from the results of calculations. One should bear in mind that the basic cloud parameter that was found to affect all other quasi-steady characteristics is the stopping or confinement radius. The stopping time associated with the radial confinement of the plasmoid ($t(R_{cld} = R_{max})$) is closely related to the ionization time of the outer plasmoid layer and is a complex function of various factors (rate of mass deposition, heat input rate, and magnetic field strength).

Let us now consider the effect of the rate of mass release or particle source strength. The results of calculations show that the cloud radius increases as the number of particles deposited. This is so because it takes longer to ionize a larger number of neutral particles and thus the cloud has a longer time to expand before interaction with the magnetic field begins. The bulk (mass-averaged) cloud temperature of the plasmoid notably decreases whereas the average density increases with increasing mass deposition rate, the latter in spite of the larger cloud cross-sections inherent at higher deposition rates. The bulk ionization degree attained at the moment of radial confinement decreases with increasing source strength. It is noteworthy that the radial expansion of the plasmoid comes to a full stop at relatively low average ionization degree values. Of course, the outer plasmoid layer is already ionized at this time. With regard to the effect of the source strength on the diamagnetic state of the cloud, the results show that the average
magnetic field trapped at the moment of radial confinement decreases with increasing source strength. This is a consequence of the larger initial radial momentum gained in the absence of early ionization: after a frozen-in state has been reached at the plasma periphery, the expanding neutral core continues to push this ionized layer outward, thus further reducing the average magnetic field inside the cloud.

With regard to heat flux (background plasma parameters) and magnetic field effects, the time necessary for ionization of the outer plasmoid shells is a function of the balance between the deposition rate of the cold particles and the heat flux available for heating and ionizing these particles. On the other hand, the confinement radius of the plasmoid layers (and thus the value of all quasi-steady plasmoid parameters) is defined by the balance between the pressure build-up (pressure gradients) and the retarding $\mathbf{j} \times \mathbf{B}$ forces, both of which are again functions of the energy input rate (the latter through the electrical conductivity value). In addition, the retarding force is also a function of the magnetic field strength and its distribution as well. The results of calculations show that the “quasi-steady” plasmoid properties are complex functions of all these parameters combined. At low and intermediate plasma temperatures ($T_{e}^{\infty} \approx 5$ keV for the set of representative pellet and plasma parameters considered), the ionization time and hence the vacuum expansion time preceding the moment of interaction with the magnetic field rapidly decrease with increasing incident heat flux. At the same time, the rate of pressure build-up is not sufficient to balance the $\mathbf{j} \times \mathbf{B}$ force (except at rather low magnetic field strengths), and the maximum attainable plasmoid radius continuously decreases with increasing plasma temperature. The stronger the magnetic field, the more pronounced is this effect. At higher energy input rates the pressure build-up is sufficient to prevent further radius reduction or even makes the plasmoid radius grow slightly as the ambient plasma temperature, in spite of the reduced ionization time. The variations of both the maximum attainable and the “quasi-steady” plasmoid radii with the strength of the magnetic field applied are quite pronounced: the stronger the magnetic field the smaller is the stopping radius. The dependence of the average plasmoid density and the bulk plasmoid temperature on the magnetic field strength (i.e. on the magnitude of the stopping radius) is pronounced: the higher the m.f. strength, and thus the smaller the plasmoid radius, the higher is the bulk plasmoid density and the lower is the bulk plasmoid temperature. The plasmoid density, just as the plasmoid radius, is a relatively weak function of the background plasma temperature. More pronounced is the heat flux dependence of the bulk plasmoid temperature. With regard to the diamagnetic state of the plasmoid, the plasmoid becomes pronouncedly diamagnetic when subjected to higher heat fluxes (plasma temperatures), particularly at lower magnetic field strengths. The reason for such behaviour is obvious: higher plasma temperatures means shorter ionization times at the plasma periphery; hence a frozen-in state is reached at an earlier time instant. Furthermore, lower applied magnetic field strengths allow further gasdynamic expansion during the frozen-in state.

The major results of these computations may be summarized as follows (for further details see [1]):

(a) Field-aligned structures
The separation distance between the field-aligned inhomogeneities evolving during the cloud expansion and ionization phases is related to the only characteristic length inherent in this process: the ionization radius. Gaussian (peaked) density profiles and inverted (hollow) temperature profiles result with function value variation of about two orders of magnitude from the plasmoid centre to the plasmoid periphery (see Fig. 1). Also the structure of the field-aligned flutes that develop at the plasmoid boundary coincides, at some time instant, with an $m = 2$ poloidal disturbance pattern, again with the ionization (confinement) radius as characteristic separation length between them. The lifetime of these structures is measured on hydrodynamic and resistive diffusion time scales.

(b) Effect of pellet motion
Since the average expansion velocity of the cloud surrounding the pellet is usually much larger than the pellet flight velocity, a pellet crossing its own ablating cloud is not likely to affect the cloud structure as long as it is not in direct contact with the high-temperature ionized outer shell. However, during passage through the ionization layer, however short this time period may be, the pellet is exposed to heat fluxes that may be considerably higher than those experienced in the interior of the cloud. Once the pellet is outside the ionization shell, a new low-temperature gas bubble is blown around it and the cloud evolution is expected to repeat itself. Obviously, the ablation rate and the associated cloud expansion dynamics may become strongly modulated by the periodic passages through the high-temperature cloud layers. The alteration of the cloud expansion dynamics and of the ablation rate during the pellet flight across the ionization shell has not yet been quantitatively clarified. Similarly, also the cloud structures associated with pellet velocities comparable to cloud expansion velocities remain to be investigated.

(c) Consequences for pellet ablation models
There are no simple or analytical means of quantitatively predicting the physical properties of shielding clouds surrounding ablating pellets. It is possible, of course, by making rather drastic simplifying assumptions regarding the shielding effect, to derive some scaling laws for the pellet penetration depth, but no reliable predictions can be made on the basis of these laws. It is also possible to set up empirical or semi-empirical relations for the ablation rate and to validate these models (i.e. to select the values of some free parameters entering these relations) on the basis of experimental results. These models cannot, however, be applied, with a sufficient degree of certainty, to predictive calculations either. Experience shows that validating ablation models and fitting calculated pellet penetration depths, density profiles, etc. to measured ones are rather difficult tasks. Uncertainties and/or scattering in some of the crucial experimental data, such as the actual pellet mass interacting with the plasma, the true pellet velocity and its possible temporal variation, the electron temperature profile immediately prior to pellet injection, etc., make validation rather difficult. Ablation rates and pellet penetration depths observed in different tokamaks were reproduced by means of different ablation models, which, however, are not supposed to be machine-specific. The experimental observations of Durst et al. [2] and others, as well as the results of the present and previous calculations, indicate that ablation is an inherently transient process determined on the whole by the evolution of the shielding cloud around it and by the modulation of
the cloud characteristics (in space and time) by the presence of the magnetic field (the magnetic confinement of the ionized fraction of the cloud). Hence an ablation model that is predestined for predictive pellet penetration calculations in fusion-grade plasmas should take these aspects into account. Besides, the development of such a model should be accompanied by experiments with accurate measurements of all essential data concerning not only the pellet-plasma interaction but also the shielding cloud evolution processes. The shielding cloud models, too, need verification or validation.
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Figure 1: Time evolution of the radial temperature profile in the cloud for a typical particle deposition scenario.
TOKAMAKS
A6 H-MODE
TRANSPORT OF IMPURITIES DURING H-MODE PULSES IN JET
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The transport of impurities during the H-mode is very different from that observed in the other regimes. This is clearly evident in the quiescent discharges where the confinement time of impurities $\tau_i$ increases by a much larger factor than the energy confinement time. Large values of $\tau_i$ are measured in all the quiescent H-mode discharges in spite of the variety of impurity behaviour observed corresponding to different plasma parameters and operating scenarios. The condition of the machine has an influence on the role played by the various impurities, but this does not seem to affect the flow patterns of these ions substantially. In particular, oxygen, which was often detected as the dominant radiator, can be reduced to a negligible fraction by He conditioning of the carbon X-point tiles or limiters or by evaporating beryllium in the vacuum vessel. Nevertheless, the behaviour of the residual impurities in otherwise similar discharges remains substantially unchanged.

The transport patterns appear in fact to be affected by the plasma parameters and their profiles. In particular, two extreme transport regimes are presented in the following. These discharges have been modelled with the aid of a recently developed fully time-dependent impurity transport code using heuristic profiles for the impurity diffusion $D$ and the convection velocity $v$.

**High Density H-Mode Discharges.** This group is characterised by hollow electron density profiles (fig.1A), whose average value increases with time. Due to the very strong reduction of the oxygen content and the use of strong gas puffing /1/, the duration of the H-mode phase was extended up to 5.4 sec: in such cases the average electron density $<n_e>$ increases during the H-phase from $\sim 2 \cdot 10^{19} \text{ m}^{-3}$ to $\sim 7.5 \cdot 10^{19} \text{ m}^{-3}$.

During the initial 4 sec, most of the radiated power is emitted from an outer layer (indicating accumulation of impurities in that region) and increases linearly with time, i.e. at the same rate as $<n_e>$. This behaviour has already been described for oxygen dominated discharges in /2/.

After this time, a new phase develops where $<n_e>$ saturates, as well as the radiation from the peripheral layers, and the radiation profile rapidly fills up, indicating a flow of impurities to the plasma centre.

At the transition to L-mode, the radiation from the outer plasma abruptly decays and subsequently, while the plasma cools down, the radiation from the centre increases (fig.2) indicating a slow loss of impurities from the central region. This is consistent with a low value of $D (\leq 0.05 \text{ m}^2/\text{s})$ in a region around the plasma centre up to $\rho \approx 0.3$, $\rho$ being the normalized coordinate along the minor radius.

The intensities of all spectral lines emitted inside the separatrix show an increase throughout the H-mode and most of them abruptly fall at the transition to the L-mode, while the lines emitted by Ni-ions whose ionisation potential ranges between $\sim 600eV$ and $\sim 2000eV$ rise strongly after the transition.
**Lower Density Discharges.** The discharges grouped here display a rather flat \( n_e \) profile (particularly for \( \rho \leq 0.5 \)) and reach much lower values overall (fig.1B): in a typical discharge \( < n_e > \) increases from a value around \( 1 \times 10^{19} \) m\(^{-3} \) to about \( 2.5 \times 10^{19} \) m\(^{-3} \). They present a distinctively different characteristic impurity behaviour: only the \( K \) line intensity of the most centrally localized ion observed (i.e. NiXXVII) displays a long continuous increase during the H-mode (by a factor \( \approx 5 \)), while the central electron temperature is decreasing, and decays during the ELM-phase up to the transition to \( L \)-mode. The lines from the lowest ionisation stages (NiXVIII,CIII), localized at the very edge, show a sharp decrease at the start, diminish slightly during the \( H \)-phase and increase again later. Other spectral lines show an intermediate behaviour between these two: NiXXV, CVI and CV remaining basically constant or slightly decreasing during the \( H \)-mode, NiXXVI slightly increasing (by a factor \( \approx 1.5 \) ).

The soft X-ray emissivity (to which only the light impurities contribute significantly) also points to an accumulation of impurities in the internal region (\( \rho \approx 0.25 \)) and indicates a depletion in the peripheral zone. (fig.3)

**Modelling.** As pointed out in [2], the strongly shaped profiles of the radiated power and of the X-ray emissivity require that the convection play a dominant role in the transport of impurities. The \( v \)-profiles needed, however, are very different for the two classes of discharges.

The analysis of 1989 high density discharges shows that the transport scheme proposed in [2] for oxygen is also confirmed for heavier impurities such as chlorine and nickel during the phase when the radiated power increases linearly with time. A strong inward convection \( (v \geq 12 m/s) \), highly localised in the region close to the separatrix, satisfactory describes the hollowness in the radiative power profile. Further elements however appear for the case of nickel: on one side the low intensity from the NiXXVII \( K \), indicates a central concentration of Ni of the order of \( 10^3 \), on the other side the high line intensity emitted from the NiXXV ions, whose maximum density lies at about \( \rho \approx 0.8 \), implies that at least 30 \% of the power radiated from the border of the plasma must be ascribed to the nickel. Thus, the experimental data suggest that for a period of 3 sec Ni is reduced by more than an order of magnitude between the region of accumulation restricted at the plasma periphery \( (\rho \approx 0.85) \) and the internal region extending up to \( \rho \approx 0.6 \); such a good screening could be explained in terms either of a \( D < 0.05 m/s \) or a sign reversal of the convection term, i.e. an outward velocity, in the region \( \rho \approx 0.6 \).

The density saturation phase, during which the impurities drift towards the central part of the plasma column in about 500ms, needs a substantial reshaping of the velocity pattern; a finite inward velocity is necessary in the central region to obtain the fast "filling up" of the radiative power profile, while a lower value than in the previous phase may be required at the periphery.

Just after the terminal event characterising the transition to L-mode, the central electron temperature \( T_e \) falls rapidly from \( \approx 2 keV \) to \( \leq 1 keV \) while i) the central radiated power increases by a factor 3 (fig.2), ii) the \( Ly_\alpha \), CVI intensity drops, iii) the lines intensities from NiXVIII up to NiXXI increase. All these data imply that the observed radiation cannot be accounted for by a light impurity such as carbon, so heavier impurities need to be invoked. Unfortunately, during this phase only the central electron temperature is available, but simulations carried out with differently shaped, \( T_e \)-profiles, show that at the time when the \( H \)-mode collapses a Ni axial concentration of the order of \( \sim 10^3 \) accounts for the increase of the total radiation in the plasma centre.
The experimental evidence for the lower density discharges is that from the onset of the H-mode the influx of impurities is strongly reduced (as indicated by the NiXVII and CII lines).
The line intensities of ions localised at the plasma periphery and up to ≈20 cm inside the separatrix (NiXXV, CV, CVI) show that the impurity density is reduced in this region, nevertheless the increasing brightness from the NiXXVII, emitting from the very central region, is a clear indication of "accumulation" of impurities toward the centre. So the total impurity content does not vary much during the H-mode, but its distribution inside the plasma is rearranged.
As before, such behaviour cannot be modelled by a purely diffusive mechanism. A velocity profile less pronounced than in the so-called linear phase of the previous case, but localised more deeply into the plasma is required.
In order to reproduce correctly the rate of increase of the NiXXVII line the maximum inward velocity (located at about ρ=0.4) is of order ≈1 m/s.
The soft X-rays emissivity radial profiles, are mildly hollow, reaching their maxima at ρ=0.25: this feature forces the convection to vanish in the inner core of the plasma.

The simulation of the time evolution of the signal of NiXXVI needs a small or negligible convection velocity for ρ>0.5. The resulting v-profile is plotted in fig.4A.
The same velocity pattern cannot be applied to carbon, which has to account for most of the soft X-ray radiation: the convection zone for C has to be extended to the plasma edge (fig.4B).

Conclusions

The convective transport schemes adopted in the simulations of the two types of discharges were inferred from the information gathered in order to draw a consistent picture from all the available experimental data.
The conclusions are of course subject to uncertainty, but still some unequivocal points have emerged.

On the theoretical side, the neoclassical theory \(1/3\), up to now, constitutes the most detailed description against which the experiments should be checked.
According to this theory, the fluxes of impurities are driven by density and temperature gradients, \(\nabla n\) and \(\nabla T\). The two transport regimes described above have been sorted basically by their contrasting densities and density gradients in qualitative agreement with a neoclassical transport mechanism.

The actual possibility of a quantitative comparison is made difficult by problems both with the availability of the experimental data and with the implementation of the theoretical model. Namely:
i) The intrinsic experimental errors of the temperature measurements imply great uncertainties on their gradients
ii) The functional form of the neoclassical coefficients relating the fluxes to the "thermodynamic forces" depend strongly on the collisionality regimes and also on the geometry; their evaluation in \(1/4\) assumes a circular plasma cross section and this must be kept in mind particularly for JET X-point configurations.

With these caveats, simulations adopting the neoclassical coefficients evaluated in \(1/4\) have been carried out. The velocities do show patterns in agreement with the ones inferred: the contrasting order of magnitude and also the different locations in the plasma between the two cases are reproduced satisfactorily. For example, fig.5 shows the heuristic and "neoclassical" v-profiles for NiXXV for the high density discharge #21022.
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Fig. 1 $n_e$ profiles 0.6 sec into H-mode
A: High Density Discharge #21022
B: Lower Density Discharge #18757

Fig. 2 Radiation Profile
Pulse No. 21022

Fig. 3 X-ray Emissivity
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Fig. 4 Pulse #18757 Convection Velocity Shapes

Fig. 5 Pulse #21022 0.6 sec into H-mode
PARTICLE AND HEAT DEPOSITION IN THE X-POINT REGION AT JET
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In several experiments (DIII-D, ASDEX, PBX, JET), the H-mode has been associated with a favourable heat and particle flow pattern at the edge due to the X-point configuration within the tokamak vessel [1,2]. The observations of these flows have been made with CCD cameras and Langmuir Probes and have been interpreted in the conventional way as heat conduction by electrons along the magnetic field lines [3]. This is appropriate for high collisionality plasmas. However in low collisionality plasmas as is the case in many JET discharges heat convection by hot ions is more important. A magnetic separatrix affects dramatically the convected heat flux, because as particles enter a region of vanishing poloidal field the magnetic drift and diamagnetic drift dominate over the parallel flux term. Thus for a given particle energy, the particle drift orbit is further displaced from the magnetic surface on which it started, as \( B_p \) decreases. The drift becomes purely vertical for \( B_p \approx 0 \). The application of the conventional picture has led to some misinterpretation when comparing the plasma strike zones with the location of the magnetic separatrix deduced by the magnetic equilibrium reconstruction code [4]. We consider here a set of discharges where careful CCD camera observations were made and demonstrate how the correct interpretation of the observed heat strike zones on the vessel is obtained by the detailed analysis of loss cone and particle orbit effects near a magnetic stagnation point.

Two CCD Cameras were used to measure the temperature and particle fluxes at the upper X-point region. The field of view is shown in Fig. 1. It shows two of the thirty two bands of tiles which form the target plates for X-point discharges. The infrared images used for the temperature measurements show the strike zones of particles on the target plates as localised bright spots. The maxima of particle flux intensity derived from \( \text{H}_\alpha \) and carbon line emission coincide with these strike zone positions.

The discrete target tiles are curved in the toroidal direction so that during an Ohmic discharge inner and outer bright spots (called strike zones) appear, each on opposite sides of the apex of the toroidal curvature of the tiles as shown schematically in Fig. 1. The toroidal displacement due to the curvature of the tiles corresponds to flow along the magnetic field lines from different directions.
A first interpretation has been that these strike zones were indeed the footprints of the heat flow along the magnetic separatrix [4]. This interpretation is often at odds with the evidence of magnetic measurements of the separatrix and X-point location: Sometimes the camera sees two hot spots which are well separated radially, when the magnetic X-point is found to be above the tiles. The ohmic phase of discharge 19414 is typical of this type of behaviour (I_p = 3 MA, B_t = 2.8 tesla). In Figure 2a we show the poloidal flux geometry in the vicinity of the target tiles together with the strike zones from the CCD camera, with the X-point position = 4 cm above the target plates.

The magnetic detection of the X-point is obtained from a reconstruction code which solves the full boundary value problem of the Grad-Shrafranov equation using the flux measurements provided by saddle coils and obtaining the best fit to the tangential magnetic field of the pick up coils. The boundary is identified with an accuracy within the standard deviation of the flux measurements (~3%). The reconstruction of numerically generated equilibria is exact. In addition a determination of the X-point involving only a local expansion and using the poloidal magnetic field measurements in the vicinity of the X-point gives similar results as the reconstruction code. The determination of the X-point from both methods indicates the formation of an X-point plasma at the same time. This time coincides with the reduction of H_α emission from the limiter region and the increase of H_α emission in the vicinity of the X-point.

During auxiliary heating with up to 20 MW of neutral beam injection or up to 18 MW of ion cyclotron resonance heating, a third strike zone is observed on the ion drift side of the tile, near the location of the X-point (Fig. 2b). This strike zone has a peak heat flux comparable to or larger than that on the outer strike zone. There is an apparent 200 msec time delay between the rise in the third strike zone and the rise in the heat flux at the outer strike zone, on the electron drift side. The slowing down time for the fast ions for typical edge parameters of T_e = 50 ev, T_i = 1 keV, n_e ~ 10^{19}/m^3, is t_s = 10^{-3} secs, which is significantly less than the observed delay time. The power deposition at this third zone is consistently located at the X-point position as confirmed by erosion damage to the X-point tiles during the 1989 experimental campaign. The erosion damage during this period is shown in Fig. 3 with a histogram of the location of the X-point. The third strike zone is under the X with the outer strike zone well separated from the separatrix. The third strike zone appears at the X-point location during auxiliary heating, only on the ion drift side of the apex of the tiles. The magnetic determination of the X-point location shows no motion of the X-point from the ohmic to the heated case, and the outer strike zone remains in the same location. A simple fluid model is inadequate to describe this heat flux pattern. The heat flux at the third strike zone and the increase in heat flux at the outer strike zone is likely due to power convected by the ions from the plasma to the tiles.

In order to obtain a better understanding of the particle and power deposition on the X-point target plates, the trajectories of charged particles in the confining magnetic field of JET are considered. The trajectories are calculated
using the HECTOR guiding centre code. The code includes the Coulomb scattering processes of dynamical friction, pitch angle scattering, energy diffusion. It also uses the actual plasma magnetic equilibrium, edge density and edge temperature profiles as input. The strike zones observed with the CCD cameras are compared with the particle deposition obtained by the HECTOR code in Figs 4 and 5. The agreement between the observed and calculated hot spots is seen to be good.

In this model the magnitude of the power flux depends critically on the ion temperature near the plasma boundary. Also the appearance of a strike zone near the X-point depends critically on the X-point location: The X-point must be at or above the surface of the tiles. This restriction is consistent with the location of the X-point during the whole of the 1989 experimental campaign, where most discharges had the X-point outside the tile surface (Fig. 6). Some H-mode discharges were obtained with the X-point well beyond the tile surface (10-15 cm) and could be considered to be limiter H-mode discharges.

The heat flux pattern in JET divertor discharges is explained by including the particle orbit effects. These are of course only important when the poloidal gyroradius is comparable to or larger than the characteristic decay length for the power flow in the edge plasma region and when the collisionality is low. These conditions are readily met in JET heated discharges. The consideration of the particle orbits will play an even more important role in the next phase of JET where the collisionality is expected to be even lower and the ion temperature even higher.
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Fig. 1  View of the CCD cameras showing toroidal curvature of the tiles and a poloidal section with the ohmic strike zones shown.

Fig. 2  Separatrix of the JET equilibrium with the heat loading on the tiles during a) ohmic discharge b) Additional heating.

Fig. 3  Frequency of erosion damage on the X-point tiles * superimposed on a histogram of the X-point position during the 1989 campaign.

Fig. 4  Comparison of flux intensity from Monte-Carlo simulation with that of the CCD cameras during an ohmic shot.

Fig. 5  Comparison of flux intensity from Monte-Carlo simulation with that of the CCD cameras during auxiliary heating.

Fig. 6  X-point position relative to target tiles during 1989 campaign. H-mode discharges are indicated by 0.
ICRH PRODUCED H-MODES IN THE JET TOKAMAK
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1. INTRODUCTION. Since the first demonstration of H-mode (high-confinement mode) in 1982 in ASDEX in magnetic divertor configuration using neutral-beam injection (NBI) heating, H-modes are now routinely produced with practically any type (or a combination) of additional heating in most tokamaks that can operate either in closed divertor configuration such as ASDEX, JT-60, or in an open divertor configuration such as JET-2-M, DIII-D, JET etc. (for references see a review paper [1]). In JET, H-modes by ICRH have now been obtained where antennas are located on the low-field side. The early operation carried out with carbon limiters and carbonized nickel antenna screen led to an increased influx of neutral gas and impurities. This tends to impair the edge conditions that are crucial to the production and maintenance of an H-mode. Helium glow-discharge cleaning was also used but, the H-modes with ICRH could only be produced by eliminating specific ICRH impurity effects [2] as follows: (1) Beryllium gettering is applied to the nickel screen and the first-wall of the tokamak, (2) The antenna is used in the dipole (0, π) phasing, (3) The antenna screen blades are inclined at 15 deg. (from the toroidal direction) to align them approximately with the total magnetic field. Also, a fast automatic-matching system based on slight frequency changes [3] together with a slower adjustment of mechanical stubs is incorporated to cope with changes of antenna-plasma coupling at the transition and during the H-mode. The observed scaling of impurity release is compatible with a sputtering mechanism due to RF sheath rectification of the applied RF voltage (in combination with the conventional Bohm sheath) which provides a large dc potential drop in which ions accelerate. “Short-length” [4] gap-sheaths (field line crossing between the antenna blades) and the “long-length” [5] front-surface sheaths (between the contact points of the field line on the two sides of the antenna) can be formed. The deleterious effect of the former is eliminated by aligning the screen to the field line and the latter is made ineffective due to the out of phase operation in the dipole mode (net voltage is zero toroidally). In the case of misalignment, the effect of self-sputtering which is the dominant cause of metallic impurity influx is reduced by beryllium coating for which the self-sputtering coefficient is less than unity. Further, there is a strong Be-gettering which reduces oxygen concentration, (<0.1%) as well as there is a significant reduction of sputtering caused by oxygen ions themselves. Moreover, beryllium environment allows a strong pumping and lowers the influx of neutrals thus reducing recycling. Operation under these conditions allows the production of H-modes with ICRH alone. The duration of H-modes is also longer (in ICRH or other scenarios) as the radiated power is smaller in the Be environment. Though, H-modes have not yet been obtained with monopole operation (which suffers from front-surface sheath effects) of ICRH alone but, the deleterious effects of this phasing do not seem to be dominant in H-modes obtained with combined ICRH + NBI heating taking advantage of better coupling and higher RF power coupled with monopole.

2. EXPERIMENTAL CONDITIONS AND RESULTS. The D-plasma (with H minority-ion) was operated at \( B_r = 2.8 \) T and \( I_p = 3 \) MA in the double-null X-point (DNX) configuration and shaped poloidally to match the antenna profile to obtain good
antenna-plasma coupling. Also, the plasma was brought very close to the midplane antenna side-protection tiles (±1 cm) for better coupling and still produced an H-mode successfully. There are 8 ICRH antennas which are symmetrically distributed around the torus. A JET antenna has essentially two radiating elements that are separated toroidally which can be driven in phase (monopole) or out of phase (dipole). ICRH power is delivered to the plasma by the fast magnetosonic wave which is damped mainly via the minority-ion cyclotron damping in a narrow region (±30 cm) near the ion-ion hybrid resonance zone.

2.1 Typical ICRH H-Mode Time-Trace. In H-modes produced by ICRH alone, all characteristics typical of H-mode discharges are found (see Fig. 1). At the transition from L to H-phase, one can see a sudden drop in $D_e$ emission, a small decrease and then a gradual increase in the radiated power ($P_{rad}$) from the plasma, increase in the plasma density and more importantly an increase in the slope of stored energy ($W_{dia}$, for example) at a constant power level. Also there is an increase in the ion temperature ($T_i$) and DD reaction rate ($R_{DD}$) which eventually decreases due to increase in $Z_{eff}$ or dilution. Further, there is an increase in the edge-density gradient (or a reduction in scrape-off length (SOL), not shown), which results in a decrease of coupling resistance $R_c$. There is a slight increase in the antenna-plasma distance $D_m$ but this increase is generally not enough to account for the decrease of $R_c$ (see Section 2.4). Generally, $P_{RF}$ reduces after the transition to H-mode due to the decrease of $R_c$ and tripping of some of the generators caused by the voltage-breakdown in the antenna and/or the transmission line. Note that in this shot $P_{RF}$ was reduced in anticipation but the stored energy did not decrease significantly practically until the the H-mode was terminated when $P_{rad}$ reached the input power level. Sawtooth-free periods (monster sawtooth) created by ICRH are not lost at the transition and their longest duration in ICRH H-modes is 1.3 s. However, even longer sawtooth-free periods are obtained ($>2.5$ s) in H-modes with ICRH+NBI heating where monopole can be used which facilitates obtaining the monster sawtooth. For most of the H-phase the $D_e$ signal is ELM free. Also, there is a clear reduction of noise on the coupling resistance trace during H-phase which could be related to the reduced fluctuations on the edge density.

2.2 Energy Confinement. A plot of diamagnetic stored energy vs $P_{TOT}$-dW/dt is shown in Fig. 2. The data does not distinguish between Be evaporation with C-limiters and Be-limiters. The NBI heated limiter-plasmas agree well with the Goldston L-mode prediction for such plasmas (represented by $W_{dia}$-line). ICRF heated L-mode DNX-discharges lie between $W_{dia}$ and 1.5$W_{dia}$-lines and follow the usual off-set linear behaviour with $\tau_{ce}$=0.34 s [6] and contain 10-30% fast-ion contribution. The H-mode data obtained by NBI, ICRH and ICRH+NBI is about the same and lie between 1.7-2.2$W_{dia}$.

2.3 Ion and Electron Heating. Central ion temperature $T_i$ (Doppler-broadening of Ni-XXVII line) and electron temperature $T_e$ (ECE) are plotted in Fig. 3-4 as a function of $P_{TOT}/\langle n_e \rangle$ (volume average) for the data set used above. For ICRF heated L and H-modes, the $T_i$ is generally low (4-6 keV) and is a general characteristic of the minority heating. In the case of NBI or ICRH+NBI heating, beam ions relax on plasma ions and heat them preferentially leading to a linear increase of $T_i$ with $P_{TOT}/\langle n_e \rangle$. Since in ICRF heating, a strong minority-ion tail is produced which interacts with electrons, higher $T_{ei}$ values are obtained for ICRH data as shown in Fig. 4. In NBI shots, electron heating is generally poor, but in H-modes with combined heating ($P_{RF}/P_{NBI}$=0.4-0.8), ICRH pushes the $T_e$ to highest values. Thus as expected, H-modes with combined heating, allow high values of both $T_e$ and $T_i$. A TRANSP analysis [7] of an H-mode with ICRH alone has been carried out in which the transport losses are represented by a $\chi_{eff}$ where the experimental $T_i$-profile is not available (except $T_i$) and $\chi_{eff} = \chi_e$ has been assumed. The discharge simulation shows that $\chi_{eff}$ decreases in the outer regions of the plasma. This behavior is similar to that found in H-modes with NBI.

2.4 Antenna Coupling Resistance. The coupling resistance $R_c$ as measured experimentally in JET can be described as the value of antenna resistance seen at a current antinode of the feeder transmission line. The experimentally measured $R_c$ as a function of time for the H-mode shot #20230 is shown in Fig. 5 together with $D_e$ emission and the mid-plane antenna-plasma distance $D_m$ obtained by IDENTC equilibrium code.
In this and some other shots the transition to H-mode occurs in two steps as evidenced by a double jump in $D_\phi$ signal. $R_e$ also shows a similar behaviour. After the 2nd transition $D_\phi$ remains low but $R_e$ decrease slowly together with a small increase in $D_\phi$. During the H-phase theoretically calculated [8] values of $R_e$ for dipole are shown with solid circles in Fig. 5 where experimentally measured values of density profiles, SOL, $D_\phi$, $f$, $%\text{B}_\text{r}$, etc are used. The code-calculated radiation resistance $R$ was converted to $R_e$ by multiplying $R$ by the ratio of RF currents flowing in the antenna to that in the transmission line as measured in vacuum in a test-bed. The slow decrease was in agreement with increasing $D_\phi$ for the measured SOL = 1 cm. But, a large change of $R_e$ from 2.2 to 7 ohms at the transition from H to L or vice-versa can only be modeled if we assume that SOL changes considerably e.g. from values of 6 and 3 cm before 1st and 2nd transition to 1 cm during the H-phase. (see Fig. 5). Estimates from probe measurements made in the X-point region and transformed to mid-plane indicate an increase of SOL by a factor of 2-3.5 atmost. This difference is not well understood and more measurements near the antenna are required.

### 3. SUMMARY

ICRH produced H-mode discharges in JET are found to have the same characteristics as those produced by NBI or NBI+ICRH and the confinement time approaches two-times Goldston L-mode prediction. For most of their duration they are ELM-free. The monster sawtooth feature of ICRH is maintained during H-modes leading to $T_e$ = 10 keV nearly twice the value of $T_e^\text{L}$. Combined heating H-modes push both $T_\text{eo}$ and $T_e$ close to 10 keV. ICRH H-modes often occur as a two-step transition and $R_e$ also decreases in two steps. Theoretical values of $R_e$ agree well with experimental values during the H-phase.

**FIG. 1. Time traces for shot # 20226.**
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FIG. 2. $W_{\text{Dia}}$ vs $P_{\text{tot}}$ - dW/dt

FIG. 3. Central ion temperature $T_i$ vs $P_{\text{tot}}/\langle n_e \rangle$ (volume average).

FIG. 4. Central electron temperature $T_e$ vs $P_{\text{tot}}/\langle n_e \rangle$. In combined heating, $P_{\text{RF}}/P_{\text{NBI}} = 0.4-0.8$.

FIG. 5. Coupling resistance $R_e$, D$_e$-emission and antenna-plasma distance D$_{ap}$ vs time.
The compatibility of the JET H-mode with other regimes of improved performance

A. Tanga, B. Balet, D. V. Bartlett, N. Gottardi, C. Gowers, P. J. Harbour,
J. Jaquinot, M. F. Johnson, E. Lazzaro, P. Morgan,

JET Joint Undertaking, Abingdon, Oxon OX14 3EA, U.K.
#PPPL, Princeton, New Jersey, USA.

Since the discovery of the H mode in ASDEX, the term has been used to
describe plasma regimes characterized by superior confinement and by specific
design signatures such as reduction of recycling and of high frequency fluctuations.
Often H mode discharges, (without ELM's), have shown the undesirable
characteristics of impurity accumulation and uncontrolled rise of plasma density.
Moreover the H mode tends to produce flat-hollow density profiles and broad
temperature profiles. Compatibility of basic H mode characteristics with monster
sawtooth, hot-ion mode and pellet peaked density profiles would lead to substantial improvements of plasma performance. In this paper it is shown that the
JET H mode can be compatible with these improved regimes. In the new
regimes the basic confinement time is little changed from that the basic H mode,
while the central plasma parameters can be substantially improved.

1) Scaling of plasma electron density and temperature profiles in H mode.

The main features of JET H-mode profiles have been described in reference 1.
With NB heating the plasma density profiles are more peaked at lower densities,
when central beam fuelling is dominant, and flat to hollow at higher densities. The
peaking parameter \( n(0)/\langle n \rangle \), where \( \langle \rangle \) indicates volume average, as
measured by LIDAR-Thomson scattering [2] over a large sample number of H
modes (with Beryllium gettering) at 3 and 4-4.5 MA can be fitted by

\[
n(0)/\langle n \rangle = 1.3 \times q^{0.25} \times \langle n \rangle^{-0.3},
\]

where q is the value of the cross section defined cylindrical safety factor,
densities are in units 10^{19} m^{-3}. Fig 1 shows the plot of \( n(0) \) vs. \( \langle n \rangle \).

With NB heating the electron temperature profile during H mode tends to be
rather broad and with strong edge gradients (pedestals) [1]. One other
characteristic feature is the relatively small sawtooth inversion radius (\( r_s/a < 0.4 \)) probably caused by the effect of bootstrap current in the outer region
of the plasma [3].

The electron temperature peaking parameter, \( T_e(0)/\langle T_e \rangle \), as measured by
LIDAR-Thomson scattering, ranges between 1.7 and 3.0 and can be fitted by
the empirical formula:

\[
T_e(0)/\langle T_e \rangle = 2.1 \times q^{0.35} \times \langle n \rangle^{-0.1}
\]

The result of this temperature profile fitting is, however, a plot with still
appreciable scattering of data, due to weak dependences from other parameters.
In the JET H-mode the ion temperature profile is usually very close to the
electron temperature profile for \( \langle n \rangle > 2.5 \times 10^{19} m^{-3} \). [1].
2) Sawtooth stabilization during H-mode.

Suppression of sawtooth activity has been observed in JET in L-mode limiter discharges [4], where the stabilization was associated with the fast particles accelerated by the RF fields or injected by neutral beams [6]. In limiter discharges sawtooth activity suppression has also been observed in conditions in which the central value of q has been driven above unity by deep pellet injection [7].

In this section the results of sawtooth stabilization during H-mode, with NB, ICRF and combined NB/ICRF heating, are presented. The time evolution of a series of discharges showing sawtooth suppression during H-mode is presented in fig. 2.

With NB heating in excess of 8MW, at least twice the power threshold for H-mode transition, injected in a relatively low density ohmic deuterium target, the H-mode is accompanied by a period of sawtooth stabilization of the duration of 6-8 s. In this phase a modest enhancement (10-15%) of central ion and electron temperatures is observed.

With ICRF heating during the H-mode [8,9] sawtooth suppression has occurred routinely with ICRF input powers in excess of 7MW. The maximum duration of the monster sawtooth has been 2.5 s. The start and end time of sawtooth suppression was not correlated with the H-mode phase, but sometimes the monster crash caused an H to L transition. The temperature peaking factor obtained in sawtooth suppressed H-modes can be compared with the scaling discussed in the previous section, with monster H-modes there is an enhancement of approximately 50% of the ratio electron $T_e(0)/<T_e>$. A series of electron temperature profile shapes with sawtooth suppressed H-modes is shown in fig. 3. Here the peaking factor ranges between 3 and 4 (with electron pressure peaking factors between 4 and 5) with values of cylindrical q = 3.2 and averages densities in the range $2 - 4 \times 10^{19}m^{-3}$. It should be noted that in this case the shape of the electron temperature profiles are similar to those obtained in the case of limiter monsters [10] and that the value of the edge plasma temperature is not very high. However, due to the steep edge density gradient the electron pressure profile shows a small edge pedestal $P_{out}/P(0) = 0.1 - 0.2$.

With combined ICRF/NB heating sawtooth suppression in H-mode has also been achieved, as shown by one of the traces in fig 2. In this pulse, ($P_{RF} = 2$MW and $P_{NB} = 6$MW, $<n> = 2.5E19m^{-3}$), the ICRF had triggered a series of monster sawteeth during the three seconds preceding the H phase and the profiles shown in fig 4. Polarimetric analysis of the safety factor radial profile indicate that the central value of q is driven below unity in a way similar to other monster sawtooth [5], while estimates of the content of fast particles confirm the agreement with the theoretical expectations of sawtooth stabilization [6].

3) Effects of pellet injection on H-mode

Pellet injection during an already established H-mode causes a large ELM or precipitates the transition to the L-mode. A series of experiments have been performed aimed at producing pellet peaked plasma density profile just before the application of additional heating. Although the plasma density profile produced by pellet injection was never very peaked, pellet injection was sufficient to suppress sawtooth activity during the whole duration of the subsequent H-mode phase with a plasma density profile more peaked than the scaling for normal H-mode discussed in the first section. In these pellet fuelled discharges the
LIDAR measured density profiles, even toward the end of the H phase, had a bell shaped central region on top of steep edge gradients. Typical parameters were: plasma density peaking factor = 1.6, q = 2.3, \( <n> = 4 \times 10^{19} m^{-3} \). Due to the enhancement in the central values of plasma density and temperature some of these pulses have achieved the highest values of the \( nT \) product in JET in condition of \( T_i \approx T_e \) (\( n_D r_T(0) = 6 \times 10^{20} m^{-3} keV \)).

4) Hot ion H-mode

In limiter discharges at low density with NB heating it is possible to raise the ion temperature well above the value of the electron temperature [11], producing a 'Hot Ion Mode'. In X-point configuration in JET with NB injection on a low density ohmic target it is possible to produce simultaneously \( T_i \approx T_e \) and an H-mode [12,13]. The main difference between the short L-phase and the following H phase is the decreasing frequency or disappearance of ELM's activity, which makes the L phase difficult to define. For JET H-modes, \( T_i(0) \approx T_e(0) \), within 30%, for values of \( P_{NB} < n > \approx 3 \times 10^9 W/m^3 \). For higher values of \( P_{NB} < n > \), \( T_i(0) > T_e(0) \). Values of the temperature's ratio between 3 and 4 are reached when \( P_{NB} < n > \approx 10 \). Increasing the value of the ratio \( P_{NB} < n > \) the ion temperature profile becomes more peaked: the ratio of central to volume average ion temperature scale approximately as the square root of the central ion temperature, reaching values in excess of 4 for \( T_i(0) > 20 keV \). Local transport analysis of the Hot-ion H-mode discharges has shown that the high values of the central ion temperature are associated with a further reduction of the ion thermal conduction in the central half radius region of the plasma [13] where \( \chi_i < 1 m^2 s^{-1} \) and \( \chi_i/\chi_e \approx 1 - 3 \). In the Hot-ion H-modes the ion transport is dominated by thermal conduction. For the electron channel the equipartition term is comparable to the direct beam electron heating in the outer region of the plasma.

5) Conclusions

The JET H-mode is characterized by an improvement of a factor 2 or 3 in global confinement time over equivalent limiter discharges [1]. The peaking factors of the plasma electron temperature and density profiles fit empirical scalings as a function of the safety factor and average plasma density. The central values of plasma density and electron temperature can be enhanced by 50% in H-modes with pellet injection and sawtooth suppression. With intense NB injection it is possible to produce large values of the central ion temperature in Hot-ion H-mode.
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Fig. 1 Plot of central values of plasma density versus volume averaged density, for \(< n > \) \(4 \times 10^{19} \text{m}^{-3}\) the density profile is hollow.

Fig. 2 Time evolution of central electron temperature in monster H-modes: \#14834 NB alone, \#19796 NB/ICRF, \#19995 and \#20231 H-mode with ICRF alone.

Fig. 3 LIDAR electron temperature profiles of Monster H-modes, 1 \#20231, 3 \#19995, 4 \#19796, 2 limiter Monster \#12924.

Fig. 4 Electron and ion temperature profiles for \#19796 at \(t = 52.5\).
RADIATION ASYMMETRIES AND H-MODES
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Abstract: The radiation from JET plasmas, as measured by the bolometer arrays, is characterized by poloidal asymmetries internal and external to the main plasma. This fact limits the capability of producing radiation profiles. Fortunately it has been observed that internal asymmetries are often strongly reduced; this is particularly true for the H-mode plasmas which normally show a high degree of symmetry. We present the analysis of this phenomenon together with our interpretation of the impurity transport mechanisms. The algorithm used, which has been developed as a diagnostic tool to complement the profile reconstruction process, is also presented.

Introduction: Asymmetries of the radiation emitted by the outer plasma region of JET often present an impediment to the profile reconstruction. They are due to contact of the plasma with machine structures (limiter, etc.) or to the shape of the magnetic field (X-point config.) and can be associated with enhanced local recycling and impurity production. To reconstruct the main plasma radiation profile, the sight lines aiming at the localized radiation source are dropped and tomographic programs run with the remaining data. Tomography works in most limiter plasmas, where asymmetries can be defined by the first two terms of a Fourier expansion, but fails in X-point shots because the enhanced radiation from the target plates severely reduces the number of useful channels. In this case the only applicable inversion method would be generalized Abel inversion with the assumption of constant emissivity on the flux surfaces, i.e. no internal asymmetries. Unfortunately, JET plasmas showed from the very beginning of the machine operation, long phases with strong internal asymmetries (Marfe [1], up-down and in-out [2]). Internal asymmetries must be associated with the impurity transport mechanism. In fact, as we will explain later, the radial electric field associated with neoclassical transport can be invoked to explain the asymmetries (not Marfe).

The phenomenon: Symmetric emission is sometimes observed, particularly, during H-modes. The internal asymmetry can diminish or even disappear altogether. This is shown in fig. 1 for the longest H-mode obtained in JET so far. Trace $\sigma$ is the result of the algorithm to be discussed and can be regarded as a measure of poloidal asymmetry; the other two traces are those of the H-$\alpha$ light and of the line electron density and show the characteristic behaviour of the H-mode. The reduction of the asymmetry was observed in the earliest NBI H-modes in JET (fig. 2) and more recently during ICRH H-modes (fig. 3). Analysis of the behaviour of the asymmetry signal $\sigma$ for many pulses has brought to further observations: a) The amplitude is modulated by oscillations in a frequency range between 7 and 22 Hz. Cross correlation checks show that they do not constitute white noise. Their origin remains unexplained. b) The attenuation of $\sigma$ is often accompanied by a broadening of the density profile (as e.g. at the end of the H-mode). c) Sometimes the attenuation corresponds to periods of enhanced confinement (e.g. the ohmic phase between Marfe and the start of NBI in fig 4). d) The symmetrisation
of the radiation, however, is not a sufficient indication of enhanced confinement since it is often observed as a precursor to the change of plasma regime (e.g. fig. 5 shows the traces of the boundary electron temperature and density during a shot with strong gas puff in the X-point. \( \sigma \) decreases during periods of rising boundary electron temperature. e) During ICRH H-modes \( \sigma \) is more noisy than during NBI because of impurities coming from the antenna which is at the same poloidal position of the horizontal bolometers. f) An inversion can be satisfactorily performed if \( \sigma < .03 \). g) The amplitude of \( \sigma \) is influenced by both temperature and density variation and its trend can be explained by a neoclassical model of impurity transport.

The model: A physical mechanism which can explain the phenomena is based on the friction between impurity and plasma ions [3] with heat conduction and radiation losses accounted for [4]. The results are quite different from those of [3]. A stationary fluid model for the ions and the impurities with electric charge \( eZ \) (index I, Z) describes the transport of the impurities on closed flux surfaces. It consists of the momentum equations for the plasma ions and for the impurities with \( f_1 = 1 \) and \( f_2 = -1 \),

\[
\nabla p_{i,Z} + eZn_{i,Z}(E+\nabla n_i \times B) = \frac{\rho_{j}, Z}{\tau_{i,Z}} f_i(v_i - v_\phi) + 2.2 n_{i,Z}^2 \nabla \phi_1
\]

the energy equation \( SV(nTv) + Vq = - e(r) \) and the equation of continuity for the impurities in absence of poloidal rotation: \( \nabla (n_z v_z) = 0 \). The principal physical behaviour is obtained with a test particle approximation \( (n_z Z^2 < n_i) \) and with the assumption \( T_e = T_i = T, p = \text{const.} \) and concentric circular flux surfaces forming a toroidal coordinate system. A first order solution is given by representing all quantities in a Fourier series of poloidal angle \( \theta \) and expansion in the inverse aspect ratio \( r/R_0 \). The emissivity becomes: \( \epsilon(r, \theta) = \epsilon^0(r) + \epsilon^1(r) \sin \theta + \epsilon^2(r) \cos \theta \) where the second and third terms define an up-down and an in-out asymmetry respectively; their expression is given [with \( f_1 = A(r) \) and \( f_2 = -B(r) \) by:

\[
\epsilon^{1,2}(r) = \frac{E(r) K^0_{\|/\epsilon}(r)}{R_0^3 q^2(r)} 2r f_1, 2 \frac{n_0(r)}{K^0_{\|/\epsilon}} (A^2(r) + B^2(r))
\]

\( A(r), B(r) \) and \( E(r) \) are flux surface averaged parameters and depend on \( n_i, n_0, q, T_0 \) and on the radiation model. For a coronal radiation model the computed normalized \( \epsilon^0(r) \) for carbon and beryllium are shown in fig. 6 with \( q(a) \) as a parameter. A pronounced peak of \( \epsilon \) for carbon between \( T_e \approx 10 \text{ eV} \) and \( T_e \approx 20 \text{ eV} \) can be deduced from fig. 6 for \( q(a) \approx 3 \). In JET this corresponds to an enhancement of \( \epsilon \) at the bottom of the plasma for usual direction of the toroidal field and could trigger a thermal instability (Marfe) near the density limit. With additional heating or at L-H transition the theory predicts a reduction of the rad. asymmetries as reported above.

The algorithm used to produce the asymmetry signal \( \sigma \) is applied before Abel inversion of the bolometer signals. It is based on the transformation of the line integrals which is performed during the generalized Abel inversion procedure used at JET [2]. During this procedure the line integrated measurement \( I_\ell \) collected along the viewing line \( v_\ell \) of each bolometer (which is identified by an angle \( a_\ell \)
and the flux surface $\psi^*_{i}$ to which it is tangent) is transformed into two virtual measurements $I^*_{i}$ and $I^{**}_{i}$, corresponding to the two projections of $\psi^*_{i}$ into the virtual lines $v^*_{i}$ and $v^{**}_{i}$, parallel to the Z torus axis and tangent to the same flux surface $\psi^*_{i}$ (fig. 7). If we call $a_{ik}$, $a^{*}_{ik}$ and $a^{**}_{ik}$ the paths of the viewing lines inside pixel $i$, on which the emissivity $\varepsilon_{i}$ is assumed constant, and define $I^*_{i} = \sum a_{ik} \varepsilon_{i}$, $I^{**}_{i} = \sum a^{*}_{ik} \varepsilon_{i}$, $I^{*}_{i} = \sum a^{**}_{ik} \varepsilon_{i}$, $A = [a_{ik}]$, $A^* = [a^{*}_{ik}]$ and $A^{**} = [a^{**}_{ik}]$, the transformed integrals are given by: $I = A^{*} A^{-1} I$ and $I^{**} = A^{**} A^{-1} I$. The radiation is symmetric if the local separation $\Delta I$ between any two transformed integrals whose line of sights have the same $\psi$ but different angles is so that $\Delta I / \Delta i < 1$, where $\Delta I_i$ is the experimental error of detector $i$. An application of this criterion to the discharge in fig. 2 is shown in fig. 8.a and 8.b for one L and one H mode time slice respectively. The degree of asymmetry, $\sigma$, is given by computing the scatter in the transformed line integrals of some central channels (for the X-point discharges: 3 each of the three cameras), the choice of the channels being set by the requirement that any region of external asymmetry (for example the X-point) be avoided. $\sigma$ is obtained after averaging the normalized square deviation of the transformed integrals from a least square fit parabola drawn through the same points. This is essentially a sort of $\chi^2$ per degree of freedom. The amplitude of the trace depends on the choice of the channels. The same algorithm, applied to outer bolometer channels, could be used for studying the components (up, down, in, out) of the asymmetries.
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The improvement of core confinement has been found in various improved confinement mode such as IOC\(^1\), improved L-mode\(^2\) and plasmas with counter(ctr)- neutral beam(NB) heating\(^3\) and with pellet injection\(^4\). These plasmas show peaked density profiles and significant inward particle pinch. The inward particle pinch due to the shear of the radial electric field is proposed in the theoretical model\(^5\). In this paper, the radial electric field and particle flux profiles are presented for the plasma in the JFT-2M tokamak with flat and peaked density profiles.

**Temporal evolution and radial electric field**

The profile of radial electric field can be controlled somewhat by changing the direction of momentum input, parallel (co-) or anti-parallel (ctr-) to the plasma current\(^6\). JET-2M is a tokamak with a major radius $R=1.31\ \text{m}$ and minor radius $a=0.35\ \text{m}$. It has two tangential neutral beams, one is in co-injection and the other in counter injection. We switch the neutral beams during the discharge to study the response of electric field and particle flux. The toroidal rotation and ion temperature profiles are measured with multi-channel charge exchange spectroscopy\(^7\) every 16.6 ms, the line-averaged density with FIR laser interferometer, and total stored energy with diamagnetic measurements. The toroidal rotation velocity and electric field changed within 30 ms after the onset of counter injection, while density peaking parameter, central ion temperature and the total stored energy continue to increase over 100 ms (duration time of ctr injection) as shown in Fig.1 and Fig.2. Since no saturation of density peaking parameter is observed, the scale time of particle pinch estimated with the time evolution of electron density peaking parameter is more than 1 sec, while the scale time of flattening at the onset of co-NBI is 20-30 ms. The scale time of the increase of total stored energy is estimated to be 70 ms, however the estimation of scale time can be 400 ms if we
fit the time evolution of stored energy up to 850 ms with exponential function. The radial electric field profiles are obtained with toroidal rotation velocity and ion temperature profiles and electron density and temperature profiles measured at 690 ms and 890 ms with Thomson scattering using momentum balance equation. As shown in Fig.3 and Fig.4, peaked density profile and large share of electric field are observed in ctr-NBI phase.

Fig.1 Time evolution of toroidal rotation velocity ($v_t$) at $r=4$ cm and the ratio of line-averaged electron density measured at $r=0.2a$ and $r=0.8a$.

Fig.2 Time evolution of central ion and electron temperature ($T_i$, $T_e$) and the total stored energy ($W_p$).

**Particle flux**

Since the density peaking is observed in counter phase, inward particle pinch should exists. Particle fluxes are estimated from time evolution of electron density profiles $\partial n_e/\partial r(r)$ measured with Thomson scattering and FIR laser interferometer and particle deposition profiles due to neutral beam. Figure 5 shows the particle fluxes, positive is outward and negative is inward, for co- and counter- NBI phase. The particle flux in co-NBI phase is outward and is balanced to particle deposition of NB. The inward particle pinch measured in counter phase is comparable to or greater than outward particle.
flux in co-NBI phase.

It is interesting to compare the estimation of particle flux predicted by the inward pinch model\(^5\) using measured density and temperature gradients and radial electric field profiles. We got the diffusion coefficients \(D=300\, \text{cm}^2/\text{s}\) for co-NBI phase and \(D=130\, \text{cm}^2/\text{s}\) for ctr-NBI phase to match the experimental values of flux at \(r=0.15\, a\). The flux is proportional to diffusion coefficients according to the model. Since the profiles of diffusion coefficient in core region is unknown for these discharges, the comparison with the model is not quantitative. However we have qualitative agreement with measurement of the scale time of 1 sec and the estimation of \(D\). The diffusion coefficient derived from the scale time of density peaking is less than 200 cm\(^2\)/s.

![Fig. 3 Profiles of electron temperature \((T_e)\) and density \((n_e)\) at \(t=690\, \text{ms}\) (co-NBI) and 890 ms (ctr-NBI).](image1)

![Fig. 4 Profiles of ion temperature \((T_i)\) and radial electric field \((E_r)\) at \(t=690\, \text{ms}\) (co-NBI) and 890 ms (ctr-NBI).](image2)

**Heat flux**

Improvement of ion confinement is clear from figure 2, since ion temperature is increased and higher than electron temperature in counter-NBI with the input power similar to that in co-NBI. The energy flow is obtained from beam power deposition and energy transfer from or to electron. The energy
exchange between ions and electrons is reversed in counter-injection phase. The decrease of ion heat flow \((q_{\text{co}} - q_{\text{ctr}})\) is larger than the additional inward heat flow \((q_{\text{conv}})\) due to inward particle pinch in counter NBI phase. It is not clear whether ion conductivity is decreased or additional heat pinch appears in counter-NBI phase.

We introduce effective ion thermal conductivity defined by \(q_i/n_i(\partial T_i/\partial r)\) as a measure of improvement of ion energy confinement. The effective ion conductivity at \(r=0.3a\) is 2 m\(^2\)/s for co-NBI and 0.3 m\(^2\)/s for counter-NBI phase, although these increase near the plasma edge. This reduction is consistent with the scale time of the change of energy confinement of > 70 ms. It is open to question whether the improvement of ion confinement is due to the reduction of ion conductivity or heat pinch. However, the inward particle pinch due to the electric field shear associated with the toroidal rotation shear is observed in plasma with counter neutral beam injection. This inward pinch at least qualitatively agrees with the estimation of inward pinch model.

![Graph](image)

**Fig. 5** Profiles of particle \((\Gamma)\) and ion heat flux \((q_i)\) at \(t=690\) ms (co-NBI) and 890 ms (ctr-NBI). In the left figure, open and close circle stand for the measured particle flux, while dash and solid lines are estimation with particle pinch model.
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We have carried out experiments using the hot-ion mode of operation to compare the bulk transport in L-mode and H-mode discharges. These experiments have demonstrated that the confinement improvement in the bulk of the plasma in DIII-D is due to a simultaneous improvement in electron and ion energy transport. In addition, the magnitude of electron and ion thermal diffusivities and angular momentum diffusivity as well as the change in these quantities between L- and H-mode have allowed us to place significant constraints on theories of tokamak transport.

Although the most obvious improvement in confinement at the L to H transition occurs at the plasma edge, there is also a significant improvement in local energy transport throughout the plasma. Most of the previous experiments in this area made their comparison between L-mode and H-mode plasmas at significantly different densities. This could have affected the results if the local transport depends on density. The work by Jahns, et al. was done at the same line-averaged density; they still found a significant improvement in local transport, although they were not able to determine whether the improvement occurred in the electron or ion channel. We have extended the work of Jahns, et al. to hot-ion conditions where we can separately study the power flow in the electron and ion channels. We have made detailed comparisons of energy and angular momentum transport between deuterium L- and H-mode plasmas with the same density (3.5 x 10^{19} m^{-3}), the same current (1 MA), the same toroidal field (2.1 T), the same deuterium neutral beam input power (8.7 MW), and very similar internal flux surface shapes.

HOT-ION MODE OPERATION

In transport analysis, one of the major sources of uncertainty in the inferred thermal diffusivities is the electron-ion energy exchange term. This term is of the form

\[ 3 \frac{n_e}{m_i} \frac{T_e}{T_i} (T_e - T_i) \]

Because this term depends on a temperature difference, the relative error in the exchange term can be significantly bigger than the relative errors in \( T_e \) and \( T_i \) if \( T_e \) and \( T_i \) are close to each other. In addition, if the coefficient of the \( T_e - T_i \) term is large, then even small relative errors in \( T_e \) and \( T_i \) can result in large relative errors in the inferred thermal diffusivities.

In order to minimize the errors in the inferred diffusivities, we have chosen to operate in the low density, high temperature regime known as the hot-ion mode. Owing to the
of the energy exchange term. In addition, by operating with deuterium beam injection, the beam energy can be coupled primarily into the ion channel. As can be seen in Fig. 1 this results in $T_i \gg T_e$, which means that the relative error in determining $T_e - T_i$ is almost the same as the relative error in $T_i$ itself. Central $T_i$ of 12 keV has been obtained in the H-mode plasmas used in the present study; other hot-ion H-mode plasmas have had central $T_i$ as high as 17 keV.

Since the density rises after the onset of neutral beam injection in both L-mode and H-mode, accessing the hot-ion mode requires starting with low Ohmic target densities. These low densities are easier to attain at modest plasma currents. For the study reported here, we have utilized operation at 1 MA plasma current. In other work, we have been able to obtain the hot-ion mode at currents as high as 1.5 MA.

The density rise continues in the H-mode shot up until the time of the first ELM; however, the density in the L-mode soon reaches a steady state value. In order to compare the transport in the L-mode and H-mode at the same density, we must analyze the H-mode data during the evolving phase prior to the first ELM. This requires time-dependent transport analysis, which demands a complete time sequence of profile measurements. Although there were sawteeth in these plasmas in the Ohmic phase, they disappeared in the beam-heated phase of both the L-mode and H-mode plasmas. There are no sawteeth during the time interval analyzed.

In order to make the internal flux surface shapes of the plasmas that we are comparing as similar as possible, we have chosen a limiter L-mode and a double-null divertor H-mode plasma. Vertical elongation of the internal flux surfaces is about 1.8 for both. It was necessary to use a limiter discharge for the L-mode case because a divertor discharge with this much input power would have gone into the H-mode so quickly that the L-mode phase could not have been adequately analyzed. Lower power operation would not have been suitable because it would have reduced the difference between $T_i$ and $T_e$.

**TRANSPORT COMPARISON**

The differences in the radial profiles of temperature, density and toroidal rotation speed demonstrate that bulk transport of energy and angular momentum is significantly worse in the L-mode plasma than in the H-mode plasma. As shown in Fig. 1, the shapes of the temperature profiles are quite similar, but the central values differ by a factor of about 1.5. A second difference in the profiles is shown in the density profiles in Fig. 2. The H-mode density profile is broad and quite flat in the center, with very steep gradients in the edge. The L-mode density profile is more peaked. These density profile shapes are characteristic of all the L- and H-mode plasmas operated in DIII-D. This broad, flat density profile in the H-mode is very different from the extremely peaked density profiles obtained in TFTR supershots, which also have $T_i \gg T_e$. A third difference between the L-mode and H-mode plasmas is in the magnitude of the toroidal plasma rotation. As is shown in Fig. 3, the angular rotation speed profiles are quite similar in shape, but the magnitudes of the central values differ by a factor of about 1.8.

Transport has been analyzed in detail in these discharges by using the ONETWO transport code. The inferred electron and ion thermal diffusivities $\chi_e$ and $\chi_i$ and the angular momentum diffusivity $\chi_\phi$ are compared in Figs. 4 and 5 for the H-mode and the L-mode. The most dramatic improvement from L-mode to H-mode is in $\chi_\phi$, which improves by about a factor of three throughout most of the plasma, with an even larger improvement at near the plasma edge. The improvement in $\chi_\phi$ is similar to that in $\chi_e$. Indeed, outside of $\rho = 0.3$, $\chi_e$ and $\chi_\phi$ are basically equal within the error bars in both L-mode and H-mode. The $\chi_i$ improves only inside of $\rho = 0.5$; there is no change in $\chi_i$ within the error bars in the outer half of the plasma. The $\chi_i$ is significantly less than $\chi_e$ in the center of both the H-mode and L-mode plasmas. An additional important feature of these inferred diffusivities is that
\( \chi^i \) inside of \( \rho = 0.3 \) in the hot-ion H-mode agrees with the predictions of Chang-Hinton neoclassical theory\(^7\) within the error bars.

**COMPARISONS WITH THEORY**

Although \( \chi^i \) in the center of the hot-ion H-mode plasmas is comparable to the neoclassical prediction, \( \chi^e \) and \( \chi^\phi \) are much larger everywhere than would be predicted by the neoclassical theory. Accordingly, if we wish to understand the thermal and angular momentum transport, we must consider various fluctuation-based anomalous transport theories. Our experimental observations present a challenge for several of the existing theories of anomalous transport.

Many theories of anomalous electron transport are based on the effects of some form of electron drift wave.\(^8\) However, most of these drift waves are stable in a plasma with a flat electron density profile; accordingly, they would not contribute to transport in our H-mode plasmas. The recently discussed electron drift waves that are driven unstable by electron temperature gradients\(^9\) might be a candidate for explaining electron transport in these plasmas. Since the density gradient is nonzero in the L-mode plasma, electron drift waves might explain the difference between \( \chi^e \) in L-mode and H-mode.

Drift waves can also be driven unstable by ion temperature gradients in plasmas with flat density gradients\(^10,11\) if the ion temperature gradient scale length \( L_{T_i} \) is short enough. These ITG modes would give \( \chi^i \) about equal to \( \chi^\phi \), which is what is seen in the outer half of our H-mode plasmas. However, they could not explain the results near \( \rho \) of 0.3, where \( \chi^i \) is basically neoclassical but \( \chi^\phi \gg \chi^i \).

The usual picture of ITG-driven turbulence is that it is so strong that \( L_{T_i} \) drops to the critical value needed for the onset of the turbulence, but is then clamped there by the turbulence. A number of hot-ion H-mode shots in DIII-D with beam powers from 8 to 15 MW and plasma currents from 1.0 to 1.5 MA give a minimum \( L_{T_i}/R = 0.08 \) to 0.1. As is shown in Fig. 6, the theoretical threshold for \( L_{T_i}/R \) for the toroidal ITG mode, including corrections for \( T_i \gg T_e \), is in the range of 0.2 to 0.4.\(^{12}\) Accordingly, either the threshold is incorrectly calculated or the idea that \( L_{T_i} \) hovers at the marginal stability threshold is incorrect. An indication that the theory may need refinement is given by the results in Ref. 11, which shows a critical \( L_{T_i}/R \) as low as 0.1 when finite Larmor radius and sound wave coupling effects are included in a calculation that assumes \( T_i = T_e \). In general, the ITG mode should be more stable when \( T_i > T_e \).
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Fig. 1. Electron and ion temperature radial profiles.

Fig. 2. Density profiles for the hot-ion H-mode and L-mode plasmas.

Fig. 3. Angular rotation speed profile for the hot-ion H-mode and L-mode plasma.

Fig. 4. Electron thermal diffusivity and angular momentum diffusivity as a function of radius in the bulk of the hot-ion L-mode and H-mode plasmas.

Fig. 5. Inferred and neoclassical ion thermal diffusivities as a function of radius in the bulk of the hot-ion L-mode and H-mode plasmas.

Fig. 6. Comparison of the measured ion temperature gradient scale length $L_{T_i}$ with the theoretical prediction for the critical $L_{T_i}$ at which ion temperature gradient driven turbulence should be excited.\textsuperscript{12}
THE EFFECTS OF CARBONIZATION ON
THE CONFINEMENT PROPERTIES OF THE DIII—D H—MODE*
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Understanding and increasing the energy confinement time ($\tau_E \equiv W_T / P_T$) remains a primary goal of fusion research. A primary technique utilized to increase $\tau_E$ within a given machine is to operate at a higher plasma current. Although $Z_{\text{eff}}$ in DIII—D is generally $\lesssim 2$, high radiated power ($P_{\text{rad}} / P_T \gtrsim 0.6$) and metal accumulation have been observed during high current ($I_p \gtrsim 2 \text{ MA}$) beam heated $D^0 \rightarrow D^+$ H-mode discharges. Reduction of metallic impurity influx has been obtained on numerous tokamaks1 with the introduction of a thin carbon film. This paper reports the successful carbonization2 of the DIII—D vacuum vessel which allowed for routine high current operation, and it examines the confinement properties of carbonized discharges.

The confinement properties of the DIII—D deuterium H-mode discharges utilizing carbonization have been studied over a wide parameter range. Single- and double-null neutral beam heated divertor discharges have been obtained at 2.1 T with $P_b \lesssim 18$ MW, $1 \lesssim I_p (\text{MA}) \lesssim 3$, and $3 \lesssim q_\text{95} \lesssim 7$. Although no specific L-mode to H-mode transition experiments were performed, the H-mode power threshold for the carbonized plasma was not substantially different from the non-carbonized case. High plasma current operation combined with 18 MW of deuterium neutral beam injection resulted in the largest DIII—D total plasma stored energy presently obtained of 3.6 MJ, and also in the stored energy remaining above 3 MJ for 0.5 seconds. Values of the toroidal beta greater than 5%, at the maximum machine capability for $B_T$ of 2.1 T, were obtained in these same plasmas. Hot ion mode operation with carbonization resulted in higher central ion temperature (15 keV) at the same plasma current, toroidal field and neutral beam power when compared to a non-carbonized plasma. This higher temperature resulted from a lower neutral beam target electron density which was made possible due to a lower locked mode density threshold. This reduction in the locked mode density threshold appears to be related to the smaller concentration of oxygen (factor of $\sim 6$) in the carbonized plasmas.

The DIII—D tokamak has 40% of the plasma facing surface protected by graphite and the remaining 60% consists of Inconel 625. The interior of the DIII—D vacuum vessel was carbonized using a methane glow discharge initially resulting in a 60 nm carbon film, the details of which have been previously reported.2 The carbonization reduced metallic impurity accumulation during high power H-modes by as much as a factor of 30. Figure 1 compares the temporal evolution of two single-null H-mode discharges at the same power and current but one discharge being representative of before carbonization and the other representative of after carbonization.

A consequence of the smaller metallic impurity concentration was the substantial reduction in $P_{\text{rad}} / P_T$ for the carbonized plasmas. The comparison of the time evolution of $P_{\text{rad}}$ for the before and after carbonization cases with 6.5 MW of deuterium neutral beam heating is shown in Fig. 1. In the ohmic phase both discharges have low radiated power with the

* This work was supported by the U.S. Department of Energy under Contract No. DE-AC03-89ER51114.
1 Institute of Plasma Physics, KFA.
carbonized discharge having a slightly smaller value. In the beam phase $P_{\text{rad}}$ rises dramatically for the non–carbonized case and remains at a high value which was modulated by the giant–ELMs. Non–carbonized discharges with a long enough ELM–free period transitioned back to L–mode due to $P_{\text{rad}}/P_T \approx 100\%$. In contrast to the non–carbonized case, the radiated power in the carbonized discharge remains low throughout the entire H–mode phase.

Figure 2 shows the change due to carbonization of the radiated power profile before the first ELM of a 2.0 MA, 6.5 MW H–mode plasma. As is evident from the figure, discharges with carbonization have a dramatically smaller radiation power density in the outer half of the plasma. Furthermore, the profile shape for the carbonized plasma does not change in time whereas the non–carbonized plasma had an increase in central radiation which developed over $\approx 0.75$ seconds. The reduction in $P_{\text{rad}}$ with carbonization was accompanied by an increase in the heat load to the divertor. This substantial reduction in radiation with carbonization allowed for reliable double–null tokamak operation over a wide range of plasma currents up to and including 3 MA.

The beneficial impurity reduction that resulted from carbonization lasted on the order of 150–250 high power discharges. On a shot to shot basis, the oxygen impurity concentration rose significantly faster than did the nickel concentration. Figure 1 illustrates the change in ELM frequency that was observed between pre– and post–carbonization with the latter case having an increase in ELM frequency. Since carbonization was performed with CD$_4$, the deposited carbon layer was rich in deuterium which potentially could have been a large fueling source for the main plasma. However, the rate of density increase during the H–mode was not significantly higher than before carbonization most likely due to the 3–5 minutes of helium glow wall conditioning that is performed before every tokamak discharge and a post–carbonization bake to $T_{\text{e}} = 350$ C$^\circ$. Figure 3 compares the density profiles of a pre– and post–carbonization H–mode discharge created by 6.5 MW of deuterium neutral beam heating. The two profiles in Fig. 3 have similar volume average electron densities with values of $9.0 \times 10^{19}$ m$^{-3}$ and $9.3 \times 10^{19}$ m$^{-3}$ for the pre– and post–carbonization discharges respectively. However, as is evident from the figure, the post–carbonization H–mode plasma had a noticeably more peaked density profile with a peak to volume average ratio of $\approx 2$ compared to a ratio of $\approx 1$ for the pre–carbonized case. These profiles were measured during the ELMing phase of both H–mode plasmas which would correspond to a time of approximately 2700 ms in Fig. 1. Peaked H–mode density profiles with carbonization were not always obtained and experiments are presently underway to study this phenomenon in greater detail.

Deuterium H–mode energy confinement with carbonization increases with increasing plasma current as was observed before carbonization. The high triangularity of these carbonized plasmas allowed $q_95$ to be greater than three for all values of the plasma current which greatly reduced the difficulty of operating at 3 MA. The results of a 9 MW plasma current scan are presented in Fig. 4 where it is evident that the increase of confinement with current ceased near $I_p/B_T = 1$ and $q_95 = 4$. This result is similar to previous results from DIII–D that indicated that the proper criterion for describing confinement saturation involves $I_p/B_T$ not $q$. Possible mechanisms for this loss of current scaling that have been rejected are the plasma reaching a $\beta_T$ limit, a ceiling on confinement imposed by saturated ohmic confinement, and significant coupling of sawtooth and ELM activity. One explanation that is still under consideration is that the confinement saturation at higher current is due to the interaction of an increasing sawtooth mixing radius combined with a broader beam deposition profile. Independently fitting the pre– and post–carbonization confinement data in Fig. 4 yields $\tau_E = 0.84 I_p^{0.8 \pm 0.2}$ for both datasets with units of MA and seconds. For the small number of discharges in Fig. 4, the current exponent is unity within the quoted error bars. However, a large volume of non–carbonized $D^6 \rightarrow D^+$ data gathered over the last year indicates that the dependence of $\tau_E$ on plasma current is somewhat weaker than $I_p^{1.0}$.

Deuterium H–mode energy confinement with carbonization decreases with increasing neutral beam power as was observed before carbonization. Figure 5 compares the increase of
$W_T$ with increasing $P_T$ for both discharges with and without carbonization. The carbonized data presented in Fig. 5 is at 2.8 MA but this is in the regime where $\tau_B$ no longer depends on $I_p$. Describing the combined dataset of Fig. 5 with an offset linear representation results in an incremental $\tau_E$ of 156 ms and an offset term $W_0$ of 0.57 MJ.

In summary, carbonization has been utilized on DIII-D which successfully reduced metallic impurity concentrations, reduced $P_{\text{rad}}/P_T$ and allowed for routine operation at a plasma current of 3 MA. Although there was no change in energy confinement with carbonization, the higher plasma currents allowed for operation at $\beta_T$ greater than 5% at 2.1 T. Peaked H–mode density profiles were observed and will continue to be investigated in future experiments. The potential benefit for a reactor like device of a peaked H–mode density profile would be the increase in reactivity resulting in a larger ignition margin for a given value of confinement.
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![Fig. 1. Various diagnostic signals as a function of time for two typical single-null 2.0 MA H–mode discharges with and without carbonization. The 6.5 MW of deuterium beam heating begins at 2000 ms and 2100 ms for the POST-CZN and PRE-CZN discharges respectively. The radiated power signal was integrated for 20 ms, and the electronic circuitry was unable to handle the spike in radiation flux during a giant-ELM.](image1)

![Fig. 2. Radiated power density profiles measured by a 21 channel bolometer diagnostic for two single-null $D^+ \rightarrow D^+$ H–mode discharges with and without carbonization. The vertical lines represent the typical error band for these profiles.](image2)
**Fig. 3.** Electron density profiles measured by Thomson scattering and CO₂ interferometry for two single-null $D^0 \rightarrow D^+$ H-mode discharges with and without carbonization.

**Fig. 4.** Divertor $D^0 \rightarrow D^+$ H-mode $\gamma_B$ versus plasma current for discharges with and without (PRE-CZN) carbonization.

**Fig. 5.** Divertor $D^0 \rightarrow D^+$ H-mode $W_T$ versus total input power for discharges with and without (PRE-CZN) carbonization.
A decrease in the edge magnetic and density fluctuations is always seen at the L-H transitions in DIII-D. Although H-mode is best known for an increase in energy confinement, in fact, the reduction in the edge fluctuations is one of the most reliable indicators of the L-H transition. In DIII-D, a sudden change of the perpendicular rotation, $V_\perp$, in the edge has been also observed at the transition. Recently, theories that fluctuations are reduced by sheared poloidal flow have been proposed to link these two observations.\textsuperscript{1,2} Also, a theory to explain the mechanism responsible for the observed poloidal flow has been proposed.\textsuperscript{2} Experimental observations have thus far been consistent with these theories.

**EXPERIMENTAL RESULTS**

**Change in Edge Fluctuations**

Mirnov coil measurements show that high frequency magnetic fluctuations ($\geq 10$ kHz) are reduced at the L-H transition. Probes close to the plasma surface see the change very clearly. Magnetic fluctuations seen by probes distant from the plasma surface are usually dominated by strong MHD oscillations with low poloidal $m$ numbers. However, background turbulent fluctuation spectra are clearly suppressed at the transition even on these probes. These changes of magnetic fluctuations are seen almost simultaneously on inside and outside probes, to within the instrumental time resolution, $\sim 100 \mu$sec. The use of external magnetic probes makes it difficult to determine the exact spatial location of the observed reduction in magnetic turbulence. However, the suppression is thought to originate from the edge plasma region. Spatially localized measurements of density fluctuations in the edge of DIII-D plasmas are done using "O" and "X"-mode reflectometer systems.\textsuperscript{4,5} They clearly see changes in the density fluctuations at the transition localized to a narrow edge plasma region. Figure 1 shows the fluctuation power obtained by digital spectral analysis of the reflectometer signals. The O-mode system consists of 6 channels at 15, 24, 32, 40, 50, 60 GHz, which monitor fluctuations at critical densities $0.28, 0.72, 1.2, 2.0, 3.1, 4.5 \times 10^{19}$ m$^{-3}$. In Fig. 1, the channel at $3.1 \times 10^{19}$ m$^{-3}$ does not see the change. However, channels at lower densities all see a sudden decrease. Spatial locations of these channel were determined from the density profile just before the transition which is shown in Fig. 2. This density profile is determined from a fitting of Thomson profile and 4 chord interferometer measurements, and the dotted line indicates the statistical error in the measurement. The closed circles show the position of the reflectometer channels for which fluctuation levels are reduced. The open circle indicates the location of the channel which did not see the change. The
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plasmaminor radius was 57.4 cm, and we can see that density fluctuations in a narrow edge region 5–10 cm from the separatrix are reduced at the transition. Typical time scale for density fluctuations to decrease at the transition is about 100–300 μsec. All reflectometer channels lying within the region of turbulence suppression are observed to change within 100 μsec of each others.

Change in Poloidal Flow

In DIII–D, a sudden change of poloidal flow in the electron diamagnetic direction was found in the edge region, a few cm inside the separatrix, by spectroscopic measurements of helium lines. Simultaneous measurements of poloidal and toroidal flow allow the change in the rotation perpendicular to the magnetic field to be determined. From this perpendicular flow measurement, radial electric field can be calculated from the following force balance equation, $E_r = \frac{1}{n_i Z e} \nabla P_i - (\vec{V}_i \times \vec{B})$, where $n$ is ion density, $Z$ is the ion's charge, $P$ is the ion pressure, $\vec{V}$ is the ion fluid's flow velocity, $\vec{B}$ is the total magnetic field. A sudden change of radial electric field at a few centimeters inside the separatrix surface is found. The electric field is inward pointing (negative) prior to the transition, and becomes more so after the transition. The change in the edge radial electric field in the same discharge as of Figs. 1 and 2 is shown in Fig. 3. The time resolution in this rotation measurement was 4 ms, and it is very difficult to determine causality. For example, the data point which showed the sudden decrease of the electric field was measured from 2194 ms to 2198 ms, whereas the L-H transition happened at 2195 ms. However, we have never seen a case where change in poloidal flow takes place after the change in fluctuations. Rather there are some cases where edge rotation starts changing well before the transition. Further inside the plasma, we do not see any significant changes in the $\vec{V}_i$ or radial electric field from charge exchange recombination (CER) measurements. Also, the rotational measurement around the separatrix surface, from the cold component of the He line, gives a small change of the rotation. This suggests the sudden creation of steep shear in the edge radial electric field at the transition. This change in the edge radial electric field is always observed to occur in all kinds of H-mode transitions in DIII–D (neutral beam injected, ECH heated, and ohmic H-mode transitions). The edge CER system has been upgraded recently, and both the spatial and time resolution have been significantly improved, and this should allow the causality and the shear in the radial electric field to be determined.

COMPARISON WITH THEORIES

Biglari et al recently proposed a theory of stabilization of microturblence by shear in perpendicular flow $V_\perp$. They give the criterion for the stabilization of the turbulence as $\Delta \tau_s/L_v > \Delta \omega_0/\omega_0$, where $\Delta \tau_s$ is the radial decorrelation length, $L_v$ is the scale length for shear in $v_\theta$, $\Delta \omega_0$ is the decorrelation rate, and $\omega_0 = k_\parallel v_\theta$ is the poloidal rotation frequency. If we try a very rough estimate, we can take $v_\theta = 30 \text{ km/s}$, and $L_v = 2 \text{ cm}$ from CER measurement, $\Delta \tau_s$ as a poloidal ion Larmor radius $\sim 1 \text{ cm}$, and $\Delta \omega_0 = 2 \pi \times 100 \text{ kHz} - 2 \pi \times 200 \text{ kHz}$ from the reflectometer measurement. This gives a $k_\parallel$ which can be stabilized of $k_\parallel > 0.4-0.8 \text{ cm}^{-1}$. The observed rotational shear is therefore in the right order of magnitude to reduce the turbulence responsible for the edge transport. Detailed comparison with the theory requires accurate determination of the radial decorrelation length, and the decorrelation time.
Fluctuations at 5–6 cm inside the separatrix are usually quenched at the transition. Therefore, if the theory is correct, shear in the poloidal flow must extend up to that point, or, the poloidal flow must decay further inside thereby producing shear with opposite sign. Biglari et al. predict stabilization with increase in $|dv_\theta/dr|$, and the effect exists with either sign of $dv_\theta/dr$.

Here, we must note that the stabilization condition given by Biglari et al. is the condition that the decorrelation process by rotational shear becomes dominant. It is not a threshold condition. To explain the sudden quenching of the fluctuations, a sudden increase of shear at the transition is required. Shaing's theory\(^2\) suggests that poloidal flow is driven by the ion orbit loss in the layer a few poloidal Larmor radii from the separatrix. He has also demonstrated a bifurcated solution in poloidal flow, thereby allowing a large increase in poloidal flow at the transition to H-mode. Experimentally determined lower bounds for the width of the layer where fluctuations are suppressed are plotted in Fig. 4 against the poloidal ion Larmor radius for that location. Those widths are within 2–9 Larmor radius. In the near future, refined experimental work should allow a more precise comparison with existing theories.

**CONCLUSIONS**

Edge density fluctuations are found to be reduced in the edge region at the L-H transition. A preliminary estimate of the width of the fluctuation stabilization region ranges between 2 and 9 poloidal gyroradii. Dramatic changes in the edge perpendicular rotation velocity are also observed at all L-H transitions in the DIII-D tokamak. It is quite conceivable that the steep shear in the perpendicular flow is created over the stabilization region and that the turbulence is strongly reduced by this.
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TRANSPORT PROPERTIES OF HIGH $\beta_{\text{pol}}$ PBX-M PLASMAS
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Introduction

One important result from the experimental research on tokamaks is the so called H-mode regime in which the energy confinement time can be a factor of two greater than in the L-mode. The H-mode, first obtained on ASDEX [1], has been observed in many tokamaks. Because this confinement regime could be important in the design of fusion reactors, it has been the object of many different studies. In ASDEX [2], the better confinement of the H-mode regime has been linked to a reduction of the electron thermal diffusivity, $\chi_e$. In JET, a reduction of the ion thermal diffusivity, $\chi_i$, is observed during the H-mode phase [3]. High beta poloidal discharges in PBX-M typically enter the H-mode regime. In what follows, it will be shown that, in PBX-M, the H-mode is characterized by a reduction in $\chi_i$.

The PBX-M tokamak

The objective of the PBX-M project is to understand and improve tokamak plasma stability and confinement to demonstrate access to the second stability regime. Fig. 1 shows a cross-sectional view of the machine. Two unique features of the device, are exhibited, namely: the strong plasma shaping (via a set of shaping coils), and the close-fitting conducting wall for edge MHD stabilization. The indentation coil and its armor plate can be seen at the center-left (1.3 m, 0.0 m). Up to 6 MW auxiliary heating is achieved by deuterium neutral beam injection into a deuterium target ($R_p=1.65$ m) plasma. There are four beam injectors; two are at near perpendicular injection angles ($R_{\text{TAN}}=0.35$ m), two at tangential injection angles ($R_{\text{TAN}}=1.3$ m). The beam energy is 40 keV. We will concentrate on high $\beta_{\text{pol}}$ discharges which are produced at a constant plasma current, $I_p=345$ kA and a toroidal field, $B_t=1.35$ T during four neutral beam injection of 5.5 MW. The indentation is 15%, the elongation 1.6. and, $a$, the midplane minor radius = 0.28 m. The Troyon parameter $I_p/aB_t$ [4] is 0.8 with $\beta_{\text{pol}}$ and $<\beta_t>/(I_p/aB_t)$ of up to 2.4 and 4.5 respectively. These plasmas typically show an H-mode signature ( $D_0$ signal drop followed by increase of the density and stored energy). Later on, the discharge develops with different kinds of MHD

![Image of PBX-M cross-section with high $\beta_{\text{pol}}$ equilibrium shown along with internal hardware, indentation coil, (center left) and conductive shell]
activity. The equilibrium shown in Fig. 1 corresponds to an MHD free H-mode. We can see in Fig. 2, the time evolution of some parameters of one discharge. The current (not shown) is maintained constant from 0.3 s on. The neutral beam injector on times are staggered sequentially at 0.05 s intervals from 0.25 s to 0.40 s, with the two tangential beams being injected first. Full beam power is maintained from 0.4 s to 0.55 s. The transition occurs at about 0.375 s as can be seen on the $D_\alpha$ trace. The stored energy reaches maximum value at 0.44 s and, as continuous mode MHD activity develops, it saturates and eventually rolls down. ELMs start at 0.455 s.

**Transport analysis**

A documentation of these discharges was made with the PBX-M full array of diagnostics. These include a full profile of the horizontal midplane electron temperature, $T_e(R)$, and density, $n_e(R)$, measured by a 55 channel Thomson scattering diagnostic system. Charge exchange spectroscopy measurement (CHERS system) on one of the heating beams provide the ion temperature and toroidal velocity profiles: $T_i(R)$ and $v_t(R)$. This nine channel measurement covers the outer half the plasma except for the last five cm of the edge region. The $Z_{eff}$ profiles are computed from the visible continuum and Thomson scattering data. The radiated power is obtained from an array of 15 tangentially viewing bolometers located at the midplane. Single time point Thomson scattering measurements were concatenated to produce a time evolution of $T_e(R)$ and $n_e(R)$. The concatenation takes into account the jitter (= 0.04 s) of the H-mode transition time which is taken to be at 0.375 s. The end of the MHD free H-mode phase is at 0.46 s, and at 0.49 s the plasma has already experienced MHD activity for about 0.03 s. The Thomson scattering time slices are at: 0.24, 0.27, 0.30, 0.33, 0.40, 0.46 and 0.49 s. $Z_{eff}$ profiles were concatenated similarly. The $T_i(R)$, $v_t(R)$ and bolometer data are taken from representative shots. The $T_i$ slices are at every 0.02 s from 0.36 s to 0.46 s plus one slice at 0.49 s. For time points before 0.36 s, TRANSP [5,6] assume the $T_i$ profile to be equal to the one at

![Figure 3](image3.png) **Fig. 3** Plasma temperatures profiles at three times of interest: 0.36 s during L-mode, 0.46 s during MHD free H-mode, 0.49 s during H-mode with MHD activity and just prior to and ELM.
The plasma boundary was computed by the FQ [7] code at each Thomson scattering time points. All this data was input into the TRANSP code which was run in analysis mode to compute the power fluxes and thermal diffusivities. For this computation, the documentation is interpolated onto a 0.005 s grid. The convection multiplier was set to 3/2. We will concentrate on the time interval 0.35 s to 0.5 s, and we will pay particular attention to three time points namely: 0.36 s (L-mode), 0.46 s (H-mode, no MHD activity) and 0.49 s (H-mode with continuous mode activity, just before ELM onset).

During this time interval, the total stored energy increases from 60 kJ up to 165 kJ at 0.46 s and then remains at about 160 kJ. Meanwhile the energy stored in the fast ions increases from 35 kJ to 50 kJ. One problem may arise from the fact that in some cases $T_i = T_e$ over a substantial portion of the minor radius as can be seen on Fig. 3. This can lead to uncertain separation between the electron and ion channels. Because of the difficulty of evaluating (measuring) small gradients at the plasma center, and because many measurements have larger error bars in the edge region, the region of minimum uncertainty is: $a/3 \leq r \leq 2a/3$. Although no specific study of the error propagation was done for this analysis, past experience indicates the relative error bars to be 50% for $r = a/2$. We can see in Fig. 4 a plot of the ion diffusivity, $\chi_i$, and the electron diffusivity, $\chi_e$, as a function of time from 0.33 s to 0.5 s for three values of the midplane minor radius: $a/3$, $a/2$ and $2a/3$. This choice corresponds to the region of confidence mentioned above. It can be seen that the ion and electron diffusivities differ and that $\chi_i \geq 2\chi_e$. The ion diffusivity falls by a factor of $\sim 3.0$ at $r = a/2$, when going from the L-phase to the end of the MHD free H-phase even if one last beam is added at 0.4 s. During the same interval (0.36 s to 0.46 s) the electron diffusivity remains unchanged to within the uncertainty. The time needed for $\chi_i$ to drop and achieve its "final" H-mode value is shorter (0.04 s) on the outside then on the inside (0.08 s). We must keep in mind that the time resolution of this analysis is limited by the available experimental profiles to a value between 0.02 s and 0.06 s. Hence the
two $\chi_i$ drop times previously mentioned are upper limits. The "analyzed" transition time of 0.36 s, instead of 0.375 s, is acceptable in view of the analysis time resolution. The $\chi_i$ profile is inverted (larger value on the outside) during the L-mode, and nearly flat at 0.46 s. The ion diffusivity increases for times > 0.46 s (corresponding to MHD activity) and at 0.49 s, the $\chi_i$ profile is inverted again but with smaller values than during the L-mode. The drop in electron diffusivity for $t > 0.47$ s may be related to an overestimation of the $P_{rad}$ data. As mentioned earlier, the bolometer array is viewing tangentially the machine midplane where most of the plasma interaction with the first wall (indentation coil armor plate, outer limiter and conductive shell) occurs. This radiative which occurs outside the plasma, effectively causes an overestimate of the radiation loss, $P_{rad}$, inside the plasma. As mentioned previously, there is a problem in estimating the power exchange term, $Q_{\text{ie}}$, between the ions and the electrons when the two temperatures are closer than the size of the error bars. For this analysis (at 0.46 s and $r = a/2$), $Q_{\text{ie}}$ is small (100 kW) compared to ion conduction loss (1 MW), but of the order of half of the electron conduction loss (180 kW). A change within the error bars of the temperatures data can then produced a significant change in $\chi_e$. For the reasons just mentioned, we cannot positively determine the behavior of $\chi_e$ across the H-mode transition. On the other hand, $\chi_i$ is minimally affected. For completeness, we plot in the last section of Fig. 4 the time evolution of the one fluid transport coefficient defined by:

$$\chi_{\text{Tr}}= \frac{P_{\text{C}}+P_{\text{V}}+P_{\text{C}}+P_{\text{V}}}{\left(n_{\text{C}}v_{\text{C}}+n_{\text{V}}v_{\text{V}}\right)S}$$

where the $P_{\text{C}}$ and $P_{\text{V}}$ are the volume integrated conduction and convection losses for the ions and the electrons. $S$ is the area of the flux surface. By considering a one fluid plasma the power transfer term between the two species is eliminated. In our case, the evolution of $\chi_{\text{Tr}}$ follows that of $\chi_i$.

**Conclusion**

A TRANSP analysis of a PBX-M high $\beta_p$ documentation was performed to study the transport properties across the L to H-mode transition and the later H-mode deterioration due to MHD activity. It is found that the transition to the H-mode corresponds to a reduction in $\chi_i$ by a factor 3.0 at $r = a/2$ and a flattening of its profile, between $a/3$ and $2a/3$. Considering that a fourth beam was added at 0.4 s, the 3.0 factor is a lower limit. The deterioration of the H-mode during MHD activity is reflected by an increase in the ion conductivity and a return to an inverted $\chi_i$ profile but at a level lower than during the L-mode.
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1. INTRODUCTION.

It was recently reported [1,2] that the setting up of radial electric fields by means of electrodes in the edge of a tokamak plasma could lead to edge rearrangements which are very similar to L-H transitions. In this paper we report on similar experiments in ohmic discharges on TEXTOR. A biasing electrode was introduced up to 6 cm beyond the toroidal belt limiter in full grade TEXTOR plasmas (B_t = 2 T, I_p = 175 kA, R = 1.75 m, a = 0.46 m). The probe did not become itself a limiter and was capable of sustaining the heat load from the regular discharge and the extra load connected with the biasing. Clear H-transitions (density rise, profile steepening, D_e drop) are obtained resulting in improvements of about 1.4 in the energy- and 2 to 2.5 in the particle confinement time.

This improvement is achieved using positive, i.e. radially outward pointing fields. Together with the CCT work (negative fields), our experiment then appears to favour such theoretical models in which confinement improvement depends either on the absolute value of the electric field strength or on a gradient in poloidal rotation speed.

2. SYSTEM DESCRIPTION.

The set up used for edge polarisation is shown in Fig. 1. The electrode consists of a canoe-shaped, carbon head with dimensions length =13 cm, width = 3.5 cm and height = 1.5 cm, mounted on a steel shaft housed in an insulating sleeve made of boron nitride. A bias voltage is applied between the electrode and all 8 blades of the toroidal belt limiter ALT2, i.e. the current follows the path: power supply, electrode, ALT2, power supply. It is experimentally found that the probe current I_E is equally distributed over all blades. In the experiments reported here, the probe tip is situated at a plasma radius of 40 cm, a distance L = 6 cm inside the limiter. This zone of width L is henceforth referred to as the electrical layer. Although the bias can in principle have either polarity, it is found that the current that can be drawn from the plasma with negative bias (then limited to the ion saturation current of the electrode) is too small to trigger the H-mode behavior. All results shown
therefore pertain to positive bias, setting up a radial outward pointing electric field in the electric layer.

3. MECHANISM FOR FIELD CREATION AND FOR TRANSITIONS.

Applying a positive bias to the electrode results in the extraction of electrons from the plasma. To prevent an indefinite charge build-up, the plasma reacts by setting up a radial electric field $E_r$ capable of driving out ions to the wall. In a magnetised plasma this is achieved by the following mechanism: the field provokes an $E \times B$ poloidal rotation (of speed $U_p$) which itself yields a radial ion outflow, provided the rotation is hampered by friction (compare with outflow induced by diamagnetic or Pfirsch-Schlüter currents). This outflow will be non-ambipolar if ions and electrons feel a different friction. Such a situation arises e.g. because of parallel viscous stress effects [3] which result in ion poloidal rotation being damped by a force per unit volume of the form $F_p = m n v U_p$, where $m$ is the ion mass, $n$ is the ion density and $v$ is the effective collision frequency [4-6].

In a magnetised plasma this is achieved by the following mechanism: the field provokes an $E \times B$ poloidal rotation (of speed $U_p$) which itself yields a radial ion outflow, provided the rotation is hampered by friction (compare with outflow induced by diamagnetic or Pfirsch-Schlüter currents). This outflow will be non-ambipolar if ions and electrons feel a different friction. Such a situation arises e.g. because of parallel viscous stress effects [3] which result in ion poloidal rotation being damped by a force per unit volume of the form $F_p = m n v U_p$, where $m$ is the ion mass, $n$ is the ion density and $v$ is the effective collision frequency [4-6].

$\frac{E_r}{B_t} = 1 + \frac{n_{NC} \rho_t}{\rho_t} + \frac{1}{n_{NC}} \frac{d\rho_t}{dr}, \quad (1)$

where $\rho_t$ is the perpendicular Spitzer resistivity and $\rho_{NC} = B_t^2 / (m_n v) \rho_t$ is the resistivity due to viscosity. It should be noted that $\rho_{NC}$ is typically 7 orders of magnitude larger than $\rho_t$.

In accordance with Refs. [1] and [8], we assume that the contribution of the toroidal velocity $U_t$ to $E_r$ can be neglected. From Eq. (1) an approximate relation can then be derived between the plasma potential at the probe location $V_p = E_r L [1]$ and $I_E (\equiv \rho_t A$, where $A$ is the area of the average magnetic surface in the electrical layer) is given by

$I_E = -A \frac{n_{NC}^{-1}}{L} \left( V_p + \alpha T_i / e \right), \quad (2)$

where $T_i$ is the ion temperature (expressed in eV) at the electrode and $\alpha$ is of order unity.

In Refs. [1,2,4] it is shown that sudden transitions from low to high electric fields can be triggered when (i) $V$ decreases with increasing $U_p$ [4-6] such that the friction force $F_p$ develops a maximum as a function of $U_p$, a feature which is experimentally verified in [2] and (ii) an $I_E$ is drawn such that the torque $I_E B_t L$ exceeds that corresponding to the maximum $F_p$.

4. EXPERIMENTAL RESULTS.

Figure 2 shows the temporal behaviour of the total stored energy $E$, the total bolometric radiation loss $P_{rad}$, the neutron yield $Y$, the $H_{\alpha}$ radiation at the wall, the line density $n_0$, the loop voltage $V_L$, the central temperature $T_0$, and the electrode current $I_E$ in response to a trapezoidal electrode voltage $V_E$. When a critical voltage is reached during the rise and fall, sudden transitions occur in $E$ and a concomitant $n_0$, $T_0$ and $E$ growths and drops are observed. The gas feed rate is constant during the entire time interval. After an initial transient the loop voltage returns to its pre-bias value. The $n_0$ and $T_0$ profiles change as shown in Figs. 3a and 3b. Of particular interest are the profile changes in the edge region. A strong steepening of the density profile results from a decrease at the limiter radius and in the SOL and an increase in the bulk. Further details, obtained from a lithium probing beam, are shown in Fig. 4 for the zone $44 < r[cm] < 50$. The edge $T_0$ profile is essentially unchanged after an initial contraction responsible for the aforementioned $V_L$ transient.
The energy confinement time $\tau_E$ increases, for the discharge of Fig. 2, from 35 ms to 52 ms. As the confinement in ohmic discharges in TEXTOR depends on $n_e$, the real gain of $\tau_E$ then amounts to about 35% with respect to non-biased discharges at the same density. In the evaluation of $\tau_E$, the biasing power, amounting to about 20 kW after the transition and representing 10% of the ohmic power, was not included. This power is deposited in the very edge of the plasma and is thought not to contribute directly to the energy increment [7]. One should further note that the confinement improvement is occurring even though the radiation loss (Fig. 2) amounts to practically 100% of the input power.

The gain in the global particle confinement time $\tau_p$, defined as the ratio of the total number of particles found in the discharge to the number of ionisation events inferred from $H_\alpha$ measurements, is estimated to reach about 2 to 2.5. $H_\alpha$ decreases upon biasing at all 4 monitoring stations around the machine, including at the limiter. The time rate of change of $H_\alpha$ is rather slow, as exemplified in Fig. 2. The recycling at the electrode itself has not yet been monitored. However, as $IE$ decreases at the transition, we expect the particle flux to the electrode to decrease as well.

The setting up of the electrical layer is ascertained from two diagnostics. Preliminary poloidal Doppler shift measurements yield typical field strengths at $r = 41$ cm of 50 V/cm under conditions where $VE = 420$ V. The extent to which the electrode can impose the local plasma potential can also be assessed from the electrode's probe characteristic. The latter indeed imposes, besides Eq. (2), a further relation between $IE$ and $VP$, namely

$$IE = I_{sat,+} - I_{sat,-} \exp \left( \frac{(VE - VP)}{\tau_E} \right),$$

where $I_{sat,+}$ and $I_{sat,-}$ are the resp. ion and electron saturation currents. It can readily be appreciated that a significant drop of $IE$ at increasing density and constant temperature presumes a decreasing difference $VE - VP$. A quantitative analysis yields the change of $VP$ vs $VE$ shown in Fig. 5. Applying Eq. (2) allows one to compute $R = L \tau_{NC} / A$ and compare $\tau_{NC}$ with the predictions from theory. This analysis will be published elsewhere.

5. CONCLUSIONS.

We have been able to improve both $\tau_E$ and $\tau_p$ by setting up outwards pointing fields in the edge of an ohmic plasma. Although the understanding for the improvement awaits further elucidation, our experiment, in combination with the earlier CCT work, should be explained by models in which confinement improvement depends either on the absolute value of the electric field strength or on a gradient in poloidal rotation speed.
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FIG. 1 Experimental set-up. FIG. 3 Electron density (a) and temperature (b) profiles before polarisation ($t = 0.8\,\text{s}$) and after transition ($t = 1.25\,\text{s}$) for conditions of Fig. 2.

FIG. 2 Temporal evolution of important parameters (both $P_{\text{rad}}$ and neutr. yield have 50 ms integration time).

FIG. 4 Edge density as measured by Li-beam for conditions of Fig. 2.

FIG. 5 Computed variation of plasma potential at probe tip location vs probe voltage.
ELMS AS TRIGGERED AND AS TRIGGERING RELAXATION PHENOMENA IN ASDEX
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1. Introduction.
In the ASDEX device, the relaxation phenomena known as ELMs /1,2/ are frequently isolated events in that no preceding and no following changes of plasma parameters occur. During the relaxation, a characteristic MHD mode is observed which is no precursor /3,4/. ELMs may be triggered, however, by other MHD phenomena and they are able to trigger the onset of Mirnov oscillations, the transition from L-type confinement behaviour to the H mode and vice versa. This paper summarizes the measurements made in the ASDEX tokamak, in particular those with appropriate temporal resolution, i.e. at a data acquisition rate of typically 200 kHz.

2. Characteristics of ELMs.
ELMs manifest themselves in the signals of practically all diagnostics; the most instructive ones are those of the SX diode cameras, the \( B_\phi \) loops and the emission of \( H_\alpha / D_\alpha \) light from the divertor chambers as shown in Fig. 1. The energy loss caused by an ELM leads to a transient decrease of the X-ray emission at a time scale of about 0.3 ms. It also shows up in the \( B_\phi \) signal: Due to the decrease of the poloidal beta, the major radius \( R \) of the plasma shrinks by an amount which ranges between a few mm and more than a cm causing the negative dip in the \( B_\phi \) signal shown in Fig. 1 (and, accordingly, a positive one in \( B_\phi \) signals arising from Mirnov probes at the high-field side of the torus). For the sake of simplicity, we have selected an example for which the motion of the plasma dominates the amplitude of \( B_\phi \). The superposition of competing MHD activity is discussed in Ref. /4/.

A variation \( \Delta R \) by 1 cm corresponds to a loss of \( \beta_p \) by about 0.05 (the precise value depending on the initial value of \( \beta_p \)). Changes of \( R \) of the order 1 cm are also characteristic for very soft disruptions. In this case, however, \( \Delta R \) is due to \( \Delta ( \beta_p + l_1 / 2 ) \). The loss of internal magnetic field energy then manifests itself in the well-known positive current and negative voltage spikes not observed in ELMs while otherwise well comparable with minor disruptions. We conclude, therefore, that ELMs do not lead to a rearrangement of the current density distribution (say variation of \( l_1 / 2 \)). This conclusion is important for the interpretation of some of the observations to be presented in the next sections.

The energy lost from the main plasma is at least partially deposited in the divertor chamber which is indicated by the positive spikes in the \( H_\alpha / D_\alpha \) emission recorded by fotodiodes viewing onto the divertor plates. Signals arising from the upper and the lower divertor at different toroidal positions exhibit no time shift. Hence, an ELM is essentially an \( m = 0, n = 0 \) event.
The statements given above refer primarily to "single" ELMs, i.e. those in which the temporal distance of subsequent ones is large as compared to the duration of the relaxation process of the order 0.1 to 0.3 ms. "Grassy" ELMs having a typical distance of 0.5 ms do not differ in the essential features discussed so far apart from the smaller amplitudes. (The shrinking of the major radius, e.g., is scarcely observable). Due to the large repetition rate, it is practically impossible to identify clear correlations between "grassy" ELMs and other MHD phenomena. For this reason, the following discussion focuses onto "single" ELMs.

![Fig. 1 Signals characterizing an ELM. Time window 2 ms. From top to bottom: SX emission along two chords (radii of tangency being a and a/2 respectively); B₀ from a Mirnov probe located at the low-field side; Hα/Dα emission from a divertor chamber.](image)

3. ELMs triggered by and triggering MHD activity of a different kind.

The example presented in Fig. 1 was selected such that the relaxation phenomena caused by the ELM are not masked by competing MHD activity neither prior to nor during nor after the relaxation. Hence, it is a typical example for what was called an isolated event in the introduction. ELMs appear to be triggered, however, by the so-called "fishbone-like events" which consist of the increase and decrease of an m = 1 / n = 1 oscillation accompanied by an n = 1 satellite with large m number. These observations were first reported in ref. /5/. It was also stated there, that fishbone-like events may as well occur without giving rise to ELMs. The increasing part of such oscillations resembles to some extent to the startup phase of a sawtooth relaxation. The oscillation, however, is not restricted to the interior of the q = 1 surface. Rather, it extends over the entire cross section of the plasma column.

An example for an ELM triggered by a fishbone-like event is shown in Fig. 2. This ELM is a particularly violent one which manifests itself in the saturation of the photodiode signal not occurring during the preceding and the subsequent ELM relaxations. In turn, this ELM apparently triggers the onset of an m = 2 / n = 1 mode which finally leads to a disruption.
Usually, H-mode plasmas are free of sawteeth but they may occur at low heating power and are then able to trigger ELMs. This observation supports the interpretation of ELMs as pressure-driven modes: the relaxation leads to a transient increase of the pressure in the near-boundary region. The triggering of ELMs by fishbone-like events, however, cannot be ascribed to such a process.

The $m = 2 / n = 1$ mode, if occurring during an H phase, is always triggered by an ELM which is also hard to explain since this mode is usually thought to be current-driven. In the preceding section, however, it was pointed out that ELMs do not change the current density distribution. Hence, it must be inferred, that the stability of this mode depends on the pressure profile, too.

![Fig. 2](image1.png) Fig. 2 A fishbone-like event triggers an ELM which, for his part, triggers the onset of an $m = 2 / n = 1$ mode. Time window 1.5 ms. From top to bottom: $H_\alpha / D_\alpha$ emission from the upper divertor chamber (photodiode signal saturates); $B_\phi$ signals from Mirnov probes located in the midplane (low-field and at the high-field side, respectively); SX diode signal from a near-centre chord.

![Fig. 3](image2.png) Fig. 3 A sawtooth relaxation triggers an ELM and an L to H transition. Time window 2 ms. From top to bottom: $H_\alpha / D_\alpha$ emission from the upper divertor chamber; SX emission along three chords viewing through the plasma centre and having radii of tangency of $a / 2$ and $a$, respectively.
4. Triggering of L to H transitions by ELMs.

If an H phase is not finished by a disruption there is always a transition to a second L phase prior to the return to OH confinement behaviour. It is well known from ASDEX /2/ and, e.g., Doublet III-D /6/ that this H to L transition is commonly initiated by a violent ELM. Apparently, the edge barrier characterizing the H-type confinement cannot be restored in such cases.

Most surprisingly, L to H transitions in ASDEX are usually preceded by ELMs, too. An example is shown in Fig. 3. In this case, the first triggering event is a sawtooth relaxation. The transition manifests itself in the well-known decrease of the \( \text{H}_\alpha / \text{D}_\alpha \) emission in the divertor. Prior to this decrease, however, a peak occurs which exhibits all characteristic signatures of an ELM. The dips in the \( B_\parallel \) signals indicating the loss of energy from the main plasma, e.g., can clearly be identified if the amplitude is sufficiently large.

It was reported earlier /2/ that L to H transitions need not be triggered by a sawtooth. At high injection power, only one sawtooth occurs after the onset of the injection and does not trigger the transitions. Also then, at least one ELM appears prior to the decrease of the \( \text{H}_\alpha / \text{D}_\alpha \) signal in the same way as shown in Fig. 3. Regardless on the occurrence or non-occurrence of sawtooths, in lieu of one ELM there might be several ones, typically up to five, with a repetition rate comparable to "grassy" ELMs. It should be pointed out that the observations presented in this section do not refer to rare events. Rather, in the majority of cases (about 90%) recorded with appropriate temporal resolution ELMs are preceding and apparently triggering the transition from the L-type to the H-type confinement regime.

These experimental findings are hard to reconcile with the widely accepted interpretation scheme. According to this, ELMs are pressure-driven (preferably ballooning) modes and the buildup of steep pressure gradients near the separatrix is a necessary prerequisite. On the other hand, it has to be stated that in the L regime ELMs occur only immediately prior to the H transition and exhibit more resemblance to "grassy" than to "single" ones. Maybe, for beam-heated plasmas, three types of confinement behaviour have to be distinguished, namely L-type, H-type with a few "single" ELMs and an intermediate state characterized by "grassy" ones. Of course, this is steep speculation and should only be considered as a possible useful guideline for further investigations on both the H regime and the occurrence of ELMs.
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ABSTRACT
The quality of the H—mode benefits from operation with boronized walls and reduced vacuum conductances between divertor and main plasma chamber. In particular quasi-steady H—phases could be maintained up to 2 s (beam pulse limited) by the optimized introduction of regular ELMs (Edge Localized Modes). With an ELM period of typically 4.5 ms, the confinement time was 40 ms for Ip = 0.28 MA (1.9 MW, H → D) with a Goldston multiplier of 1.7. Compared with the quiescent H-mode, a reduction of 10 - 15% in τE has to be accepted in order to establish the quasi-steady state conditions by the ELMs. The distribution of the power load onto the divertor plates indicates the same toroidal asymmetries for L- and H-modes.

INTRODUCTION
On ASDEX quiescent H-phases (H') with almost no or only a few ELMs are basically non steady-state /1/. The improved confinement properties in the H-phase cause impurities to accumulate in the plasma center and increasing radiation impedes the discharge from becoming stationary (Fig.1). Quiescent H-discharges are analyzed in a companion paper by Ryter /2/. None of the technical means, available on Asdex, has provided steady-state quiescent H-modes. We have tried various divertor configurations, various wall conditions (stainless-steel, carbonization, boronization), pumping (Ti) and non-pumping (Cu) divertor plates and additional Ti-gettering in the divertor chambers. Steady state can, however, be achieved by the introduction of controlled ELM activity. ELMs affect the outer zone of the discharge and the impurity development depends very much on their presence and intensity. This paper describes long quasi-steady state discharges with ELMs (H) in more detail and compares its properties with that of L- and H*-discharges. Quasi steady-state H-modes have also been reported by DIII-D /3/.

QUASI-STATIONARY H-MODE WITH ELMs
Operationally quiescent or ELMy H-phases are produced by careful choice of the plasma position. Basically, the same discharge (Ip = 0.28 MA, q = 3, \( \bar{n}_e = 3.1 \times 10^{13} \text{ cm}^{-3} \)) can reproducibly be developed into an H*—or an H-mode by changing the horizontal position (\( R_o \)) by only 1 cm (Fig.1). With the actual neutral beam power (2.2 MW) a single-null divertor configuration is necessary to achieve the H-mode (Δz = 1.5 cm). The discharge remains in the L-mode in the double-null configuration (z = 0). During the initial quiescent phases both H-modes show a similar development of the density and radiated power. With the onset of more frequent ELMs, further increase in density and radiated power is prevented and the discharge proceeds in a quasi-steady mode. The level of radiated power, however, is clearly increased in relation to the L-discharge.

Figure 2 illustrates an H-mode discharge with ELMs. The density remains stable in contrast to the H*-mode with its continuous density rise. (The gas valve is closed with the onset of the neutral beams.) The loop voltage drops to 0.3 V and stays low. The confinement time (\( ~38 \text{ ms} \)) remains constant and recovers to the ohmic level after termination of the
beams. The H-mode lasts for about 50 confinement times and is limited by the pulse length of 2s. The development of the impurities (Fig.3) reflect the stationary behavior of the discharge: The total radiated power $P_{RAD}$ remains constant. The signals from the core of the plasma - soft X-rays (SX(0)) and the emission of copper lines (Cu-XXIV) - slightly decrease during the discharge, probably due to the decrease in beam power. The stationary situation in the plasma center is confirmed by the central $Z_{eff}$-signal measured by bremsstrahlung, which levels off at about 2.9 and stays constant. An L-mode discharge of similar power has a $Z_{eff}$ of about 1.6. While in $H^+$-modes the profiles, in particular the density profile shows a continuous development throughout the quiescent phase, with ELMs the plasma profiles remain invariant. Altogether, the H-mode with ELMs develops as stationary as long pulse ASDEX L-mode discharges reported earlier /4/. Reproducible H-discharges with still acceptable confinement require a certain ELM-frequency (125 Hz - 250 Hz) which remain to be fairly constant throughout the pulse. The time-expanded $H_\alpha$-signal measured in the divertor ($H_\alpha^{DIV}$) in Fig. 2 shows the very regular ELM behavior. During this discharge the ELM-frequency is 230 Hz, the standard deviation from the mean frequency being less than 10% during the H-phase. Such a stable ELM-behavior has been observed on ASDEX only under special boundary conditions:

1. The divertor chamber has to be as close as possible. Originally, the water cooled divertor for long pulse operation had large by-passes with an overall conductance 2-3 times the neck conductance. The resulting higher gas recycling provided bad H-mode conditions (high power threshold, high ELM-frequency, low confinement).
2. Low-Z wall conditions and removal of oxygen as realized in Asdex with boronization. Thereby, a very stable ELM-behavior can be achieved leading to the favorable H-mode conditions with ELMs reported in this paper.

Under these circumstances recycling control and optimized wall conditions allow sufficient control of the plasma position to avoid degradation in confinement caused by the operationally unstable situation in the sense that a sudden increase in ELM frequency causes a reduction in major radius (from equilibrium) which gives rise to a further increase in the ELM frequency.

The relevance of the H-mode with ELMs depends, of course, on the confinement degradation introduced by ELM activity. An optimum has to be sought: ELMs have to be frequently enough to prevent impurity accumulation but the energy loss through them has to be minimized. In comparison to quiescent H-modes typically a reduction of 10 - 15% in $\tau_E$ has to be paid for the quasi-steady state conditions. In the current range .28-.42 MA Goldston multipliers of 1.7 to 1.9 are achieved by ELMy discharges ($P_{NI}=2.5MW$). For Kaye-Goldston scaling the corresponding multipliers range from 1.9 to 2.2.

POWER LOAD ONTO THE DIVERTOR-PLATES

If one considers the H-mode stabilized by ELMs with this modest confinement reduction as reactor-compatible, the load distribution on the divertor in this discharge is of interest. On ASDEX time-integrating calorimetric measurements for the toroidal distribution of the thermal load on the divertor panels are available. Figure 4 shows distributions of an ELMy discharge (see Fig. 2 ) and a single-null L-mode discharge. The two discharges produce very similar toroidal distributions of the deposited power caused by vacuum islands residing at the plasma edge. It is important to note that the power flux across the separatrix via ELMs does not aggravate the problem of asymmetric power distribution.

In contrast to the toroidal distribution, the ratio of the power load to the inner and outer divertor plates is different for the two discharges: The power outflow of the ELMy H-discharge is more symmetric, reducing the inner to outer ratio by a factor of nearly two. Future experiments have to confirm whether this observation is typical.

Furthermore, as the energy lost via ELMs is distributed onto the divertor plates over a larger width the technical problem of handling large power fluxes is further reduced.
CONCLUSION

With boronized walls and reduced gas conductances between the divertor and the main plasma chamber very regular ELMs can be produced in the ASDEX H-mode. They prevent the impurity accumulation usually observed during the quiescent H-mode and allow a quasi-steady discharge for 2 seconds (up to now limited by the pulse length of the neutral beams). The introduction of ELMs under optimized and controlled conditions reduces the confinement time by an acceptable amount of 10 to 15%. An H-discharge with ELMs could therefore be considered as a candidate for reactor application in particular as no additional problems seem to arise from the point of view of power deposition onto the divertor plates.
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FIGURE CAPTIONS

Fig.1 Influence of the horizontal ($R_o$) and vertical (z) plasma position on the development of the discharge ($I_p = 0.28$ MA; $q = 3.2$, $n_e = 3.1 \times 10^{13}$ cm$^{-3}$) during neutral beam heating. A difference of 1 cm in the major radius $R_o$ discriminates between the two H-mode variants.

Fig.2 Time histories of parameters for an H-discharge with ELMs ($I_p = 0.28$ MA, $q = 3.2$, $n_e = 3.1 E 13$ 1/cm$^3$, $\tau_E = 38$ ms, $P_{NI} = 2.2$ MW). The time expanded insert of $H_\alpha$-signal shows the very regular ELM-activity (ELM-frequenz = 230 Hz).

Fig. 3 Impurity development for the H-discharge of Fig.2: Global radiated power $P_{RAD}$ as well as Cu-XXIV line emmissiion and soft-x radiation (near plasma-center) decrease slightly (probably related to the decreasing neutral beam power). The $Z_{eff}(0)$ stabilizes around 2.9.

Fig.4 Time integrated toroidal power distributions on the inner and outer sectors of the ASDEX divertor for single-null L- and ELMy H-discharges. Both discharges produce very similar toroidal distributions, but the H-mode shows by a factor of two less inner/outer asymmetry.
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OHMIC H-MODE IN "TUMAN-3" TOKAMAK
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The spontaneous transition in the regime of improved confinement has been obtained recently in deuterium plasma in "TUMAN-3" tokamak. Similar H-mode discharges on different tokamaks were observed so far in the experiments with strong auxiliary heating [1-4] and also in ohmic regime on DIII-D in the separatrix configuration [5]. The H-mode-like behavior in "TUMAN-3" took place in ohmically heated discharges where plasma was bound by poloidal limiters. Some features of the appearance of H-mode were observed also in the regime with magnetic compression and second current rise [6].

The distinctive feature of "TUMAN-3" [7] is a small aspect ratio of torus $R/a_\perp=2.3$ ($R=55\text{ cm}$, $a_\perp=24\text{ cm}$) which allows to obtain a large plasma current $I_p$ in a low toroidal field $B_t$. In the described experiments the plasma parameters were $I_p=95\text{ kA}$, $B_t=4.5-6.5\text{ kG}$, average density $n_e=0.5-2\times10^{13}\text{ cm}^{-3}$, ohmic power $P_{\text{oh}}\geq 200\text{ kW}$. Under these conditions the corresponding power flux through the plasma surface achieved the value $P_{\text{oh}}/S=4\text{ W/cm}^2$. This magnitude corresponds to the threshold for transition in H-mode on other tokamaks with auxiliary heating [8]. It should be noted that the height of four inconel poloidal limiters inside vacuum vessel was only $1.2\text{ cm}$ and probably such limiters did not play an appreciable role for wall protection.
Fig. 1. Time evolution of plasma parameters in H-mode discharge. $B_t = 6.5$ kG, $q > 3$.

The required conditions for obtaining of H-mode were low recycling and small flux of impurities. For the cleaning of inconel vessel the low temperature inductive discharge in $O_2$ and $D_2$ was used. As well as in JFT-2M [4] content of impurities and recycling were lower when plasma column had a small shift $\Delta R \sim 2-3$ cm towards the inner wall. After cleaning radiation losses $P_{\text{rad}}$ did not exceed $30\% P_{\text{oh}}$. Typical value of effective charge was $Z_{\text{eff}} = 1.5$.

Time evolution of plasma parameters in H-mode discharge (solid lines) and in the discharge without H-mode (dashed lines) is shown on fig. 1. The characteristic features of the appearance of H-mode were fast drop in $D_\alpha$ emission and increase in plasma density. In the case of fig. 1 ($q > 3$) the transition occurred during the period of plasma current rise at $t=20$ ms when the resonant surface $m/n=4$ appeared in the vicinity of plasma edge. Apparently the burst of MHD-instabilities at this moment could increase the heat flux to the plasma boundary and thus facilitate the transition. Sometimes a small change of toroidal field $\Delta B_t / B_t \sim 1\%$ was sufficient to diminish the
amplitude of MHD-spikes and eliminate the appearance of H-mode.

Fig.2 shows the spontaneous transition in H-mode behavior during the stage of current flattop. Here the transitions was not connected with any resonant burst of MHD-activity (the value of safety factor \( q = 2.6 \)). In both examples (fig.1 and fig.2) the transition in H-mode was followed by the increase of plasma energy \( W_i \) (fig.1e, 2d) defined from the measurements of diamagnetic flux, by sharp rise of soft X-ray emission (fig.1f, 2e) from plasma center and by the increase of central electron temperature (fig.1g).

The energy confinement time \( \tau_E \) as a function of average density for two regimes \( q > 3 \) and \( q < 3 \) is plotted on fig.3 and fig.4 respectively. H-mode energy confinement times were a factor of 1.2-1.3 longer than typical values of \( \tau_E \) in ohmically heated plasmas without H-mode. Similar effect of improvement of energy confinement in ohmic H-mode was observed in DIII-D[5]. In our experiments particle confinement time was increased approximately 3-6 times after transition.

The distinctive feature of H-mode in "TUMAN-3" was also a significant rise of sawteeth oscillations on the signal of soft X-ray emission (fig.1f, 2e). The time evolution of soft X-ray emission in the H-mode regimes indicates the possible formation of peaked current density profile.

The appearance of H-mode caused the rise in radiation.
losses (fig.1d), loop voltage $U_p$ (fig.1a,2a) and led to the current disruption. The increase in radiated power was obviously a consequence of accumulation of impurities observed usually in ELM-free H-mode discharges [9].

One should note in conclusion that both observations of H-mode appearance in ohmically heated discharges in DIII-D and in "TUMAN-3" were made in tokamaks with small aspect ratio and in the regimes with low toroidal fields. Ohmic H-mode in "TUMAN-3" was obtained in limiter configuration without magnetic separatrix inside vacuum vessel.
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TOKAMAKS
A7 MHD PHENOMENA
RUNAWAY ELECTRON PRODUCTION DURING MAJOR DISRUPTIONS IN TORE-SUPRA
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After 18 months of operation at 1.8 Tesla, the toroidal field of TORE-SUPRA has been increased to 4.5 Teslas, its nominal value. The most unexpected consequence of this field change was the appearance of large amounts of runaway electrons during major disruptions: tens of kA are obtained during the strong disruptions.

These electrons are mostly observed through the photonuclear processes induced when they are lost in the inner wall:

- Hitting the carbon tiles, they radiate a part of their energy as hard X-rays. The X-ray spectrum ranges from zero up to the initial electron energy.

- This X-ray beam, going through the vessel materials, can stripe neutrons, protons or alpha particles from the different nuclei. These reactions are observed both by the produced neutrons (photo-neutrons) and the radio-activity of the residual nuclei. Each reaction is possible only if the X-rays have an energy higher than a minimum value, the threshold energy $\Sigma$

Estimations of the electrons individual energy is then performed by an analysis of the radio-isotopes formed, each one corresponding to a given threshold. Its observation indicates that at least some electrons have got an energy higher than the threshold.

Activation of the vessel material (carbon, steel, copper, ...) gives a first set of data. The reaction with the highest threshold clearly seen is: $^{12}C\ (X,\alpha)\ Be^7 \rightarrow \Sigma = 26.3$ MeV. With a 54 days half-life, the Be$^7$ can be measured during operation shut-down, weeks after disruptions. Its high level observed all around the torus graphite first wall suggests that runaway electrons have currently reached energy well above 30 MeV.

But no higher threshold can be used with the intrinsic elements of the vessel, the produced radio-nuclei having too short periods to be measured. It is then necessary to place other samples in the hard X-ray beams. The best choice, to obtain high threshold, high cross-sections with appropriate half-lives (a few hours or days) is bismuth. The main reactions, which could be observed, are:

$$\begin{align*}
B_{12}^{209} (X,3n) & B_{12}^{206} : \Sigma = 22.4 \text{ MeV} / T^{1/2} = 6.2 \text{ days} \\
B_{12}^{209} (X,4n) & B_{12}^{205} : \Sigma = 29.5 \text{ MeV} / T^{1/2} = 15.3 \text{ days} \\
B_{12}^{209} (X,5n) & B_{12}^{204} : \Sigma = 37.9 \text{ MeV} / T^{1/2} = 11.2 \text{ hours} \\
B_{12}^{209} (X,6n) & B_{12}^{203} : \Sigma = 45.1 \text{ MeV} / T^{1/2} = 11.8 \text{ hours} \\
B_{12}^{209} (X,7n) & B_{12}^{202} : \Sigma = 54.0 \text{ MeV} / T^{1/2} = 1.7 \text{ hours}
\end{align*}$$
On a bismuth sample, irradiated during one shot, we observed $^{210}$Bi but no $^{209}$Bi: electrons have reached an energy about 45 MeV during this disruption. This value will be used in the following.

This 45 MeV value for the electrons energy can be compared to other theoretical estimations:
- Total integration of the loop-voltage give a maximum value of 80 MeV.
- The ripple resonant interaction limit the runaway energy at 70 MeV [1].
- Confinement by the poloidal field is not possible, even for 10 MeV electrons: more complex trajectories involving vertical fields must be supposed, and are not yet clearly understood.

The number of electrons produced in one disruption is determined by measurement of the photo-neutron flux (mainly produced by $(X,n)$ reactions on iron). Estimations of the neutron/electron ratio, obtained from [2], are of $2 \times 10^{-3}$ n/e for 50 MeV electrons in a carbon and steel vessel.

Total neutron productions are only known within a factor two, the source geometry being rather different from the one used for calibration of the detectors for fusion neutrons. Two checks of the order of magnitude of the neutron fluxes were obtained: the activation of the copper from the poloidal coils by the capture of the neutrons (after thermalisation) and the level of the $^{58}$Ni radio-activity in the vessel ($^{58}$Ni, X,n, $^{59}$Ni).

Neutron integrals were currently between $10^{13}$ and $10^{14}$ neutrons, with a maximum value of $2.7 \times 10^{14}$ on shot TS-2179. Supposing that all electrons are at 45 MeV, a mean value of $2.5 \times 10^{16}$ electrons are accelerated on each disruption. They carry a current of 80 kA, and can deposit almost 180 kg in the wall where they are lost (the maximum values are 430 kA and 1 MJ respectively).

72 strong disruptions (dip/dt > 25 MA/s) have been studied, with plasma current from 0.6 to 1.8 MA, toroidal field from 1.8 to 3.9 T and various electron density and temperature (pellet injection).

As expected, the number of neutrons increases with the plasma current value, and the steepness of the current fall: they correspond to higher loop-voltage and acceleration time. Typical minimum values to obtain runaways are 0.8 MA before the disruption and 40 MA/s falling rate. Changes in electron density and temperature have a small effect: after pellets injection, where density is doubled and temperature halved, the number of electrons is smaller for the same Ip and dip/dt.

But, these variations are relatively modest compared with the three orders of magnitude observed in neutron flux evolutions when the toroidal field increases from 1.8 to 3.9 teslas: the hardest disruption under 3 teslas (TS-2397: 1.5 MA at 100 MA/s) produces less neutrons than lower ones at 3.9 teslas (e.g. 1.2 MA at 50 MA/s) by a factor hundred. A few typical value have been grouped in table I.

No clear reasons for this evolution has been identified:
- It does not correspond to a slow evolution of TORE-SUPRA, because disruptions done the same day with variable toroidal field show clearly the phenomenon.
- Plasma temperature tends to be higher with stronger field: but a simple thermal effect (more electrons close to the critical Dreicer energy) is not coherent with the results obtain with pellet injection.
Energy limitations due to ripple interaction [1] is not sufficient to explain such large variations in neutron fluxes.

<table>
<thead>
<tr>
<th>SHOT</th>
<th>$B_t$ (T)</th>
<th>$I_p$ (MA)</th>
<th>$dI_p/dt$ (MA/s)</th>
<th>NEUTRONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS-1169</td>
<td>1.84</td>
<td>0.93</td>
<td>53.0</td>
<td>$3.10^8$</td>
</tr>
<tr>
<td>TS-1377</td>
<td>1.84</td>
<td>1.13</td>
<td>62.0</td>
<td>$2.10^8$</td>
</tr>
<tr>
<td>TS-1202</td>
<td>1.84</td>
<td>1.17</td>
<td>106.0</td>
<td>$2.10^{10}$</td>
</tr>
<tr>
<td>TS-2381</td>
<td>2.62</td>
<td>1.28</td>
<td>31.0</td>
<td>$&lt; 10^8$</td>
</tr>
<tr>
<td>TS-2386</td>
<td>2.62</td>
<td>1.20</td>
<td>111.0</td>
<td>$6.10^{11}$</td>
</tr>
<tr>
<td>TS-2397</td>
<td>2.93</td>
<td>1.49</td>
<td>105.2</td>
<td>$2.10^{10}$</td>
</tr>
<tr>
<td>TS-2400</td>
<td>3.54</td>
<td>1.07</td>
<td>77.0</td>
<td>$2.10^{13}$</td>
</tr>
<tr>
<td>TS-2286</td>
<td>3.85</td>
<td>0.74</td>
<td>15.0</td>
<td>$&lt; 10^8$</td>
</tr>
<tr>
<td>TS-2321</td>
<td>3.85</td>
<td>1.28</td>
<td>34.6</td>
<td>$4.10^{13}$</td>
</tr>
<tr>
<td>TS-2156</td>
<td>3.85</td>
<td>0.88</td>
<td>46.0</td>
<td>$2.10^{13}$</td>
</tr>
<tr>
<td>TS-2179</td>
<td>3.85</td>
<td>1.02</td>
<td>72.0</td>
<td>$3.10^{14}$</td>
</tr>
<tr>
<td>TS-2135</td>
<td>3.85</td>
<td>1.28</td>
<td>109.0</td>
<td>$3.10^{13}$</td>
</tr>
</tbody>
</table>

TABLE I : DISRUPTIONS PARAMETERS

Today, the only explanation seems to be an accumulation of all the previous effects, and other ones, each accounting for an increase of a factor 2 to 4.

During an opening of the vessel, highly radioactive areas have been observed on the central column, close to the equatorial plane: they are the signature of the electron impacts (photo-nuclear processes). The toroidal distribution of this activity is represented on figure 1. The minimum are located under the toroidal coils, and the maximum between two adjacent coils. They are slightly displaced from the inter-coil midplane, accordingly with the electron velocity direction.

Two survey have been made: one on the first week of January, after 7 strong disruptions with runaways, and the second in February after 27 other disruptions. The ratio between the 18 peaks (Tore-Supra has 18 toroidal coils) was the same, only the absolute value was different from one measurement to the other. This suggests that the electrons impact distribution is the same from one disruption to the other, and the 18 locations between the coils are always struck with the same proportion of the runaways.

A confirmation of this fact has been obtained by an evaluation of the radiological age of the impacts: the ratio between short half-life isotopes like Ni$^{57}$ (1.5 day) and long half-life ones like Cr$^{51}$ (27.7 days) or Mn$^{54}$ (310 days) is the same (within 10%) on all locations. The first ones have mainly been produced by the last disruptions (4) and the seconds by all disruptions since the toroidal field was increased. Electrons lost during these 4 last disruptions have then hit the wall with the same spatial distribution as that of all the disruptions before.

The systematic differences from one place to the other must be due to slight mis-alignments of first wall panels respective to the magnetic
The 18 peaks modulation is caused by the magnetic ripple: the distance between the toroidal field line and a circular toroidal line change about 1.1 mm from a under-coil location to an inter-coil one. If this millimeter can explain the factor of ten between the minima and the close maxima, a radial change from one panel to the other of the same order of magnitude can account for the peak difference. A better alignment seems difficult to obtain.

Burnt, and even broken, graphite tiles have been discovered correlated with the highest radioactive spots. If electrons are distributed around the torus proportionally to the radioactive peaks, an estimated energy from 10 to 100 kJ per disruption is deposited on a few tens of square centimetres. This energy can increase the tile temperature of at least 500°C. Some of them have been broken by the thermal shock.

FIG 1: RADIO-ACTIVITY OF THE FIRST WALL

RUNAWAY RELAXATION OSCILLATION ON HL-1 TOKAMAK
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We have studied the non-thermal radiation in HL-1 tokamak at the frequency 35GHz and 80GHz[1]. In this paper, the experimental results obtained by means of a microwave receiver (the bandwidth of the IF amplifier extends from 20MHz to 100MHz and its gain is 30db. The bandwidth of the video amplifier extends from DC to 100KHz and its gain is about 40db.) at frequency 10GHz will be presented. The microwave radiation with frequency 10GHz in HL-1 device is much stronger than thermal radiation level in lower density. The stationary radiation waveform is similar to the electron cyclotron radiation which has been studied [1], as shown in Fig.1. The feature of the radiation with frequency 10GHz is that a series of sawtooth occurs in certain plasma density range. Fig.2 shows these sawteeth. They only occur in lower plasma density range in which runaway electrons can be developed and the frequency of the radiation satisfies the condition: \( w < w_p < w_e \), under which runaway instability may arise, where \( w_p \) and \( w_e \) are plasma frequency and electron cyclotron frequency respectively. The rising time of the sawtooth is in the order of tens and the falling time is less than 2ms, generally. This period agrees with the experimental result about the runaway relaxation on TFR tokamak[5]. For most conditions, the period of sawtooth is not long. The amplitude and period of sawtooth are in linear relation. Sometimes, when the period of the sawtooth is larger than 1ms, they deviate from linear relation and relate to each other logarithmically. In the following, we will describe some phenomena related to the sawteeth of 10GHz radiation and try to explain them with available theory about runaway instability.

1) Upper and lower limit of plasma density:

The sawteeth of 10GHz radiation occur in low plasma density. Fig.3 shows the relation between the radiation with frequency 10GHz and plasma density. The zig-zag part in the figure represents the sawteeth for the 10GHz radiation. Point a and b denote the beginning and end of the sawteeth in time scale, respectively. We found that at point a and b the plasma density is about \( 0.4 \times 10^{19} \) /cm\(^3\). At plasma density lower than this value, no sawteeth can be found. We think that this value is a lower limit of plasma density for sawteeth of 10GHz radiation.
According to the relation between the sawteeth of 10GHz radiation and plasma density, it seems that the sawteeth of 10GHz radiation may be caused by magnetic plasma wave, instead of electron cyclotron emission, because frequency of plasma wave, which develops when runaway instability occurs, is equal to \( \omega_p k_B / k \), and electron cyclotron frequency is only related to toroidal magnetic field \( \mathbf{B} \). Since we use a microwave receiver at fixed frequency, the relation \( \omega_p \cos \theta < \omega \) is always satisfied when plasma density is low enough. So this wave can not be received at any \( \theta \left( \theta = \tan^{-1} \mathbf{B}_y / \mathbf{B}_x \right) \).

At plasma density higher than \( 1.8 \times 10^9 / \text{cm}^3 \), the sawteeth disappear as the increase of the plasma density, as shown in Fig.4. So \( 1.8 \times 10^9 / \text{cm}^3 \) can be regarded as an upper limit of plasma density for sawteeth. The upper limit of density for sawteeth shows that when the runaway electrons are exhausted in higher density range, runaway instability can not develop further.

2) Sawteeth and sudden change of stationary radiation:
In the decrease of plasma density, when plasma density is less than the upper limit, the sawteeth of 10GHz radiation can not always be found. It is possible to find such sawteeth only after the sudden change of the 80GHz and 35GHz radiation, which have also been studied in reference [12]. After the sudden change of radiation mentioned above, the sawteeth can be found when plasma density is higher than its lower limit, as shown in Fig.4(A). If plasma density is lower than its lower limit, as shown in Fig.4(B), no sawteeth can be observed. Because the sudden change of the stationary radiation is an important phenomenon that pitch angle of runaway electrons is changed, so the sawteeth of 10GHz radiation is thought to be caused by the same cause.

3) Sawtooth of 10GHz radiation and sawtooth of soft X-ray:
We found that the same sawteeth of the soft X-ray can be observed in the lower density discharge. Both sawteeth have the same period and are in one to one correspondence. However the sawteeth of soft X-ray still exist when the plasma density is lower than \( 0.4 \times 10^9 / \text{cm}^3 \). The sawteeth of soft X-ray in lower density is different from that in higher density, which is thought to be caused by MHD instability. In the case of lower density, inverse sawteeth occur at every radius of cross section. There is no inverse surface at \( q=1 \), as shown in Fig.5. The amplitude of the radiation with sawteeth can reach 50 percent of the total radiation in which there is also stationary radiation. The amplitude of sawteeth in higher density case is about 20 percent of the total radiation, generally. A possible explanation is that with runaway instability high energy electrons are scattered in the velocity space. Their parallel velocity decreases rapidly and the bremsstrahlung radiation are emitted in soft X-ray range.
According to the phenomena mentioned above, we think that stronger runaway instability is excited in low density discharge of HL-1 device. The sawteeth of 10GHz radiation come from magnetic plasma wave, which may be converted to magneto-electric wave because of non-linear wave-wave interaction. Some phenomena related to this instability, for example, periodic bursts of hard X-ray emission and spikes of loop voltage, have not been observed. We think that since the ripple of the toroidal magnetic field of HL-1 tokamak is very small (0.6%), these phenomena is too weak to be observed.

Thanks to Dr. G.C. Guo and Dr. Z.C. Den for the data they provided. Also thanks to all members of the HL-1 tokamak team for their continuous cooperation in running the device.
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Fig. 1 Stationary radiation at frequency 10GHz and 35GHz
a) 35GHz radiation
b) 10GHz radiation

Fig. 2 Sawteeth of 10GHz radiation
Fig. 3 (a) 100Hz radiation, (b) density, (c) loop voltage, (d) plasma current.

Fig. 4 (a) 100Hz radiation, (b) 250kHz radiation, (c) density, (d) loop voltage and plasma current.

Fig. 5 Sawtooth of X-ray and sawtooth of X-ray at the minor radius r=0.2cm, 0.3cm, 0.5 cm, 0.5cm, 1.0cm, 0.5cm, -0.5cm, -1.0cm, -2.5 cm, -3.5cm, -4.5cm, 14 is sawtooth of 100Hz radiation.
ENERGY LOSS IN A MAJOR DISRUPTION AND MID INSTABILITIES AT LOW q, IN THE HL-I TOKAMAK

Qingdi GAO, Yongzhen ZHENG, Gancheng GUO, Libo RAN, Fangzhu LI, Manqiu TAN, Longwen YAN, Huaiguo ZHAO, Keqiang HUANG, Lixin YANG

(Southwestern Institute of Physics, P O Box 15, Leshan, Sichuan, China)

1. Energy loss during a major disruption

During a major disruption, the stored energy is lost in two phases. In the first phase, the plasma loses the major part of its thermal energy in a very short time (50-150\mu s) with a large negative spike (300-600\text{v}) appearing on the loop voltage signal. In the period of the negative spike there is a short burst of regular oscillation with high frequency (~100kHz) which disappears as the negative spike ends (Fig.1). The oscillation appears on the signal of the plasma current and the equilibrium magnetic field and is superimposed on the negative spike. The disruption is a loss of confinement due to a fast rearrangement of the magnetic topology which is characterized by a flattening of the current profile. At the beginning of a disruption, the plasma current is unchanged and the abrupt reduction of the plasma inductance causes sharp decrease of the loop voltage. In the disruption shown in Fig.1, the width of the negative voltage spike is ~50\mu s. During this period the change of the magnetic topology permit the plasma inductance of 1\mu h before disruption to be reduced to 0.75\mu h according to a reasonable model. The magnitude of the voltage decrease produced by the average changing rate of inductance can be 650\text{v} for I_p=130kA. The loss of the thermal energy results in an increase of the plasma resistance as well because of the drop of electron temperature and enhancement of impurities. The increase in resistance corresponds to a voltage change of less than 100\text{v}. From the evaluation given above, it is concluded that accompanying the abrupt release of the thermal energy, a negative voltage spike of several hundred volts can be produced. As is shown in Fig.2, the amplitude of the spike normalized by the plasma current (\Delta v/I_p) generally decreases as the width of the spike (\Delta t) increases, which means that the negative voltage spike is related to the changing rate of the plasma inductance. The hard disruption is of the same scenario in the first phase even if it does not terminate the discharge. In this case the external circuit sustains the current and the plasma position unchanged immediately after the energy release, and the temperature profile is recovered. The thick conducting shell in HL-I can prevent the plasma position from changing too much during a disruptive disturbance, so most of the disruptions are minor disruptions [1]. In a normal termination of discharge the plasma current decreases even quicker than in the disruption case, but there is no large negative spike appearing on the loop voltage signal (Fig.3). This indicates that the magnetic configuration is not destroyed seriously and the quenching of the plasma current is due to the exhaust of volt-seconds and the lost control of the plasma position.

After the first phase, the ensuing increase of the plasma resistance causes the current of the system composed of the plasma and coils coupled together by the
iron core transformer to decrease. The magnetic energy stored in the poloidal field is dissipated into the plasma and lost with the quenching of the plasma current. The waveforms of the current decay in disruptions are rather variable, but the decay rates are much lower compared with other tokamak devices. In a typical disruption case, the current decreases rapidly with $I_i \sim -16$MA/s from the beginning. After a hesitation in the current decay which may be due to the runaway component of current, the original decay rate is recovered. This kind of disruptions are usually low $q$ disruptions and they are of a small fraction in the events of disruptive current termination. The majority of major disruptions in HL-1 gave value for $I_i$ between limits of -2MA/s and -8MA/s, and in some of the cases the current falls quicker at the end of termination. This fast quenching of the plasma current is similar to the normal termination of discharges and is probably a result of lost control of the plasma position.

In an iron core tokamak, the system composed of the primary winding (OH coils) and the plasma can be considered as decoupled from the other coils to a good approximation. The plasma behaves like an independent system with an effective inductance $L_w$ and the time constant of the current decay is $L_w/\rho$. The $L_w$ can be split into $L_1$ corresponding to the energy stored in the vacuum vessel (where the loop voltage is measured) and $L_2$, the external inductance. During the current decay phase, the transient induction in the thick copper shell of HL-1 increases the external inductance, which leads to the low dissipation rate of the magnetic energy. The external inductance under transient condition is determined experimentally, it stays in the range 5-6$\mu$H. The loop voltages measured by flux loops located on the inside and outside surface of the shell are significantly different in the period of disruption, which shows the induced change of the magnetic flux in the shell.

2. MHD activities at low $q_i$

In the Hugill plot of HL-1 shown in Fig 4, some clear boundaries to operation appear, which correspond to either disruptions or loss of confinement through other ways. Recently the HL-1 tokamak has been operating in ohmic regime with $q_i$ down to 2. This has been achieved in hydrogen and helium discharges, with $B_0 \sim 1.8$T ($I_i \leq 155$KA) and with carbon limiter of 18cm radius. The key point for the low $q_i$ operation is to overcome the $q=3$ resonance. In the earlier experiments, the low $q_i$ ($q_i<3$) operation regime was prevented by the development of disruptive instabilities and there was a narrow window in the Hugill plot (0.5<$\bar{q}_i$ - $R/B_i$<0.65x10$^9$m$^2$T$^{-1}$), through which discharges can pass into the low $q_i$ value region. At that time the empirical way to break through $q=3$ is to control the ramping rate of current at 0.3<I_i<0.8MA/S by making a strong gas puffing just after the start up of the discharge. At present both the plasma current and the electron density increase consistently so as to keep $I_i$/$\bar{n}_e$ continuously in the range of (23-40)x10$^7$ KA$^{-1}$ $m^{-3}$, and in this way the relative amplitude of $m=2$ mode is suppressed to less than 0.3% during the current ramping phase.

During the quasi-stable phase at $q_i<2.1$ the highest $\bar{n}_e$ achieved is 5x10$^{19}$m$^{-3}$ corresponding to a Murakami parameter of 3 (Fig 4). The sawtooth oscillation has inversion radii between 5 and 8cm, as observed by SXR diodes, with periods from 3 to 10ms and amplitudes $\Delta A/A \sim 20\%$ and $\Delta \bar{n}_e/\bar{n}_e \sim 1\%$ as detected by SXR diodes and HCN.
interferometry respectively. A low level ($\delta B_0/B_{\text{rms}}<0.3\%$) of MHD activity is detected by magnetic coils when $q_0<2.2$. In low $q_0$ discharges two kinds of major disruptions can occur. The first (Fig 5a) is characterized by the disappearance of sawtooth activity 10-15ms before the slow current decay and it is localized in high $\tilde{n}_e$ side of the Hugill plot; the second (Fig 5b) results from an interplay between the $m=3$ and $m=2$ modes with the sawtooth activity continuing up to the sudden current termination, and this kind of disruptions are localized in low $\tilde{n}_e$ side. In the low $q_0$ disruptive discharges with high $\tilde{n}_e$, immediately after the sawtooth disappears a small but clearly detectable inward shift of the plasma column is observed together with an increase in $\tilde{n}_e$. The H. emission and impurity line radiation are enhanced during the same period of time. The soft-X-ray emission profile shows a tendency to drop in peak value and to become slightly hollow in the centre. A more detailed observation of the MHD activity reveals that after the last detected sawtooth some bursts of $m=2$ mode with small amplitude show up in the central region of the plasma. In the low $q_0$ disruptive discharges with lower $\tilde{n}_e$, however, a quickly oscillating and exponentially growing $m=2$ and $m=3$ modes are seen to grow for 2-3ms before the disruption. During the last 0.8ms, the mode oscillation slows down, but apparently not locking.

For a comparison, an improved one-dimensional analysis of the tearing mode instability has been made for $j(r)$-profile optimization [3]. As $q_0$ is varied in the low $q_0$ regime of HL-1, the calculation results show that for $q(0) > 1$, stable $j(r)$-profiles can be found only when $q_0 > 2$. But in the case of $0.5 < q(0) < 1$, a $j(r)$-profile which is stable against all modes except $m=1/n=1$ exits for $q_0 < 2$.
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Figure Captions
Fig.1 The waveforms of $V$ and $I$, at the beginning of a disruption.
Fig.2 The amplitude of the negative voltage spikes ($\Delta V/I$) Versus their width ($\Delta t$)
Fig.3 The evolution of $V$, during normal discharge termination measured with different flux loops
Fig.4 The Hugill plot for HL-1. The shaded area is where disruptions occur.
- low $q_0$ disruptions with sawtooth activity continuing up to the current decay
- low $q_0$ disruptions that follow the disappearance of the sawtooth activity
- disruptions at $q_0=3$
Fig. 5 Evolution of $B_0$, SXR emission and $I$, for low $q_0$ disruptions: (a) high density, (b) lower density
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MHD-PERTURBATIONS IN T-10.

Kislov D.A., Lyadina E.S., Razumova K.A., Savrukhin P.V.

Kurchatov Institute of Atomic Energy, P.O. Box3402, Moscow, USSR

Installation of the soft X-ray imaging system on the T-10 tokamak allows to investigate the internal structure of the plasma perturbations during the three different type of the magnetohydrodynamic instabilities: sawtooth crashes, minor and major disruptions.

As was pointed out before the minor and major disruptions were predominantly characterized by the m/n=2/1 mode which is localized in the outer part of the plasma column [1]. But experiments on JET [2] indicated that the density limit disruptions were proceeded also by the m=1, n=1 "erosion". The T-10 experimental study shows the dominant role of both m=1 and m=2 modes in the processes. (The T-10 imaging system allows to reconstruct the m=2 perturbations, but only in the r/a<0.7 region, so the investigation of the minor and major disruptions was restricted by the high-qL density limit disruptions when the m=2 perturbation was placed well inside this region.)

DIAGNOSTIC AND TOMOGRAPHIC RECONSTRUCTION TECHNIQUE. The T-10 soft X-ray imaging system consists of the 58 silicon surface-barrier diodes arranged in the three arrays (20+19+19) at one toroidal location (poloidal angles to the equatorial plane θ= 0°, -30°, +30° ) [3]. The field of view covers the bulk part of the plasma (r/a<0.7) with a spatial resolution up to 2 cm (r/a=0.07). Time resolution of the system is 10 μsec.

The tomographic technique is based on the modified Cormack method and allows to reconstruct the m=0, cosθ, sinθ, cos2θ, sin2θ, cos3θ harmonics of the soft X-ray intensity perturbation in the energy range 2.5-15 keV [4].

MAJOR DISRUPTIONS. The density limit disruption are studied in low Ip discharges (QL=4.5, aL=0.28m) with Ohmic and with the additional Electron Cyclotron heated plasmas.

The key observations of the density limit disruption in Ohmically heated high qL plasma are:
1) A transition from the sawtoothing stage to the "giant" m=1;
2) A growth of the "giant" m=1 mode and its deformation by the m=2 mode;
3) Sharp growth of the m=2 components;
4) Energy quench resulted in the hollow SXR emissivity profiles.

This mechanism is illustrated on Fig.1. representing the temporal evolution of the soft X-ray emissivity integrated along the central "vertical" chord and the sequence of the soft X-ray tomographic images during the precursor m=1 and m=2 oscillations (Fig.1.B.1-7) and after the crash (Fig.1.B.8). Time of the crash is 0.1-0.2 msec.

MINOR AND MAJOR DISRUPTIONS in ECRH PLASMA. "Central" ECRH slows down considerably the stored energy decay rate during the density limit
disruption. Duration of the energy losses phase is 10-20 msec which is in 100-200 time larger than in Ohmic heated plasma. The major collapse was proceeded by a few minor disruptions accompanied by the continuum saturated m=1 sinusoidal oscillations. Such slow energy-degradation indicates the absence of the sudden transformation of the magnetic field configuration.

Fig.2. represented the temporal evolution of the central chord integrated soft X-ray emissivity at sequence of the disruptions during ECRH. The series of the local soft X-ray emissivity tomographic images during the minor disruptions (t ≈ 506 msec) with precursor m=1 oscillations was shown on Fig.2.B. The first minor disruption induced the "giant" m=1 mode extended over r/a<0.4-0.5 region which is up to 2 times widely than the m=1 "sawtooth" mode location. The rotation of the perturbation is seen on the Fig.2.B(1-4). At t=506.04 msec the m=2 deformation appears (Fig.2B.(4,5)). This deformation resulted in the m=1 displacement of the hot core growth (Fig.2.B(6)). After the minor collapse the rotation of the m=1 structure continues and the displacement slightly decreases (Fig.2B(7,8)).

The internal interaction of the m=1 and m=2 modes at the major disruption in similar to the images shown on Fig.2.B. But at the final stage of the crash the central core eroded totally due to the cold m=2 perturbations invading.

The m=1 "giant" mode can indicate the sharp expansion of the q=1 surface. Such expansion may be explained by the sudden redistribution of the skin current produced during the current contraction at the edge-cooling phase [5].

The prolongation of the energy quench time during the ECRH seems to be connected with the saturation of the m=1 mode. (During the "central" ECRH the position of the EC-resonance zone was maintained in the plasma center R=Ro, but the additional HF power is absorbed not in the central region, but outside the q=1 surface due to the refraction in high density plasma. As was shown before this can produce the stabilization (saturation) of the m=1 mode [6].

Sometimes the first minor disruptions during ECRH were accompanied by the X-ray emissivity spikes (Fig.2A(t=493ms)). This spikes seems to be due to the high-energy (E<30keV) radiation delivering in the crash. But the nature of the spikes and their role in disruption are not clear for the moment.

CONCLUSIONS. 1) The density limit disruptions in T-10, as in JET [2], are proceeded by the T_\text{e}(r) profile contraction at the outer radii. Later phase of the disruption is connected with the m=2 and m=1 modes interaction. Moreover, the "giant" m=1 mode play a key role in the density limit disruption in high-qL (qL=4.5) plasma;

2) The density limit disruption in high-qL ECRH plasma is proceeded by the series of minor disruptions and continuous m=1 mode development. This effect slows down the rate of the energy loses in the disruption (up to 200 times).
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FIG. 1. A) Trace of the X-ray emissivity during major disruption in off-plasma (1) - 531.47, (2) - 531.56, (3) - 531.61, (4) - 531.07. (5) - 531.41, (6) - 531.78 msec.

B) Series of the X-ray images (central chord) and

SXR INTENSITY
FIG. 2.
A) Trace of the X-ray emissivity (central chord) disruption in ECRH plasma [1 - t=505.94, (2) - 505.82, (3) - 505.98, (4) - 506.04, (5) - 506.10, (6) - 506.16, (7) - 506.20, (8) - 506.26 msec].

B) Series of the X-ray images during the minor disruption.
SAWTOOTH MODULATED DENSITY FLUCTUATIONS IN THE CENTRAL PLASMA REGION OF NBI-HEATED DISCHARGES IN TEXTOR.
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1. Experimental Conditions.
Local density fluctuations were measured in plasmas with strong neutral beam heating by means of a homodyne 2 mm microwave scattering diagnostic. The scattering volume has a radial half-width of 2 cm and was moved, from shot to shot, in the equatorial plane of the TEXTOR tokamak, from the magnetic axis at the major radius $R = 184$ cm (typical for NBI) up to $R = 205$ cm. The selected wavevectors were radial and varied with the position of the scattering volume ($k_{R} [m^{-1}] = 9000 (R [m]^{-1.75})$). The scattered power was analysed with a filter bank covering a frequency band from 200 kHz to 2 MHz. The fluctuation levels $S(k_{R},\omega)$ were correlated with the sawtooth evolution observed by means of a 10 channel heterodyne ECE-radiometer diagnostic.

Various plasma densities, currents and neutral beam heating conditions (co-injection, counter, co+counter, co+ICRH, H->D injection, D->D) were investigated. The TEXTOR neutral beams have a Gaussian power density profile of 20 cm half-width aligned to a tangency radius $R_{t} = 165$ cm [1].

2. Observations during Co-Injection.
Applying 1.5 MW of co-injection NBH (H->D) induced always observable modifications of the fluctuation levels. When the scattering volume is far from the magnetic axis ($R = 200$ cm typically), a relatively small increase with respect to the OH phase is observed at all the frequencies (a factor 2 to 4), with weak or no variation during the sawtooth evolution. Moving it to the magnetic axis, where the beam is deposited, drastically changes this picture. Not only the levels can increase by a factor up to 100, but also a strong modulation in some frequency range, correlated with the sawtooth evolution, is observed.

For the cases of low and high current (340 kA and 480 kA), the figures 1a and 1b show the temperature evolution over one sawtooth period observed on 4 neighbouring ECE channels. The bottom curves demonstrate the same for one frequency of the fluctuation spectrum (in the MHz range). This fluctuation level is low just after a sawtooth relaxation, and stays for typically 12 ms. After that period, there is a big and sudden increase of the fluctuations which is always simultaneous with changes in the detailed temperature profile evolution. At any current, a heat pulse is observed inside the inversion radius (fig. 1aa and 1ba) and outside of it (fig. 1ad and 1bd). In the low current case, the central temperatures will show a large change of slope or even a dip in the intermediate region(fig.1ac), followed by a saturation. Then, depending on the frequency, the fluctuations can decrease or stay up to the next relaxation when it decreases anyway. For the high current case, the slope variation is much smaller, up to the saturation (fig. 1bb and 1bc). At that time a new heat pulse is observed often accompanied by a smooth increase of the fluctuations. The behaviour of the local plasma density was similar to that of the electron temperature.
The modulated behaviour of the fluctuation levels sensitively depends on the plasma density. A small decrease of the density as exemplified in fig. 2 (where \( \bar{n}_e \) goes from \( 3 \times 10^{13} \) cm\(^{-3} \) to \( 2 \times 10^{13} \) cm\(^{-3} \)) can increase very much (by a factor = 10) the modulation of the highest fluctuation frequencies. The fluctuation spectrum during OH and its range of variation during co-injection are shown in fig. 3 for the same discharge as shown in fig. 1b. The strong modulation is clearly located in the high frequency domain. The low frequency fluctuations show only a weak increase and no modulation.

The modulation effect has also a clear spatial location as shown in fig. 4. Here we have normalized it for local density and scattering volume variations. It is usually maximum near the magnetic axis and disappears almost completely at a distance of 10 cm from it.

![Fig. 1a](image1a) Sawtooth evolution observed on 4 neighbouring ECE channels and, below, one frequency of the density fluctuation spectrum; \( I_p = 340 \) kA, \( \bar{n}_e = 3.2 \times 10^{13} \) cm\(^{-3} \).

![Fig. 1b](image1b) The same for a high current discharge. \( I_p = 480 \) kA, \( \bar{n}_e = 1.7 \times 10^{13} \) cm\(^{-3} \).

![Fig. 2](image2) Density dependence of the modulation in the high frequency part of the fluctuation spectrum. The density dropped from \( \bar{n}_e = 3 \times 10^{13} \) cm\(^{-3} \) to \( \bar{n}_e = 2 \times 10^{13} \) cm\(^{-3} \).

When the density is decreased down to \( \bar{n}_e \leq 1.5 \times 10^{13} \) cm\(^{-3} \), in the low current case, giant sawteeth develop (periods from 300 ms to more than 1 sec). In this case, after a few 100 ms, large repetitive bursts of fluctuations (spaced by \( \approx 3 \) ms) begin to grow, having often a maximum amplitude at the relaxation time (fig. 5). According to the length of the sawtooth, they have been observed during a few tens of millisecond or up to 500 ms. This
effect is again seen for high frequencies in the central plasma region and seems to disappear outside the inversion radius. It recalls somewhat the fishbone phenomena, although no oscillations have been seen on the ECE measurements. For some cases this activity reached a maximum in the middle of the sawtooth period, and a small decrease of the central temperature then was observed.

**Fig. 3** Fluctuation spectra during the OH and NBI heated phases. The dashed region indicates the range of the sawtooth-correlated fluctuations during NI. The discharge is the same as that shown in fig. 1b. The modulation occurs clearly in the megahertz range.

**Fig. 4** Spatial dependence of the sawtooth-correlated fluctuations, obtained during a series of high current shots ($I_p=480$ kA), with a line-averaged density $\overline{n_e}=2.5 \times 10^{13}$ cm$^{-3}$. The modulation is maximum near the magnetic axis.

**Fig. 5** Part of the series of bursts observed during the last 300 milliseconds of a giant sawtooth ($\tau_{st}=800$ ms). The repetition rate (3ms typically) recalls somehow the fishbone phenomena. $\overline{n_e}=1.3 \times 10^{13}$ cm$^{-3}$ and $I_p=340$ kA.

**Fig. 6** Broad fluctuation peaks rising during slow sawtooth relaxations are typical of high density shots heated by counter-injection. $I_p=340$ kA, $\overline{n_e}=4.1 \times 10^{13}$ cm$^{-3}$.
3. Observations during Counter-Injection.

In many respects counter-injection behaves differently from co-injection. While co-injection offers large or giant sawteeth with an enlarged inversion radius at low densities, some sawtooth lengthening with counter-injection was easier observed at increased densities and showed a reduced inversion radius.

For a low current of 340 kA, in the density range from $2 \times 10^{13}$ to $6 \times 10^{13}$ cm$^{-3}$ a big modulation of the fluctuations as described for co-injection was never observed. When the scattering volume is a few centimeters away from the magnetic axis, the stationary fluctuation spectrum is uniformly increased by a factor up to 10. It follows a power law $S \propto f^{-\alpha}$ with $2 \leq \alpha \leq 4$ (Near the axis the fall-off is sharper in the OH phase.). On top of this stationary level, a large peak is growing during up to 5 ms before the end of the sawtooth period (fig 6). During that time the central temperature is relaxing slowly. This recalls previous observations of turbulent sawtooth precursors during OH discharges [2] or specific turbulence associated with sawtooth relaxations [3], but can show a much longer time span.

At high currents (470 to 530 kA) and lower densities ($1.4 \times 10^{13}$ cm$^{-3}$) a moderate sawtooth lengthening was again observed and the fluctuations showed a modulation similar to those observed with co-injection.


The addition of either 1.5 MW of counter-injection or ICRH during a co-injection pulse both suppressed the modulation on the high frequency fluctuations, but had opposite effects on the sawtooth period (increasing the period in the case of ICRH). A stationary level approximatively equal to the lowest level of the previous modulation (but higher than in OH) was observed. At the lowest frequencies however an increasing by a factor of 2 was found.

5. Discussion.

We have shown, that co-injection of neutral beams into an Ohmic plasma induces a specific fluctuation phenomenon in the central plasma region. It correlates strongly with the sawtooth evolution. A transport phenomenon is to be associated with these density fluctuations. Possible explanations could involve a direct beam-plasma instability or a plasma profile instability or even a direct effect of fast particles. In all the cases observed, low densities pronounce the effect. Further work will be devoted to this question. A possible link with the mechanism of sawtooth lengthening should also be investigated (could it be fast particles or a profile re-organization). The differences shown for counter-injection might be due to the evolution of the current profile and broader deposition profiles.

Finally let us recall that the interpretation of scattering experiments is complicated by a number of effects like e.g. plasma rotation and by the difficulty to measure the wavevector spectra and the spatial dependence independently.
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INTRODUCTION. Previously [1] we studied discharges with very peaked density and pressure profiles and large gradients (\( \nabla p > 300 \text{ kPa/m} \)) in the plasma central region. These conditions were obtained in pellet fueled plasmas with Neutral Beam (NB) and Radio Frequency (RF) heating. The value of \( \beta \) saturated at 40\% of the Troyon value and started to decline with the appearance of modes with toroidal mode numbers \( n > 1 \). Calculations showed ideal ballooning unstable regions near the position of the large pressure gradients.

In this paper we study less peaked pressure profiles with broad density profiles in the Double Null (DN) configuration. These low field, discharges have reached the Troyon limit (2.8 I/Ba [MA,T,m]) [2] during the H-mode phase. The power needed to reach these \( \beta \) values is 10 MW or above, in agreement with calculated values derived from the Goldston scaling [3] and the Troyon limit:

\[
P_c = 77 \kappa a^{2.74} B^2 / (H^2 R^{1.5}) \quad [\text{MW,m,T}] 
\]

Here \( \kappa \) is the elongation, a the horizontal minor radius, B the toroidal magnetic field, H equal to 1 for L-mode and 2 for H-mode plasmas and R the major radius. In X-point divertor discharges in JET there appears to be a maximum wall loading for the carbon tiles above which increased sputtering of the carbon prevents any further increase of the plasma energy. Beryllium gettering recently installed in JET has increased the plasma purity and decreased the above effect. At low toroidal fields (\( B \approx 1.2 \text{ T} \)) the Troyon \( \beta \) limit is reached with additional heating at power levels below which the carbon self-sputtering becomes important.

It has not yet been possible to surpass the Troyon limit as has been done in DIII-D [4], where the ballooning limit can be reached with a marginally stable pressure profile over most of the plasma.

PLASMA PARAMETERS. Fig.1 shows the maximum toroidal beta obtained for all discharges of 1986 till 1989 with a poloidal beta greater than 0.4 as a function of the normalised current (I(MA)/a(m)B(T)). The straight line represents the Troyon-Gruber limit.

A volume-average toroidal \( \beta \) of 5.5\% has been reached at this limit in DN H-modes in H plasma with B around 1T. Central electron and ion temperatures of 3.5 and 6 keV have been obtained with 11 MW NB heating in these low q discharges (\( q_9 = 2.2 \) or \( q_9 = 1.6 \)) with a 2MA plasma current, and a \( \kappa \) of 1.8. \( Z_{\text{eff}} \) slowly increases in time from 1.3 and levels off at around 2.5.

In these discharges with Be coated walls, \( \beta \) saturation is observed without
disruptions. The saturation is related to MHD-modes, ELM’s and n=1 activity. Sawtooth and fishbone events occur and sometimes continuous n=1, 2, or 3 modes appear, which can lead to a β decline.

A peaked and roughly triangular p(r) profile develops from an initially broad profile with the steeper gradient towards the edge. The internal inductance L increases from ≈ 1 to 0.7, which indicates a broadening of j(r) towards those profiles used in the β-optimisation by Troyon [2]. The decrease of the inductance is calculated to be due to the bootstrap current, which is approximately 25% of the total current and located in the outer half of the plasma.

**BETA SATURATION.** The evolution of β for the discharge with the highest β obtained so far is shown in fig. 2. Also shown are the periodic changing MHD activity, central ion temperature and volume-averaged density as a function of time. The main β-limiting mechanism in this discharge is the high-β sawtooth. Increased MHD (n=1 and n=3 activity (around t=15 s) leads to a diminished rate of rise in β after the crash and to a decline in the central ion temperature and so contributes to the β saturation.

The high-β sawteeth differ from sawteeth at low β in two ways:

1. The associated heat pulse is very rapid with τHP ≈ 100 µs instead of ≈ 10 ms.

2. Dominant (1,1), (2,1) and higher m pre- and postcursors are seen, similar to fishbones but of twice the amplitude. The modes have a ballooning character near the outer edge with a ratio in amplitude from the low to high B-side of ≈ 10 as seen by the X-rays. Similar to a normal sawtooth, a high-β sawtooth causes a flattening of the pressure profile within the q=1 radius.

The fraction of the losses due to high β sawteeth is 10 to 15% and that due to the intermittently appearing MHD-modes 20 to 30% of the total energy losses. This is sufficient to prevent further β increase since the heating power P is close to the critical power required to reach the Troyon limit. Both the fishbone- and sawtooth events strongly affect the fast particle distribution as measured by the neutron emission. This has important consequences for future α-particle heating, burn control and wall loading.

The central neutron emission drops by 70% and its total rate by 30% during a sawtooth. Fishbones are observed which individually cause less than a 10% drop in the global neutron emission. However they occur about 10 times more frequently than sawteeth and may contribute appreciably to the central loss of fast particles and energy.

**BETA COLLAPSE.** In a few cases in JET high β-collapses occur that are triggered by or preceded by large n=2 MHD activity with ΔB₀ ≈ 15 gauss. A typical example is shown in fig. 3 where a n=2 mode starts to grow at 11.45 sec after the n=1 modes decrease due to a sawtooth. Then, this n=2 mode locks at 11.9 sec and continues to grow apparently leading to a β-collapse. This collapse differs from the β-saturation in various ways:

- a dominant (3,2) and other coupled n=2 modes are responsible,
- the electron density is mostly affected in contrast to the saturation due to the high β-sawteeth,
- the central ion temperature and the fast ions do not seem to be reduced. Shortly before the start of the n=2 mode activity there is usually a sawtooth and the (1,1) mode structure observed by the X-ray diagnostic differs from a very similar discharge without a β-collapse. This is an indication for an altered q(r) profile.

**PLASMA STABILITY.** The stability of the high-β discharges has been examined with the ideal ballooning and low-n free boundary kink stability codes ERATO [5], HBT [6] and BALLOON [7]. The resistive low-n stability is also examined with the fixed boundary FAR code [8]. These stability studies are discussed more fully in [9].
The pressure profiles used for the stability calculations are obtained by normalising the electron LIDAR pressure to the total pressure derived from the plasma diamagnetism. This is corroborated by the similarity of measured electron and ion pressure profiles and the slightly more peaked calculated fast ion profiles. q-profiles are generally obtained from the equilibrium code IDENTC, but have also been deduced from the radial position of the MHD-modes as seen by the X-ray cameras. It is found that before a high-β sawtooth the central plasma over more than half its radius is close to or even above the marginal ideal ballooning stability threshold. The ideal n=1 internal kink is also found to be strongly unstable for \( \beta_n = 1 \) when \( q_0 \leq 1 \). This instability is probably linked to the observed \((1,1)\) instabilities which seem to cause the \( \beta \)-saturation. However, before quantitative comparisons with theory can be made fast particle effects must be considered. It is expected that at the \( \beta \) values which have been reached, the stabilising effects of the fast particles can no longer prevent the excitation of an ideal internal kink mode. In addition, severe fishbone activity is expected in this regime, resulting from the coupling with high energetic beam ions above 40 keV.

It is further found that in the cases where the \( \beta \)-collapse occurs internal modes of either \( n = 2 \) or \( n = 1 \) structure, appear to be responsible for the enhanced plasma losses. These modes have been simulated by the FAR code where the q-profile has been tuned to match the measured X-ray fluctuations over the plasma cross-section. In the case where \( n = 1 \) modes are dominant, the q-profile had to be relatively flat in the centre with \( q(0) = 1.1 \), supported by Faraday-rotation measurements. The \( n = 2 \) modes, which generally lead to the \( \beta \)-collapse, also seem to be fitted best by flat q-profiles in the plasma centre, which gives rise to an internal type mode.

**CONCLUSIONS.** In low \( q \) discharges (\( q_{95} \leq 2.2 \)) at high \( \beta \), saturation of the plasma energy is observed without disruptions. Global \( n = 1 \) modes in the form of high-\( \beta \) sawteeth and fishbones are generally responsible for this saturation. \( \beta \)-collapses seem to be related to large \( n = 2 \) or \( n = 3 \) MHD modes. Simple triangular temperature profiles exist at the limit. Together with the rather flat density profiles this leads to constant \( V_p \) across the plasma. Such peaked pressure profiles are very favourable for a fusion reactor. Both the fishbone- and sawtooth-events strongly affect the fast particle distribution. This has important consequences for future \( \alpha \)-particle heating, burn control and wall loading. The role of the ballooning limit in the inner part of the plasma is not yet clear. Generally good agreement between the theoretically predicted internal modes and the observations at the beta limit, has been obtained. The role of the fast particles on the beta limit needs further studies both theoretically and experimentally.
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Fig. 1 Toroidal beta $\beta_\psi$ versus normalised plasma current $I_N = I/B_0$ for all 1986–1989 discharges with $\beta_\psi > 0.4$. The solid line is the Troyon-limit.

Fig. 2 Evolution of $\beta_\psi$, MHD-mode amplitude $B_\psi$, $T_e$ and $<n_e>$ for the 5.5% beta discharge. $B_\psi$ is ramped down from 1.2 T at 13 s to 0.9 T at 16 s. $P_{NB}$ is constant from 14 to 15.2 s.

Fig. 3 $\beta$-collapse due to $n=2$ modes. A sawtooth at 11.45 s reduces the $n=1$, the $n=2$ mode starts to grow and $\beta$ collapses at 11.7 s with $\bar{B}(n=2) \approx 6$ G, reaching 15 G at 12.1 s.
SAWTOOTH STABILISATION BY FAST IONS: COMPARISON BETWEEN THEORY AND EXPERIMENTS
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Abstract. Sawteeth in JET have been suppressed [1] for periods of up to 5 s during high power auxiliary heating. The value of q on axis is measured to be significantly below unity during the sawtooth-free period. A theoretical model has been developed [2] whereby m = 1 modes are shown to be stabilised in the presence of high energy particles. The aim of the present paper is an assessment of the ability of this model in explaining the experimental observations.

Theoretical considerations. Non-thermal ions having sufficiently high energy can dynamically stabilise collective modes affecting the plasma bulk. The condition on the average fast ion energy, $E_h$, can be written as $\omega_{DH} > \omega$, where $\omega_{DH} = eE_h/(ZeB_r r_0)$ is the bounce-averaged magnetic drift frequency of energetic ions with deeply-trapped orbits (subscript h = hot) and $\omega$ is the relevant mode frequency in the plasma rest frame. For the internal kink mode, $\omega \leq \omega_{mhd}$ (provided the fast ion density does not exceed a threshold, see below), where $\omega_{mhd} = \omega_{A} = \sqrt{B_r/(2\pi m_A r_0)}$ is the internal kink diamagnetic frequency, with $\omega_{A} = \sqrt{B_r/(2\pi m_A r_0)}$ and $B_r = B/(4\pi m_1 n_1)^{1/2}$. The condition $\omega_{DH} > \omega$ is easily satisfied during intense ICRF heating on JET, as in this case $E_h \sim 1 \text{ MeV}$. Energetic ions and the plasma bulk are no longer decoupled if $\omega_{DH} \sim \omega$, in which case fishbone oscillations are likely to occur. In addition, resistive effects are important on $m = 1$ modes. All these effects are described in terms of a single dispersion relation given in Eq. (3) of Ref. 2. This dispersion relation depends on four normalised parameters: (i) $\gamma_{mhd} = \gamma_{mhd}/\omega_{DH}$; (ii) $\beta_{ph} = \omega_{ph}/\omega_{DH}$; (iii) $\beta_{ph} = \omega_{ph}/\omega_{ph}$; (iv) $\gamma_{R} = \gamma_{R}/\omega_{DH}$, with $\gamma_{R} = \gamma_{R}/\omega_{DH}$. The growth rate of the resistive internal kink mode and $\gamma_{mhd} \sim 0.3 \gamma_{R}$ is given by the inverse magnetic Reynolds number.

Examples of stable regimes are given in Figs. 1 and 2. The stable domain in the $(\gamma_{mhd}, \beta_{ph})$ plane (Fig. 1) is weakly dependent on $\omega_{ph}$ when $\omega_{ph} < 1$. The portion of the marginal stability curve at low $\beta_{ph}$ depends importantly on $\gamma_{R}$ for $\omega_{ph} > \gamma_{R}$ (a value of $\gamma_{R} = 2\omega_{ph}$ is used in the figure) and approaches the solid-dotted curve for $\omega_{ph} > \gamma_{R}$ (an $\eta = 1$). The stable domain is delimited by resistive internal kinks and low frequency fishbones [2] (with $\omega = \omega_{mhd}$) at high $\beta_{ph}$, and by a maximum bulk poloidal beta corresponding to $\gamma_{mhd} \sim 0.5$. In Fig. 2 (with $\gamma_{R} = 0$), the stable domain in the $(\omega_{ph}, \beta_{ph})$ plane becomes narrower as $\gamma_{mhd}$ is raised, while the two fishbone regimes merge as $\omega_{ph} < 1$.

The model assumes that the magnetic shear is finite in the $q \leq 1$ region and that the sawtooth crash is initiated by a resistive internal kink mode. The relevant dispersion relation is obtained to leading order in an $\epsilon_{\omega}$-expansion. Resistive effects are treated according to the two-
fluid collisional model. Finally, details of the non-thermal ion distribution function affects the detailed shape of the stability boundary. These restrictions must be kept in mind when comparing the theoretical predictions with the experimental results.

Quantitative comparison. An attempt has been made to evaluate the relevant stability parameters during sawtooth-free periods for comparison with the predicted stable domain. The major difficulty we face is the scarce knowledge of the non-thermal ion profiles, which cannot be measured directly. The available fast ion codes adopt a zero width approximation for the trapped-ion orbit which at high energies fails to give reliable non-thermal ion profiles. While work is in progress to improve the fast ion modelling, in this section we replace the profile-dependent fast-ion parameters with global parameters which are more readily accessible, i.e.: (i) $\beta_{ph}$ in Eq. (1) is replaced by $<\beta_{ph}> = 6\pi/B_p^2(r_s)(W_{Lh}/V)$, where $W_{Lh}$ is the fast ion perpendicular energy content and $V$ the plasma volume; (ii) $\omega_{ph}$ is replaced by $\omega_{ph} = cE_o(0)/(Z_h e B_0 r_s^2)$, where $E_o(0)$ is the non-thermal ion energy on axis. Clearly, this procedure is valid as long as discharges with similar deposition profiles are selected. Therefore, we restrict ourselves to on-axis ICRF heated discharges. Since $\omega_{pi}/\omega_{ph} << 1$, the relevant analysis is performed in the $(l,H)$ plane, where $\Gamma = \gamma_{mhd}/\omega_{ph} < \gamma_{mhd}$ and $H = \varepsilon_o < \beta_{ph} > \omega_A/(S_0 \omega_{ph} M)$. Results are shown in Fig. 3. Solid circles correspond to discharges in a variety of conditions ($q_w = 4 \rightarrow 9$, $P_{RF} = 7 \rightarrow 10$ MW, $<n_e> = 2 \times 10^{13}$ cm$^{-3}$) where sawtooth-free periods are most easily reproduced. To these we have added discharge #19719, marked by $\triangle$, where a sawtooth-free period lasting $\tau_{free} = 1.3$ s was produced at the lowest rf power, $P_{RF} \sim 1.2$ MW, in a low-density plasma, $<n_e> = 1.3 \times 10^{13}$ cm$^{-3}$, with $q_w = 4.6$, and discharge #20121, marked by $\Diamond$, corresponding to one of the longest sawtooth-free periods, $\tau_{free} = 5\pi$, discussed further in the next section. Error bars in Fig. 3 derive from a presumed 50% uncertainty in the minority concentration. An additional significant source of error is encountered in the evaluation of $\gamma_{mhd}$, which, being proportional to the MHD energy functional $\delta W$, depends on details of the thermal pressure and q profiles. The predicted stable domain is found to agree with the experimental data within a large uncertainty factor. Clearly, a more firm conclusion on the validity of the fast ion stabilisation model is hindered by sensitivity to parameters that are difficult to measure. An analysis of experimental trends appears more meaningful. This is performed in the next sections.

Dependence on the $q = 1$ radius. Referring to Fig. 1 and to the definitions of $\gamma_{mhd}$ and $\beta_{ph}$, the maximum stable poloidal betas are found to scale as $\beta_p^{max} \propto (r_s/a)^{-3/2}$ and $\beta_{ph}^{max} \propto (r_s/a)^{(1+\rho)}$. 

Fig. 1
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Fig. 2
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Therefore, a clear prediction of the fast ion stabilisation model is the increasing difficulty in suppressing sawteeth for increasing $q = 1$ radii. As an example, the three trajectories in Fig. 3 show how stability is lost as the $q = 1$ radius expands during the sawtooth-free period, from $r_s/a = 0.3$ to $r_s/a = 0.4$ for the upper trajectory, and from 0.3 - 0.4 to 0.5 for the two lower ones.

Experimentally, the following results are found: (i) so far, the maximum observed inversion radius of the crash terminating the sawtooth-free period is $(r_{\text{inv max}}/a) < 0.6$; (ii) it is more difficult to suppress sawteeth at high currents ($I_p \geq 5 \text{MA}, q_w < 4$), unless the rf heating is applied during the current ramp, when $r_s/a$ is still small; in these cases the sawtooth-free period extends into the flat-top and is terminated by a crash with final inversion radius $(r_{\text{inv}}/a) \sim 0.5$; (iii) fast current ramping at constant plasma volume and early rf switch-on is one recipe to produce long sawtooth-free periods with $t_{\text{free}} \sim 5s$. An example of this, discharge #20121 in Fig. 4a (with $I_p = 3 \text{MA}, q_w = 4.6$ and $\text{PRF} = 7.5 \text{MW}$), shows a current ramp with 1 MA/s and an rf switch-on time early on the flat-top, to be compared with a discharge with similar parameters, but with a slower ramp and later rf switch-on time, producing a sawtooth-free period of 3s (Fig. 4b); (iv) considering on-
axis rf heating during the flat top, and sawtooth-free periods terminating while the rf power is still on, the largest values of $\tau_{\text{free}}$ are obtained for small inversion radii, $r_{\text{inv}}$, of the last sawtooth crash before stabilisation, as shown in Fig. 5 for a variety of discharges with $I_p = 2.4 \rightarrow 3$ MA and $P_{\text{RF}} = 3 \rightarrow 9$ MW. An additional, roughly linear, dependence of $\tau_{\text{free}}$ on $W_{\text{LH}}$ is observed, possibly saturating at higher values of $W_{\text{LH}}$.

These results suggest that the sawtooth-free period is determined mainly by the time of expansion of the $q = 1$ radius from $r_S = r_{\text{inv}}$ to $r_S = r_{\text{inv}}^*$. This time should be a fraction of the resistive diffusion time, determined by the degree of current penetration at the rf switch-off time (which affects $r_{\text{inv}}^*$), and by the thermal and fast-ion energy contents (which affect $r_{\text{inv}}$). **ICRH resonance position scan.** According to Eq. (1), higher values of $\beta_{\text{ph}}$ are attained when the fast ion pressure is peaked on the magnetic axis. This is the case when rf heating is applied on axis. No sawtooth suppression can be obtained when $\beta_{\text{ph}}$ is negative, i.e. when the rf resonance layer lies outside the $q = 1$ surface. This prediction has been confirmed in a recent experimental campaign where the position of the rf resonance layer has been scanned. Results are shown in Fig. 6.

**RF switch-off experiments.** Possibly the best indication of the role of non-thermal ions in suppressing sawteeth is provided by ICRH switch-off experiments. In these experiments, the stable period is terminated by a sudden interruption of the applied rf field. A time delay, $\tau_{\text{d}}$, is observed between the rf switch-off time and the collapse of the central electron temperature. This delay is comparable with the average fast ion slowing down time within the $q = 1$ volume, $\langle \tau_f \rangle$, therefore suggesting that the loss of these ions is the dominant destabilising effect.

Experimental data in the $(\tau_{\text{d}}/\langle \tau_f \rangle, r_{\text{inv}})$ plane are plotted in Fig. 7 for a variety of discharges, with $\langle \tau_f \rangle = 0.07 \rightarrow 0.7$ s. Larger values of $\tau_{\text{d}}/\langle \tau_f \rangle$ are obtained at lower values of $r_{\text{inv}}$, possibly indicating that better stability is obtained for lower values of $r_S/a$.

**Neutral beams.** Sawteeth in JET are more difficult to suppress with NBI heating alone. Only a limited number of cases have been observed, with a maximum $\tau_{\text{free}} = 1$ s. On JET, most NBI power is injected at an energy per neutral of 80 keV. The average fast ion energy is around 40 keV. Typically, the ratio of bulk diamagnetic to fast ion precession frequency is $\omega_{\text{df}}/\omega_{\text{DH}} = (T_f(r_S)/\langle E_f \rangle)(R_0/r_p) = 1$, with $r_p = d_{\text{NP}}/dt$ affected by a large error bar. Therefore one necessary condition for fast ion stabilisation of $m = 1$ modes may marginally be satisfied (see Fig. 2). An important role played by the beam-driven currents cannot be excluded.

JET NEUTRON EMISSION PROFILES AND FAST ION REDISTRIBUTION FROM SAWTEETH
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ABSTRACT

Measurements from the JET neutron profile monitor are analysed tomographically to deduce the spatial distribution of emission during NBI heating both before and after sawteeth. The axial neutron emissivity collapses much more than the global emission after a sawtooth. The change is due to fast ion redistribution during beam heating and a decrease in beam-beam emissivity.

INSTRUMENTAL DETAILS AND DATA ANALYSIS METHOD

The neutron emission profile monitor has been described in [1]. The analysis uses 8 vertical channels and 10 horizontal channels. These have a viewing width in the plasma of 0.1 m for the central channels and 0.2 m for the edge channels. The channel to channel systematic error is 10%. The time resolution is limited by the requirement of a few hundred counts in the central channels to obtain better than 10% statistical errors. A global neutron rate of $10^{16}$ s$^{-1}$ requires 10 ms averaging.

To obtain a 2-D emission profile, constrained tomography [2] is used, employing near-elliptic contours described by a 4-term Fourier expansion. The amount of smoothing is chosen so that the deduced emissivity profile gives line-integrals which are within one standard deviation of the channel measurements. The lines-of-sight are assumed to be of zero width. Given these limitations in raw data and analysis, the amount of fine structure detail obtainable is limited. Nevertheless, comparisons with model profiles including 10% random errors show that peaked, flat, hollow, double humped, and outwardly shifted profiles can be distinguished. Global emission is calculated by integrating over the profile and independently measured by absolutely calibrated fission chambers. Absolute yields from the two diagnostics agree within their combined experimental errors of about 20%.

NEUTRON EMISSION REDISTRIBUTION FROM SAWTEETH

To obtain the best time resolution, a sawtooth with a high ($10^{16}$ s$^{-1}$) neutron emission rate is examined in shot 20981 at 10.75 s. The discharge is a double null H-mode plasma with NBI heating by D beams into a D plasma. The global neutron emission measured by fission chambers falls in about 0.4 ms from $9.1 \times 10^{15}$ s$^{-1}$ to $7.5 \times 10^{15}$ s$^{-1}$ (62% of before). The emission recovers to the pre-sawtooth value after 50 ms, and then continues upwards to a peak of $3.5 \times 10^{16}$ s$^{-1}$ at 11.4 s. At 70 ms
before the sawtooth, the electron density and temperature profiles are approximately flat over 1.0 m at the midplane with values of $1.6 \times 10^{19} \text{ m}^{-3}$ and 5.0 keV. After the crash, the temperature profile widens and drops slightly and the density remains flat. The soft x-ray emissivity broadens and drops to about 1/2 the peak emissivity.

The line-integral data from the profile monitor shows that the neutron emission redistributes itself within the sampling time of 1 ms. The profiles of line-integral emission in the horizontal and vertical camera channels are strongly peaked axially until the sawtooth occurs. After the crash, the profile is relatively flat with a local peak on the central channel. The profile of neutron emission after the sawtooth evolves slowly for 100-200 ms and becomes clearly peaked again only after about 300 ms. This is a commonly seen feature, where the neutron emission stays broad long after the sawtooth crash.

The neutron emissivity profiles from tomography are shown for shot 20981 in Fig. 1 just before (10.738-10.748 s) and in Fig. 2 just after (10.756-10.766 s) the sawtooth. The neutron emissivity before is highly peaked on axis at $1.9 \times 10^{15} \text{ m}^{-3} \text{s}^{-1}$. The emission FWHM is 0.36 m at the midplane. Emission contours are nearly circular on axis and elliptical further out. The profile after the crash is much flatter and broader with a FWHM of 1.2 m, although the global emission has fallen by only 1/5. The poloidally-averaged emissivity inside this region varies within $2-3 \times 10^{14} \text{ m}^{-3} \text{s}^{-1}$. This range is less than 1/6 of the pre-sawtooth values. The line-integrals from these profiles are within 5% of measurements for most channels and 12% on the central channel. The profile can be characterized as hollow plus an axial peak. For comparison, a flat emissivity profile requires errors of up to 30% on several channels.

**FAST ION AND THERMAL CONTRIBUTIONS TO NEUTRON EMISSION**

An improved analytic Fokker-Planck formulation, including the velocity space diffusion effects of finite ion temperature, is used to calculate the expected fraction of beam-beam (bb), beam-plasma (bp) and thermal (t) contributions to axial neutron emissivity, based on measured plasma parameters and calculated beam deposition profiles. The characteristic beam energy is 80 keV. The maximum axial emissivity during shot 20981 at 11.4 s is composed of bb-1/6, bp-1/2, t-1/3, with a beam slowing-down time of 130 ms.

Analysing the data for an interval immediately preceding the sawtooth at 10.75 s, the slowing down time is 300 ms. The NBI source rate on axis is $10^{20} \text{ m}^{-3} \text{s}^{-1}$, injection has lasted only 260 ms, and the deuteron density is about $1.7 \times 10^{19} \text{ m}^{-3}$. The central density is therefore mostly composed of fast ions which have not had time to fully thermalize. The axial neutron emissivity can be accounted for by bb fusion reactions only, using a reaction rate allowing for the beam ions being only partially thermalized. Moving off axis, the fast ion density decreases and the thermal ion fraction increases. The bp reactions dominate over bb, while t reactions are at the 1% level. This general picture is supported by TRANSP simulations [3], where bb dominates on axis, but represents only 1/3 of the global neutron emission.

After the sawtooth, the drop of only 1/5 in the total neutron
emission is consistent with a redistribution of fast ions within the plasma. The bb emission (previously representing 1/3 of the emission) is proportional to the square of the fast ion density and drops with increased volume. The bp emission is approximately unchanged since most fast ions are in a region with similar electron density. Fast ions previously on axis, if mixed with thermal ions, would give additional bp reactions, but with a lower reaction rate.

The remaining neutron emission is therefore mostly bp after the sawtooth, and the profile evolves slowly on the same time scale as beam slowing down. At the same time, newly injected beam ions contribute to the axial neutron emission. Previous JET results on electron temperature sawteeth [4] indicate that a hot core is expelled and expands around a cooler region moved to the center. Observations of redistribution of fast ions during sawteeth have also been obtained [5]. Fast ions conforming to this model would give a neutron emission profile similar to that shown in Fig. 2 with the addition of an axial contribution from ions injected after the sawtooth.

**SAWTEETH IN HIGH BETA DISCHARGES**

In the 5.5% toroidal beta shot 20881, large sawteeth are observed which occur at the beta limit. The discharge is heated by a deuterium beam into a hydrogen plasma, so the axial neutron emissivity before a sawtooth at 14.36 s is only $5 \times 10^{13} \text{ m}^{-2} \text{s}^{-1}$. The global emission is $5 \times 10^{14} \text{ s}^{-1}$ which requires an integration time of 100 ms, about equal to the beam slowing-down time of 80 ms. The axial contributions are bb-1/2 and bp-1/2. A ratio of deuterons to electron density of only 1/6 is required for consistency with the total emissivity.

Similarly to shot 20881, the sawtooth results in a fall of the global emission to 2/3 of its previous value. The emissivity profile broadens, with axial emissivity only 1/3 of the pre-crash value. The fall is consistent with a strong drop in the bb component, and an axial increase from newly injected ions.

**DISCUSSION**

Discharges in JET have varying heating methods, density and temperature profiles, and ratios of bb, bp, and t contributions to neutron emission (with different functional dependences). This results in a wide range of observed ratios of signal amplitudes, before and after sawtooth crashes, due to global neutron emission relative to those from other diagnostics. In discharges dominated by bp emission, large electron sawteeth can be accompanied by almost no change in global neutron emission, but a major change in radial distribution of emissivity. In t-dominated plasmas with sawteeth, as in ohmic or RF heated discharges, quite large sawteeth may be observed in the global neutron emission with even larger falls in central emissivity.

Significant changes in neutron emission profiles can occur in the presence of high density and NBI heating. High density broadens the beam deposition and emission profiles. At the highest densities in H-modes, the emissivity profile shifts outwards in major radius, consistent with injected ions trapped in banana orbits at large major radius [6]. This effect is also observed in pellet fuelled discharges,
where large axial densities suppress beam penetration.

In conclusion, different types of neutron emission source and profile have been observed, which aid in the understanding of: fast ion distributions from beam injection; fast and thermal ion redistribution; ion thermalization profiles due to sawteeth; optimization of neutron yield; and transport analysis with heating from redistributed fast ions.
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Fig 1 JET Shot 20981 Neutron emissivity before sawtooth, 10.738-10.748 s

Fig 2 JET Shot 20981 Neutron emissivity after sawtooth, 10.756-10.766 s
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INTRODUCTION - The sawtooth collapse in tokamaks is generally observed to be associated with the growth of an $m=1$ instability and a rearrangement of the core plasma. In JET discharges, this occurs very rapidly and often without a growing precursor /1/. Accurate measurements of the details of the rapidly evolving topology during the collapse are necessary to identify the precise mechanism, and tomographic reconstruction of the soft x-ray emissivity profile has been used routinely for this. The profiles observed during the JET sawtooth collapse have been inconsistent with Kadomtsev's theory /2/, prompting much speculation on the correctness of the theory /3,4/ and the reliability of the data analysis /5/. To aid in both questions, the soft x-ray measurements during the collapse have been simulated, using two different theories as guides. In this way, the limitations of the tomographic method were investigated under controlled conditions.

TOPOLOGY - The soft x-ray detector system /6/ consists of 100 surface-barrier diodes arranged in two "pinhole" cameras mounted on horizontal and vertical ports at the same toroidal location. They measure the integrated emission ("brightness") along lines of sight viewing the plasma in two fan-like arrangements. The chords are distributed across the plasma cross-section over a range of radii and angles, but their finite spacing and restricted orientation limits the maximum resolution.

The method used to tomographically reconstruct the two-dimensional emissivity profile from the measured brightness function /7/ involves separating the radial and angular dependence of the emissivity. The angular part is expressed as a sum over Fourier harmonics $\cos(m\theta)$ and $\sin(m\theta)$, and the radial function is expanded as a sum over Zernicke polynomials, a complete orthogonal set. The spatial resolution is determined by the numbers of Fourier and radial harmonics chosen. These numbers in turn are limited by considerations of numerical stability and geometry. For radial resolution, the chord spacing (7 cm on the midplane) sets the optimum number of radial harmonics to be about 12. In poloidal angle, since there are two cameras, only four Fourier harmonics may be found, here chosen to be $m=0$, $\cos\theta$, $\sin\theta$, and $\cos(2\theta)$ (but not $\sin(2\theta)$), where $\theta$ is measured from the horizontal. This means that in this study, only plasma perturbations with harmonic content no larger than $m=2$ may be unambiguously detected.

In the simulation, emissivity profiles are chosen which are consistent with present theories of the sawtooth collapse, and integrals are calculated along detector lines of sight to obtain brightness data. These are then inverted tomographically, and the reconstructed profiles compared with the original. Two models of the sawtooth collapse, Kadomtsev /2/ and quasi-interchange /4/, were used as guides when constructing input profiles. In Kadomtsev's theory, total reconnection of helical flux...
and magnetic island growth occur in the vicinity of the $q = 1$ surface. The plasma core becomes displaced rigidly in the process. This behaviour is modelled simply by shifting the central part of an unperturbed profile (Fig. 1a). The flat region represents the cooler magnetic island. The quasi-interchange theory involves plasma convection, largely confined to the region inside the $q = 1$ radius. Two convective cells lead to the core being displaced and deformed into a "hot crescent" surrounding a "bubble" of cooler plasma which has moved in to take its place. Figure 1b shows slices through the initial Gaussian profile and a typical displaced one. Both types of profiles conserve plasma energy during the displacement. Note that the models are not rigorous physics simulations, but are adequate representations of predicted plasma behaviour.

Figure 1. Typical emissivity profiles along a chord for a) Kadomtsev and b) convection models. The dashed lines are the unperturbed profiles.

Figure 2 shows the reconstruction of a horizontal perturbation extending to about half the plasma minor radius. This is a typical magnitude observed in sawtooth collapses with additional heating \cite{1} or after a period of sawtooth stabilisation ("monster" crashes \cite{8}). The contour plots show that the essential features of each case are reproduced faithfully. The sharp features of both cases are smoothed out, as expected, due to the finite radial resolution. But the characteristics which distinguish one profile from the other remain clear.

One may compare these pictures with tomographic reconstructions of JET soft x-ray data. Figure 3 shows a reconstruction done during a monster crash at a time when the core displacement is close to its maximum. Its magnitude is 0.45 m, and the peak emissivity has fallen by $\leq 20\%$, both measured with respect to conditions immediately before the crash. The similarity to Figure 2b is striking. The convection model is clearly a better description of the plasma behaviour in this case.

To investigate the limitations of the tomography more fully, the parameters of the input profile were varied systematically. It was found that the quality of the reconstruction depends sensitively on the angle of the displacement $\theta_d$, the size of the region where the perturbation is confined, and the magnitude of the displacement. Figure 4 shows reconstructions for a case where the displacement is at 45 degrees. (For the Kadomtsev case, the displacement is almost twice as large as that in Figure 2). The image of the rigidly displaced core in the Kadomtsev case becomes "smeared" in angle, and is not readily distinguishable from the convective plasma flow. This loss of angular resolution is not surprising since only the cosine part of the $m = 2$ harmonic is available. One would expect that as the displacement angle approached values where $\cos(2\theta_d) = 0$, some resolution would be lost and the fitting would deteriorate. The larger displacement is also believed to exacerbate the effect \cite{5}.
The global error in the tomographic inversion was evaluated by taking the differences between the reconstructed and input emissivities at each point on a suitable grid. These were squared and averaged to obtain an rms error. For the Kadomtsev case, this quantity is plotted in Figure 5 as a function of displacement angle in the model profile. For a particular size of displacement, relative minima occur for horizontal and vertical angles, where, not surprisingly, $\cos(2\theta_d)$ is a maximum. (There is symmetry with respect to all four quadrants). The largest error does not occur at an angle of 45 degrees, as expected, but at about 60 degrees. This may be related to the plasma elongation (taken to be 1.2 here). Another factor may be the shift (up to 10 degrees) in the angle of the peak in the reconstructed emissivity with respect to that of the input profile (see Fig. 4). The error is in the range of 1% to 10% for reconstructions of both Kadomtsev and convective profiles.

This quantity, being global, does not necessarily give information on those features which distinguish the two profile types. For example, the error decreases with the size of the perturbation, but if this is confined to a region of less than about 25% of the minor radius, both profile types become indistinguishable due to the limited radial resolution and the averaging effect of the measurement.
SUMMARY AND CONCLUSION - The topology of the sawtooth collapse in JET plasmas has been investigated in detail by reconstructing the soft x-ray emissivity profile. The tomography algorithm used has been assessed by simulating the brightness measurements from two types of model profiles based on Kadomtsev's theory and plasma convection. Core displacements were varied over a range of sizes and angles.

From this work it can be concluded that sawtooth crashes due to Kadomtsev and convective models can be clearly distinguished when the amplitude of the displacement is greater than about 25% of the plasma minor radius and when it occurs closer than about 20 degrees from the horizontal or vertical planes. This investigation also confirms very strongly that the JET sawtooth collapse follows a convective flow pattern as was reported in analyses of earlier JET data /1,4/.
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DENSITY LIMITS IN JET WITH BERYLLIUM
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JET Joint Undertaking, Abingdon, Oxon. OX11 3EA, England

ABSTRACT

JET has now been operated with an evaporated layer of beryllium on carbon and with beryllium as a limiter material. A principal objective of the experiment was to investigate the effect of beryllium as a first wall material would have on the operational space of JET. The results of this investigation are presented and contrasted with data obtained during the all carbon phase. The gettered phase showed no increase in the gas fuelled density limit except with RF heating. The limit had, however, changed in character, with the formation of a MARFE preventing any further increase in density. There was a disruption in only a few cases. In the beryllium limiter phase chlorine was a major contributor to the radiated power, initially radiating 70% of the total radiated power. In these circumstances the density limit changed little from the gettered phase. However, as the chlorine diminished the limit was extended substantially beyond the level obtained with gettering alone, while still maintaining its soft character. The density at which the soft limit occurred is shown to be a function of input power and plasma contamination with a weak dependence on q, and is described well by a scaling law based on a radiation model.\(^1\,^2\). Helium and pellet fuelled discharges have exceeded the deuterium gas fuelled limits, but we present evidence showing an overall consistency when the edge density is considered.

THE LIMIT CHARACTERISTICS

The density limit in the carbon machine has been described in some detail in a paper by Wesson et al.\(^3\). In the case of the carbon machine with an evaporated layer of beryllium the radiation is dominated by carbon and is similar to the pure carbon case with initially about 30% of the input power being radiated. As the density is increased the radiation increases in a similar fashion to the all carbon case. Close to the density limit there is a break in the relation between radiation and density (figure 1) which can be identified as the formation of the MARFE. The difference between the carbon and evaporated cases is that in the evaporated case the radiation did not normally symmetrise and persisted at 100% radiation, usually without disrupting, until the current was ramped down or any additional heating was switched off, which did lead to a disruption. The beryllium belt limiter was different again, although the situation was confused by the presence of chlorine. At moderate densities the radiated fraction was around 20% and dominated by beryllium. However, as the density was increased the contribution due to chlorine became dominant. The radiation was a smoother function of the density (figure 1) although a break could be seen in some cases. The formation of the MARFE was associated with the break in the radiation but it was not clear which was cause and which was effect. As the radiation reached 100% the line integrated density began to drop back to the pre-MARFE level. As long as gas was fed into the torus this cycle repeated itself, but as the edge density ratcheted up the frequency of the instability increased and the drop in radiation was reduced such that the MARFE was not quenched (figure 2). Measurements using Langmuir probes situated on the limiter surface show that the particle flux and electron temperature at the limiter fall dramatically as the MARFE forms.\(^4\). The internal inductance of the plasma during the MARFE generally did not increase, indicating that the plasma was not contracting significantly. This is consistent with the absence of strong MHD fluctuations and disruptions in most cases.
Figure 1. The radiated power fraction as a function of the line averaged density for typical density limit pulses of both beryllium phases.

Figure 2. The density and radiated power oscillations during a typical beryllium limiter density limit discharge.

GAS FUELLING VERSUS PELLETT FUELLING

To allow comparison with well known parameters of other machines the start of the MARFES have been plotted on a Hugill diagram (figure 3). Several features are apparent. First one can see that the MARFES of the evaporation phase occurred at similar densities to disruptions with a purely carbon machine, the one exception being the case with ICRH where in some cases the limit was extended to that with comparable NBI. The second feature is the dramatic increase in the MARFTNG limit when the beryllium limiters were introduced; the highest densities obtained were over double the density at disruptions in the carbon machine.

As in the carbon phase, the line averaged density could be substantially increased with pellet fuelling in the evaporation phase, providing that the pellet penetrates deeply. The limit for both pellet and gas fuelled discharges can be unified for the evaporation phase (where the impurity specie was always carbon) by considering the edge density and the input power (figure 4). A small q dependance can be seen but the scatter in the data is too great to allow a confident scaling.

SCALING

There are several models for density limits existing in the literature. For the all carbon JET phases, the disruptive density limit was discussed in detail by Wesson et al. 3. We have examined several models, including edge radiation 1,2, edge thermal instability 6,7, shielding of incoming neutrals, and the Greenwald scaling 3. Of those, the edge radiation model provides the best fit to the entire (Be gettering plus Be limiter) data base. Following a model used earlier for JET 1,2 one assumes that the radiated power is due to a single species, C in the evaporation phase and Cl or Ni in the Be limiter phase, and that the radiation comes from a region between the $q_w = 2$ surface and the plasma edge. The density at which the MARFE occurs is then given by
\[ n_e = C_z \frac{P_{TOT}}{(Z_{eff} - 1)^3} \left( \frac{1 - \frac{4}{3q_z}}{q_z} \right)^4 \] where \[ C_z = \frac{1}{\sqrt[3]{2\pi L_z}} \left( \frac{z(z-1)}{L_z} \right)^{1/2} (R_{ab})^4. \]

\(n_e\) is the density within the radiating region and \(L_z\) is the cooling rate (taken from a coronal model). Due to a lack of diagnostics in the plasma edge figure 5 shows this function plotted with \(C_z = 1\) against the line averaged density, this is appropriate for the flat density profiles of these gas fuelled cases, the fit is quite good for both phases, over a range of \(Z_{eff}\) from over 3 to 1.2. When one restricts the scaling to pulses with \(Z_{eff} < 1.5\), the scaling given by a thermal instability model also fits quite well. The power independent scaling suggested for clean discharges does not fit the data.

CONCLUSIONS

The density limit in the evaporated beryllium and beryllium limiter phases of JET was different in character from that of the carbon phase. Although the limit occurred in the same region of the operational space it did not lead to a contraction of the current profile and there was generally no disruption. The limit in both the beryllium evaporation and the beryllium limiter phases was characterised by the appearance of a MARFE. The MARFE either persisted until there was a reduction of the input power or lead to a pump-out returning the discharge to a stable region of the operational space. The density limit was shown to depend on the input power and the impurity concentration much as one would expect from a thermal instability. Since the dominant impurity specie did not change from the carbon to the evaporated phases it was not surprising that the density limit was not increased in this phase, although it does indicate that oxygen was not a significant radiator at high densities in the carbon phase. The situation for the beryllium limiter was confused by high levels of chlorine, but after machine conditioning in which the level of chlorine was reduced the previous density limit was substantially exceeded, although the radiation was still dominated by chlorine. The critical parameters for the formation of a density limit MARFE were shown to be located at the edge. Using both edge density and edge electron temperature it was possible to resolve the differences between gas and pellet fuelled discharges.
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Figure 3. A comparison of carbon disruptions (lines), Be evaporation (solid) and Be limiter (open) MARFES.

Figure 4. The normalised edge density versus input power showing all MARFES to occur along the edge of a common region of existence.

Figure 5. The measured line averaged density plotted versus the scaling of the edge radiation model.

\[
\frac{P_{\text{TOT}}}{(Z_{\text{eff}} - 1)^4} \left( 1 - \frac{4}{3q_c} \right)^4 (\text{MW})^{1/2}
\]
Faraday rotation measurements on JET, and the change in the safety factor profile during a sawtooth collapse

J. O'Rourke, E. Lazzaro
JET Joint Undertaking, Abingdon OX14 3EA, UK

Introduction
Abel-inversion of Faraday rotation measurements on JET has shown that in the current flat-top of sawtoothing discharges the axial safety factor, $q_0$, remains significantly below unity ($0.75 \pm 0.15$) throughout the sawtooth period [1]. In this paper we address two limitations of the Abel-inversion technique, namely the dependence of the results on the assumed flux surface geometry (especially the elongation of the flux surfaces near the magnetic axis, $\kappa_0$) and their lack of sensitivity to small changes in the poloidal magnetic field.

Assumptions about the flux surface geometry have been verified by comparing Faraday rotation measurements along nearly orthogonal chords, and by a self-consistent identification of the plasma equilibrium. The sensitivity to small changes in the poloidal field, such as those which occur during sawtooth instabilities, has been increased by Abel-inverting the changes in the Faraday rotation signals rather than the signals themselves.

Measurements Along a Lateral Chord
Faraday rotation measurements on the 6 vertical chords of the JET polarimeter are affected similarly by variations in the elongation of the flux surfaces, and comparisons between different vertical measurements do not reveal inconsistencies in the assumed elongation. For this reason, a lateral chord of the interferometer, viewing the plasma at 20° to the horizontal, has been commissioned to make polarimetric measurements also. This chord makes use of a mirror mounted on the inner wall of the vacuum vessel, and, in order to preserve the Mach-Zehnder configuration, has entrance and exit windows which are displaced toroidally (symmetrically about the plane which contains the torus axis and the mirror). The linearly polarised radiation propagating along this chord experiences Faraday rotation due to both the toroidal and poloidal magnetic field components. However, because of the 180° phase shift introduced by the reflection at the inner wall, the Faraday rotation due to the toroidal field on the inward path is cancelled by that on the outward path, while the contributions due to the poloidal field add.
To verify whether a given flux surface geometry is consistent with the Faraday rotation measurements, the poloidal magnetic field is computed in this geometry by Abel-inversion of the vertical channels only. The expected Faraday angle for the lateral chord is computed using this field, and compared with the measured angle. If these disagree by more than the error bars of the measurement (5%), the assumed geometry is inconsistent with the Faraday rotation measurements.

In this manner it is found that \( k_o \) can be constrained to within \( \pm 4\% \) and is in agreement with our previous assumptions about the flux surface geometry.

**Self-Consistent Equilibrium Identification**

In the Abel-inversion procedure, the equilibrium flux surfaces used in the deconvolution of the (chordal) Faraday rotation measurements must be specified a priori. Therefore the poloidal magnetic field distribution which is deduced is not necessarily consistent with the assumed equilibrium. In order to ensure a self-consistent determination of the poloidal magnetic field [2], we seek the plasma equilibrium which best fits:

a) the tangential magnetic field, \( B_T \), measured by 18 pick-up coils at the vacuum vessel,
b) the Faraday rotation angles, \( \alpha \), along 6 vertical chords, and
c) the line-integrated electron densities, \( N \), along the same chords.

Accordingly, we minimize the functional

\[
\phi = \frac{1}{2} \sum_{k=1}^{18} \left( \frac{1}{R} \frac{\partial \psi}{\partial \nu_k} - B_{\nu_k} \right)^2 + \frac{1}{2} \sum_{i=1}^{6} W_f \left( C \int \frac{n}{R} \frac{\partial \psi}{\partial R} d\ell - \alpha_i \right)^2
\]

Pick-up coils Faraday angles

\[
+ \frac{1}{2} \sum_{i=1}^{6} W_n \left( \int n d\ell - N_i \right)^2 + \frac{1}{2} W_{\mu n} \int_0^1 \left( \frac{\partial^2 n}{\partial \psi^2} \right)^2 d\rho + \frac{1}{2} W_{\mu \psi} \int_0^1 \left( \frac{\partial^2 A}{\partial \psi^2} \right)^2 d\rho
\]

Density integrals Regularising terms

subject to the constraints of the Grad-Shafranov equation and of fixed total plasma current. Here \( \psi \) is the poloidal flux, \( \nu \) is the normal at the plasma boundary, \( n \) is the electron density, and \( A \) is related to the toroidal current via

\[
J_\phi = \lambda \left( \beta RA + \left( 1 - \beta \right) \frac{A}{R} \right)
\]

The weights of \( W_f \) and \( W_n \) are inversely proportional to the square of the error of the Faraday rotation and electron density measurements. The weights of the regularising terms are chosen so as to allow a fit of the data within their error bars while suppressing artifacts that have an unphysical character (oscillations with a wavelength of the order of the chord spacing, negative densities or current densities, etc). This corresponds to the range of regularising weights within which the normalised \( \chi \) statistic is approximately equal to 1. The
Variation of any equilibrium quantity within this range determines the error introduced by smoothing into the determination of this quantity.

Figure 1 shows the relative errors in the fitting of the magnetic, polarimetric and interferometric data as a function of $W_{RJ}$, in the current flat-top of an ohmic discharge. For values of $W_{RJ}$ below $10^{-3}$, all the data are fitted within their respective error bars. The corresponding variation in $q_0$ is shown in Figure 2, again confirming the results of the Abel-inversion procedure. We note that the values of $\kappa_0$ obtained by this self-consistent procedure is in excellent agreement (<3%) with that deduced from SXR tomography.

![Fig.1 Relative errors in the fitting of the Faraday (F), magnetic (M) and interferometric (N) data as a function of the regularising weight WRJ. (Also shown are typical error bars).](image1)

![Fig.2 Variation of the axial safety factor with the regularising weight WRJ.](image2)

Changes in the Q-Profile at the Sawtooth Collapse

Variations in the safety factor profile, and in particular the change in $q_0$ at a sawtooth collapse, can be studied more sensitively by Abel-inversion of the difference in the polarimetric signals before and after the collapse.

The change in the Faraday rotation angle, $\Delta \theta$, is written as a first order expansion in the parallel magnetic field, $B_{||}$, the electron density, $n_e$, and the integration path

$$
\Delta \theta \sim \Delta \left[ n_e B_{||} dl \right] = \left( \Delta n_e \right) B_{||} dl + \left( \Delta B_{||} \right) n_e dl + \left( \Delta \right) n_e B_{||} dl
$$

where the last term takes into account the change in the Shafranov shift which occurs at the sawtooth collapse. The change in the Faraday angle due to a perturbation of the poloidal field is obtained by subtracting from the total change the contributions from the perturbed density, and the perturbed geometry. The "corrected" angles can then be Abel-inverted for the perturbed poloidal field in the usual manner. Because the sawtooth period in JET is long compared with the integration time of the polarimeter electronics, sawteeth are clearly visible in the raw data and it is not necessary to perform a coherent averaging of many
sawteeth. The fluctuations in the Faraday angle have an amplitude of 0.01-0.05 radians.

Figure 3 shows the change in $q_0$ at a sawtooth collapse as a function of the preceding sawtooth period, for sawteeth in the current flat-top of a number of ohmic and ICRF-heated discharges. Also shown are the lines corresponding to $\Delta q_0/\tau_s = 0.05, 0.1$ and $0.2 \text{ sec}^{-1}$. The most important source of error is the perturbed electron density, which gives rise to a change in the Faraday angle which is of the same order as the change due to the perturbed field.

Field diffusion calculations, assuming neo-classical resistivity and complete reconnection within the $q=1$ surface, yield typical values for $\Delta q_0/\tau_s$ of 0.3-0.5 sec$^{-1}$ in these discharges. Thus our results give support to the hypothesis that complete reconnection does not take place at a sawtooth collapse.

Conclusions

The systematic errors associated with the flux surface geometry have been studied using measurements along orthogonal chords and a self-consistent equilibrium identification algorithm. The results validate our previous inference that $q_0$ remains below 1 throughout the sawtooth period. The change in $q_0$ which takes place at the sawtooth collapse is consistent with this conclusion.


Fig.3 Change in the axial safety factor versus preceding sawtooth period.
SAWTOOTH TRIGGERED DISRUPTIONS AT THE DENSITY LIMIT ON DITE
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Introduction
Magnetic feedback on the DITE machine[1] is successful in reducing the amplitude of the $m=2, n=1$ MHD instability. ($m =$ poloidal mode number, $n =$ toroidal mode number. Experiment parameters: $R = 1.19 \text{m}, \ a = 0.23 \text{m},$
$I_p = 70 - 125 \text{ kA}, \ B_0 = 1.0 - 2.0 \text{ T}, \ \bar{n}_e = 3 - 5 \times 10^{19} \text{ m}^{-3}$.) The reduction in amplitude of this perturbation, which grows as the precursor to a major disruption, allows operation at densities higher than the previous disruptive limit. A limitation to the success of the experiment is the modulating effect of the internal sawtooth oscillation on the $(2,1)$ perturbation amplitude for discharges with $2.3 \leq q_{\phi}(a) \leq 4$. This amplitude typically increases by a factor of 3 at a sawtooth crash. One of these increases starts the disruption precursor growth. This behaviour may have some similarities to the ‘gong’ phenomenon seen on JET[2] and other devices.

This disruption precursor oscillation is clearly visible on all channels of both horizontally and vertically viewing soft x-ray diode arrays. The differences between the forms of the signals is consistent with coupled $m=1$ and $m=2$ components of the oscillation.

Sawtooth destabilisation of the $(2,1)$ perturbation
Soft x-ray emission and magnetic pick-up coil data are shown in Figure 1 for a shot close to the density limit with $(2,1)$ magnetic feedback ($q_{\phi}(a) = 2.3$). The soft x-ray emission is from a chord through the plasma with a chordal radius (closest approach to the plasma magnetic axis), $r_c = 4 \text{cm}$ (inverted sawteeth were seen on x-ray channels with $r_c > 9 \text{cm}$). The magnetic pick-up coil signal is obtained from a coil combination detecting mainly $(2,1)$ perturbations. The dominant perturbation component has this $(2,1)$ structure and a frequency of between 8 and 11 kHz. This perturbation exists non-disruptively at a level of $\delta B_0/B_0 \sim 0.5\%$, this being reduced by a factor of 5 or more by feedback.

Figure 1 shows the effect of the sawtooth oscillation on the $(2,1)$ perturbation level. A rapid increase in amplitude to a level comparable with $\delta B_0$ (without feedback) occurs around the time of the sawtooth crash. This increase occurs in 1 - 2 periods, i.e. probably faster than the $m=2$ non-linear resistive growth.

Max-Planck-Institut für Plasmaphysik
8046 Garching bei München
The increase in amplitude is followed, in non-disruptive cases, by a slow
decrease through the sawtooth cycle. For \( q_{\text{pol}}(a) = 2.3 \) shots, the variation is small
without feedback. The variation is much more obvious for \( q_{\text{pol}}(a) \gtrsim 3.0 \) even without
feedback.

The density limit is reached when the (2,1) mode continues to grow, following
the sawtooth, becoming the precursor to a major disruption.

The increase in \( m = 2 \) activity is apparently triggered by the crash, rather than
by, for example, the appearance of the sawtooth precursor oscillation (seen for all
DITE sawteeth investigated). The crash takes \( \approx 100 \mu s \), as measured on the chord
integrated x-ray signals. The time, \( \tau \), between the crash and the increase in \( m = 2 \)
is \( \lesssim 100 \mu s \) for the majority of cases. In a few cases, \( \tau \approx 300 \mu s \), but chordal
integration of the sawtooth precursor \( 3 \lesssim f \lesssim 6 \text{kHz} \) could contribute to this.

It is to be noted that there are cases when no increase in the \( m = 2 \) mode is
associated with a sawtooth crash. One sample showed that 1 sawtooth in 9 is
followed by a lower level of \( m = 2 \); 1 in 15 exhibit a significant (>10%) reduction. The remainder typically have a factor of 3 increase. This variation may
be due to changes in mode coupling.

![Figure 1. Sawtooth triggered disruption on DITE. Note bursts of (2,1) at each
preceeding sawtooth crash.](image1)

![Figure 2. Increase in (2,1) and the sawtooth heat pulse.](image2)

Possible mechanisms for \( m = 2 \) destabilisation

The stability of the (2,1) tearing mode is very sensitive to the current density
gradient around the \( q = 2 \) surface\([3]\). Thus, a possible mechanism for the observed
effect is that changes in the conductivity, and hence \( f(r) \), occur close to the \( q = 2 \)
surface following the arrival of the sawtooth heat pulse. Figure 2 shows x-ray
signals with chordal radii 0, 4 and 14cm and the \( B_\theta(2,1) \) signal. \( B_\theta(2,1) \) is seen to
have increased considerably before the heat pulse is seen at 14cm. Since the \( q = 2 \)
surface has a radius of close to 20cm this mechanism is ruled out for this case. In
many cases, the \( m = 2 \) increase occurs before the crash and hence the heat pulse
cannot explain the phenomenon.

The \( r_{\text{chord}} = 4 \text{cm} \) x-ray signal in figure 2 shows the large oscillatory sawtooth
precursor which is seen as \( m = 1 \) in the centre of the plasma, and as \( m \approx 3 \) (for
where \( q_{\text{pol}}(a) \approx 3 \) on the Mirnov coils. The frequency of this oscillation was close to, but not exactly, half that of the (2,1) mode (except during the disruption precursor when \( m = 1 \) and \( m = 2 \) modes appear to be coupled - see next section).

There is a weak correlation between the size of this sawtooth precursor and the post-crash (2,1) activity (\( f \approx 10 \text{kHz} \)), although there is usually no strong \( m = 1 \) successor oscillation.

Disruption Precursor Structure

As the disruption precursor starts to grow, it becomes clearly visible on all channels of the soft x-ray arrays. Comparing the signals from the horizontally and vertically viewing arrays a distinct difference in phase behaviour is observed. The top half of figure 3 shows data from the horizontally viewing array, where the phase of the oscillation changes by only a small angle between each channel. In contrast, the vertically viewing channels, in the lower half of the figure, show two distinct phase inversions (1 channel outside the centre and 7 channels inside). This observation is explicable in terms of \( m = 1, n = 1 \) and \( m = 2, n = 1 \) structures locked together, rotating toroidally (poloidal rotation is very small).

The phase variation with chordal radius, \( r_c \), seen on the two cameras is simply explained by considering the geometry of these two modes. Taking emissivities of the form \( \varepsilon_m = f_m(r) \cos(m \theta + n \phi - \alpha t + \delta_m) \), (where \( f_m(r) \) contains the radial dependence of the displacement and the equilibrium emissivity gradient), and performing line integrals for orthogonal viewing directions (the small \( \pm 12^\circ \) array fans having little effect), one obtains,

\[
I_{\text{total}}(r_c) = C(r_c) \cos(\omega t + \phi(r_c))
\]

where \( I_{\text{total}} \) is the emissivity measured by the diode as a function of the chordal radius (signed). The phase angle, \( \phi \), is given by

\[
\tan \phi(r_c) = \frac{A(r_c) \sin(\theta_0 + \delta_1)}{A(r_c) \cos(\theta_0 + \delta_1) + B(r_c)},
\]

where \( A \) and \( B \) contain the dependence of the line integrated emissivities (\( m = 1 \) and \( m = 2 \) respectively) on \( r_c \). Without loss of generality \( \delta_2 = 0 \), \( \theta_0 \) takes the value 0 for the vertical array and \( \pi/2 \) for the horizontal array. Thus for any functions \( A, B \) the vertical array has phase 0 or \( \pi \) since \( \sin(\theta_0 + \delta_1) = 0 \) whilst the horizontal array phase varies as \( \tan^{-1}(A/B) \).
The results in figure 3 have been simulated using this method. The simulation is shown, together with the experimental data, in figure 4. The phase behaviour of the two arrays is relatively insensitive to the radial dependence of the emissivities. This simulation has an $m = 1$ eigenfunction representing a rigid displacement of the core, whilst the $m = 2$ emissivity represents an elliptical distortion which has largest effect on the emissivity at around half the minor radius. The phasing needed to simulate the data indicates that the perturbations align on the outboard midplane (i.e. $\delta_1 = \delta_2 = 0$) consistent with toroidal resistive MHD theory.

**Conclusions**

Sawtooth activity in DITE strongly affects the amplitude of the $m = 2, n = 1$ perturbation. This results in the triggering of density limit disruptions for discharges with moderate $q_{95}(a)$. In most cases the increase of the $m = 2$ mode appears synchronous with the crash. The destabilising effect occurs on a faster timescale than can be explained by heat pulse propagation. Hence, some other mechanism is required to explain the change of the dominant instability at the crash.

On DITE the disruption precursor appears to be a global, $m = 1$ and $m = 2$, $n = 1$ mode.

**Acknowledgements**

The authors would like to acknowledge the help of W.Millar in the use of the soft x-ray diode arrays and P.C.Johnson, J.Hugill and the DITE operation team for running the machine. This work was carried out as part of Article 14 contract #JE8/9006 for the JET Joint Undertaking under the supervision of P.E.Stott and J.A.Snipes.

**References**
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1. Introduction
Disruption is one of the key problems in tokamak device design as it has thermal and mechanical problems. From the viewpoint of mechanical design, predicting the electromagnetic force during disruptions is important[1-3]. Disruptive current decay processes, such as plasma current decay rates and plasma-coil interactions, have been experimentally examined in many tokamaks[4-7]. In this presentation, the toroidal eddy currents and the electromagnetic force due to them are discussed. They are determined by the magnetic fitting technique based on the magnetic data experimentally obtained during the disruptions of ohmically heated plasmas in the Hitachi tokamak HT-2[8]. This presentation focuses on giving a qualitative understanding of tokamak plasma disruptions from an electromagnetic viewpoint. An important point in elucidating the process appears to be the eddy current induced by the plasma movement (shell effect), and this point is intensively examined.

2. Experimental Setup

Experimental device
The experiments are carried out in a small tokamak HT-2[8], with the parameters listed in Table I. The poloidal cross section is given in the Fig.1. The locations of the magnetic sensors are also shown. A feature is a capability to create various cross-sectional plasmas using eight HY coils. B1 and B2 coils are for negative biasing of the iron transformer. ACH coils are for the rapid plasma vertical position Zp control. Fig.2 shows the plasma cross sectional shapes which are produced in the HT-2 experiments. The vacuum vessel is made of stainless steel 9mm thick. The magnetic penetration time is 1.3ms for the vertical field and 1.5ms for the horizontal field. The one-turn resistance of the vessel is 14m Ω due to the two resistive parts of 8cm width in the toroidal direction. Feedback control of the plasma position is applied in the experiments, but it is not powerful enough to control the position even during the disruption.

Method to estimate electromagnetic force on vacuum vessel
Eddy currents on the vacuum vessel as well as plasma cross-sectional shapes are determined from the magnetic data measured by magnetic probes and flux loops. The method for magnetic analysis is described in ref.8. A feature is that magnetic probes are placed so as to give pairs of inner (plasma side) and outer (air side) magnetic probes. This placement enables determination of the toroidal eddy current on the vacuum vessel. Magnetic fitting determines magnitudes of seven eddy current Fourier components as well as coil currents on a poloidal cross section. Toroidal eddy current density jT is calculated by the superposition of the Fourier components and the poloidal field Bp is calculated from the eddy and coil currents. The electromagnetic force f in this study is due to jT and Bp and is calculated by

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma Current</td>
<td>Ip</td>
<td>10-55 kA</td>
</tr>
<tr>
<td>Electron Density(line averaged)</td>
<td>ne</td>
<td>1-3x10¹⁹ m⁻³</td>
</tr>
<tr>
<td>Toroidal Field</td>
<td>Br</td>
<td>1.0 T</td>
</tr>
<tr>
<td>Plasma Major Radius</td>
<td>Rp</td>
<td>0.39-0.44 m</td>
</tr>
<tr>
<td>Plasma Minor Radius</td>
<td>ap</td>
<td>0.08-0.12 m</td>
</tr>
<tr>
<td>Elongation</td>
<td>K</td>
<td>0.9-1.45</td>
</tr>
<tr>
<td>Iron Core Flux Swing</td>
<td>±0.082 Wb</td>
<td></td>
</tr>
</tbody>
</table>
The force $f$ is the electromagnetic pressure acting on the vessel. Total force acting on the vacuum vessel is obtained by integrating the pressure $f$ on the vacuum vessel, assuming uniform pressure distribution in the toroidal direction. The estimated error for $j_T$ is around 20% of its maximum value and the error for $B_P$ is less than 5%. The estimated error for $f$ is less than 25% against the peak value of the distribution on a poloidal cross section.

3. Electromagnetic Characteristics of Disruptive plasma current decay in HT-2

Plasma current decay date during disruptions

The plasma cross-sectional shapes in these experiments are the same as in Fig. 2 and each plasma has different characteristics of the disruptive current decay. A parameter which shows the difference is a time constant of the plasma current decay $\tau_a = -I_p/(dI_p/dt)$, where $I_p$ is plasma current. The circular plasma has roughly constant $dI_p/dt$ during the current decay and $\tau_a = 0.5 ms$, while the slightly elongated plasma has $\tau_a = 1.0 ms$. However the highly elongated plasma has rapid current decay. Examples of the highly elongated plasmas are the plasmas with divertor configuration, which have $\tau_a = 0.25 - 1.0 ms$. In the following part, the electromagnetic characteristics of the disruptive plasma current decay are discussed for circular and elongated shaped plasmas, focusing on the characteristics depending on the plasma cross-sectional shape.

Circular plasma disruption

Figure 3(a) shows the time evolution of the plasma current $I_p$, net vessel toroidal current $I_{\phi}$, total vertical force $F_z$ and radial force $F_R$ acting on the vacuum vessel, during the $I_p$ decay. The forces are mainly due to the plasma movement (shell effect). This is why the time evolution of the $F_R$ differs from the wave form of $I_{\phi}$. The $F_R$ has a peak just after the current decay starts but the $I_{\phi}$ has a peak when the plasma current is decreased to half its initial value. Figure 3(b) shows the magnetic field and electromagnetic force during the disruption, indicating the vessel experiences a counter force (negative radial direction) from the plasma movement. During $I_p$ decay, the circular plasma touches the inner (small major radius side) limiter. The plasma disruption which cause a decrease of plasma thermal energy and force the plasma move inward. This movement squeeze the plasma and the current decay for the circular plasma is rapid. The $F_z$ equals zero for the circular plasma because it does not moves vertical direction.

Elongated plasma disruption

Figure 4(a) shows the time evolution of the disruption for the slightly elongated plasma. Since the elongated plasma disruptions are accompanied with the vertical instability, $F_z$ become important. The value $n_V = -R/B_V \partial B_V/\partial R$ is indicated as a parameter of the elongation, where $B_V$ is the external vertical field. The plasma moved upward and $I_p$ start to decay at 15.6 ms. The forces have their peak value just before the start time because of the plasma vertical movement. During the $I_p$ decay, the forces are weak. This is because the eddy current induced by the plasma movement is cancelled by the $I_p$ decay.

Figure 4(b) shows the time evolution of the disruption for the highly elongated plasma. A feature for the highly elongated plasma disruption is that the plasma current decay phase can be divided into two phases. The first is a short period of rapid $I_p$ decay phase which is appeared at 18.4-18.6 ms in Fig.4(b). The force $F_z$ due to the vertical instability increases until 18.4 ms which is just before the disruptive $I_p$ decay, but $F_z$ and $F_R$ are both weak at rapid $I_p$ decay time. The second is a period at which $F_z$ become large again and is the latter half of the current decay process.

Eddy current distribution helps the understanding of $F_z$ time evolution.
Figure 5 shows the eddy current distribution along the vacuum vessel wall for the disruption of Fig.4(b). The upper figure is at just before the rapid I_p decay (18.4ms) and the lower figure is at after it (18.8ms). At 18.4ms the eddy current is due to the shell effect for the plasma vertical movement and the vessel experiences the counter force of the shell effect. Most importantly the eddy current near the plasma (at 260deg.) changes its flow direction and the amount of the current (shadowed area in Fig.5) is comparable with the amount of the rapid decay of I_p. A part of the plasma current move to the vessel wall to delete the shell effect and at this time the eddy current and forces are small (at 18.6ms on Fig.4(b)). This process can be understood as the same mechanism as the slightly elongated case in which the plasma current moved slowly to the vessel wall during all I_p decay phase. After the rapid I_p decay, the shadowed eddy current of I_p direction at 18.8ms, interact with the external poloidal field which caused the Z_p instability before 18.4ms, and after 18.6ms the vessel experiences the vertical force as the plasma experienced before 18.4ms.

The rapid I_p decay is associated with the vertical instability. Figure 6 shows the electromagnetic pressure acting on the vessel wall with the original divertor configuration i.e. with the high elongation. The timing of Fig.6 is just before the rapid I_p decay. The plasma is moving toward bottom. The plasma should experience the upward force of shell effect for the position stability from the eddy current on the vessel and the vessel should experiences the downward vertical force as a counter force. However, the figure shows that the force is mainly directed in the radial direction and the stabilizing effect for the plasma vertical position is small. The reason of such small stabilizing effect is that the poloidal magnetic field on the vessel wall toward which the plasma is moving is small because such point is close to the null point.

4. Conclusion

Electromagnetic interactions between plasmas and the vacuum vessel toroidal eddy current during disruptive I_p decay have been examined experimentally in the Hitachi tokamak HT-2 for three kinds of plasma shapes i.e. circular, slightly elongated and highly elongated. The characteristics of the disruptive I_p decay depend on the plasma cross-sectional shape. The I_p decay rate in the circular plasma is twice as large as that in the slightly elongated plasma. The main cause of the electromagnetic force during the I_p decay is mainly due to the plasma movement (shell effect) for these two kinds of plasma shapes. Very rapid I_p decay is observed in highly elongated plasma. This is associated with the vertical instability. After the rapid I_p decay, eddy current which has a peaked distribution with I_p direction at the point toward which plasma has moved. Such eddy current interact with the magnetic field from poloidal coils and create a large vertical force. The effect of the poloidal vessel current has not yet discussed.
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Fig. 1. Poloidal cross section of HT-2 tokamak.

Fig. 2. Plasma cross-sectional shapes in the HT-2.

Fig. 3. A disruptive plasma current
(a) Time evolution decay with circular shaped plasma.
(b) Highly elongated plasma.

Fig. 4. Time evolution of disruptive current decay.

Fig. 5. Eddy current distribution
Fig. 6. Electromagnetic force during disruptive plasma current decay with high elongation.
ASYMMETRIC EFFECTS OF AN $\ell = 1$ EXTERNAL HELICAL COIL ON THE SAWTOOTH AMPLITUDE ON TOKOLOSHE TOKAMAK.
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Introduction: Sawtooth theory suggests two q-profiles are of particular interest, namely: (a) a parabolic q-profile with $q_0 < 1$ and (b) a flat central q-profile ($q_0 \geq 1$) for $0 \leq r \leq r_1$ with q parabolically increasing outside $r_1$, leading to sawtooth crash mechanisms governed by Kadomtsev's total reconnection model [1] and the more recent quasi-interchange model suggested by Weeson [2] respectively. Flat central q-profiles with $q_0 \leq 1$ can allow the tearing mode and the quasi-interchange mode to be present simultaneously. An attempt is discussed to distinguish between the profile types (a) and (b) by energising an $\ell = m/n = 1/1$ external helical dipole field winding [3] on Tokoloshe ($R/a = 0.52m/0.24m; I_p = 140kA; B_\phi = 0.6T$).

Experimental arrangement and results: The helicity of the magnetic field lines in the plasma can be arranged to have a resonant or non-resonant sense relative to the $\ell = -1$ winding by reversing the direction of the plasma current (Fig. 1). Experiments have been performed for both resonant and non-resonant configurations and for both current directions in the helical winding. Two soft X-ray diodes at $\phi = 330^\circ$ view the plasma at tangent radii 4.5 cm below and above the centre of the radius of inversion ($r_1 = 7.5 cm$). For a reference shot (i.e. without helical field) the sawtooth amplitudes on the two diodes are similar (Fig. 2(a)). With the winding energised the signals on the two diodes are affected asymmetrically as shown (Figs. 2(b) & 3): For a winding current of 7 kA, one diode shows a general decrease in relative sawtooth amplitude ($\Delta A/A$) of $\approx 50\%$ while a qualitatively different effect is seen on the other diode (figure 3). Starting at a time $t_0$ during the sawtooth rise phase a hollow in the intensity relative to the other diode signal is seen. The hollow lasts for typically $0.6r_s$ ($r_s \equiv$ sawtooth repetition time) and recovers rapidly over a period of $\approx 0.1r$, just prior to the sawtooth crash. This final spike has an $m = 1$ character.

On reversing the $I_1$ current direction the effects on the diode signals also reverse, indicating the coil-induced nature of the effects (Fig. 3). In the non-resonant configuration similar features are observed. The phase of the asymmetry (i.e. on which diode signal the hollow appears) does not depend on the direction of the plasma current, (resonant or non-resonant) but only on the direction of the $I_1$ current. Fourier analysis of the measured vacuum helical field reveals a non-resonant ($m/n = 1/1$) component of $\approx 13\%$ of the size of the resonant ($m/n = -1/1$) component. This could explain the observed non-resonant effects. No statistically detectable change in the sawtooth period is observed as a result of the helical field.
Comparison with numerical calculations: Field line tracing calculations using the q-profiles (a) and (b) and the measured helical field, were performed. For a profile with \( q_0 = 0.7 \) (case (a)) and \( I_1 = 1 \text{kA} \) a magnetic island is formed relative to the \( I_1 \) current direction as shown in figure 4(a). A flat central q-profile (case (b)) with \( q_0 = 1.006 \) shows no island formation (Fig. 4(b)), but a shift of the hot spot in a direction opposite to that for case (a). The two cases therefore lead to different results with regard to the position of the hotspot relative to the \( I_1 \) conductors. The results of the calculations for the non-resonant case show similar effects due to the non-resonant component. Phase agreement, of the hot spot relative to the windings for both \( I_1 \) current directions, is found with experiment only for q-profiles with \( q_0 < 1 \). For \( I_1 \geq 4 \text{kA} \) large scale stochasticity is predicted by the field line tracing but is not seen in the experiment where only a small loss in central confinement is observed for \( I_1 = 7 \text{kA} \). Field penetration effects may explain this. Figure 4 (\( I_1 = 1 \text{kA} \)) does however give the correct phasing of the hotspot for each q-profile.

Discussion and conclusions: Comparison of experimental and numerical results suggests that the hollow in the sawtooth amplitude on one diode is due to the appearance of a stationary \( m = 1 \) island in the field of view of the diode, rather than a shift of the intensity distribution away from it. Further, a shift of the hot spot would be expected to lead to an increase in the one diode signal. What is observed however, apart from the asymmetric appearance of the hollow, is a general decrease in the confinement of the central region. It seems likely therefore that on Tokoloshe, \( q_0 \) must be less than one during sawtoothing. The unaltered sawtooth period suggests that the mechanism of the sawtooth crash is not affected by the coil. The final spike (Fig. 3 (a) bottom trace) could be due to the growth of the mode that leads to the crash. There seems to be re-rotation of the mode after a certain amplitude has been reached. Numerical simulations, using an emissivity model with a non-rotating growing island, qualitatively explains the hollow and the final spike. However, the amplitude of the spike cannot be reproduced without assuming rotation.
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Figure 1: Diagram of the helical dipole winding with the positive $I_1$ current direction indicated. The plasma current direction for the resonant configuration is shown.

Figure 2: Asymmetric effect of the $\ell = 1$ winding on the sawtooth amplitude. (a) Reference shot (without helical current) and (b) $I_1 = -7 \, kA$. 
Figure 3: Application of an $m = 1, n = 1$ helical perturbation leads to the appearance of a hollow in the soft X-ray intensity prior to the sawtooth crash. (a) For the negative $I_1$ current direction (see figure 1) XBOT is affected and (b) for the positive $I_1$ direction XTOP is affected.

Figure 4: Field line tracing results with a resonant helical $m = 1, n = 1$ perturbation of $1 kA$ for: (a) a parabolic q-profile with $q_0 < 1$, and (b) a flat central q-profile ($q_0 = 1.006$) with q monotonically increasing outside $r_1$. For the opposite $I_1$ current direction the observed features undergo a $180^\circ$ phase shift in $\theta$. The orientation of this phase is independent of plasma current direction.
MEASUREMENT OF OHMIC TOKAMAK MOMENTUM CONFINEMENT TIMES FROM CONTROLLED LOCKING AND UNLOCKING OF TEARING MODES.
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1. Introduction: The global momentum confinement time, $\tau$, of a tokamak plasma is normally estimated from the equation: $\frac{dV}{dt} = L - \frac{V}{\tau}$. In an unbalanced NBI heated plasma with $P_{NBI} \gg P_{n}$, $\tau$ can be estimated both in the steady state, because the driving term $L$ is readily estimated, and from the rate of fall (rise) of momentum following beam switch off (on). Ohmic tokamak plasmas are not so amenable to determination of $\tau$ because $L$ is neither easy to estimate nor to control and the rotation velocity, $v$, is small and difficult to measure accurately. We discuss the measurement of $\tau$ for an ohmic tokamak plasma from the rate of increase of its velocity following the controlled slowing down of its rotation. The slowing down is produced by resonant interaction of a current pulse, in an external helical coil, with a large saturated tearing mode in the plasma.

2. Momentum confinement model: We assume toroidal rotation (section 3.) with a global momentum confinement equation:

$$\frac{d\Omega}{dt} = L - \frac{\Omega}{\tau_\phi} - \frac{k_1 I_c \tilde{B}_\phi \sin(\phi - \phi_1)}{\sqrt{1 + \Omega^2 \tau_\phi^2}} - \frac{k_2 \tilde{B}_\phi \tilde{B}_\phi \sin(\phi - \phi_2)}{\sqrt{1 + \Omega^2 \tau_\phi^2}} - \frac{k_3 \tilde{B}_\phi^2}{1 + \Omega^2 \tau_\phi^2}$$

(1)

The terms in $k_1$, $k_2$, $k_3$ describe, respectively, mode locking due to an external helical coil with current $I_c$ [1], a stray field $B_s$, and eddy currents generated in the wall [2]. The penetration of the tearing mode field $(\tilde{B}_\tau, \tilde{B}_\theta)$ through the vacuum chamber depends on the factor $(1 + \Omega^2 \tau_\omega^2)^{1/2}$, where $\tau_\omega$ is the penetration time of the wall. This means that all three locking terms are highly non-linear in $\Omega$. In the steady state with $I_c = 0$, $\frac{d\Omega}{dt} = 0$ and $\Omega = \Omega_0$ so that $L$ can be obtained from (1). It will be justified a posteriori that $k_2 \approx 0$ so that (1) can then be written as:

$$\frac{d\Omega}{dt} = \frac{\Omega_0}{\tau_\phi} - \frac{\Omega}{\tau_\phi} - \frac{k_1 I_c \tilde{B}_\theta \sin(\phi - \phi_1)}{\sqrt{1 + \Omega^2 \tau_\phi^2}} + \frac{k_3 \tilde{B}_\phi^2}{(1 + \Omega^2 \tau_\phi^2)} - \frac{k_3 \tilde{B}_\phi^2}{1 + \Omega^2 \tau_\phi^2}$$

(2)

The external coil can always force locking for sufficiently large $I_c$. For Tokoloshe $f_o = 6kH z$ and $\tau_\omega = 0.25ma$, so $\Omega_0 \tau_\omega \gg 1$. Thus, re-rotation of the mode $(\frac{d\Omega}{dt} > 0)$ after locking $(\Omega = 0)$ can only occur, even when $I_c = 0$, if $k_3 \tilde{B}_\phi^2 = \frac{C \Omega_0}{\tau_\phi}$ where $C < 1$. If re-rotation does occur (with $I_c = 0$ and $k_2 = 0$),

$$\frac{d\Omega}{dt} = \frac{\Omega_0}{\tau_\phi} - \frac{\Omega}{\tau_\phi} + \frac{\Omega_0}{\tau_\phi} \frac{C}{1 + \Omega^2 \tau_\omega^2} - \frac{\Omega_0}{\tau_\phi} \frac{C}{1 + \Omega^2 \tau_\omega^2}$$

$$= \frac{\Omega_0}{\tau_\phi} - \frac{\Omega}{\tau_\phi} \quad \text{for} \; \Omega \geq 0.3 \Omega_0, \text{if} \; C = 0.9$$
Then \((\Omega_0 - \Omega) = (\Omega_0 - \Omega_1) \exp -\frac{t}{\tau_\phi}\) where \(\Omega = \Omega_1\) at \(t = 0\). Hence \(\tau_\phi\) can be obtained from the slope of \(\ln(1 - f/f_0)\) versus \(t\) for sufficiently large \(\Omega\).

3. Experimental details: We consider an \(\approx 10\,ms\) duration phase of a Tokoloshe plasma during peak \(I_p\) (\(I_p = 125kA, R = .52m, a = .24m\)). In this phase, \(q_\psi \approx 3.3 \pm 0.2\) and two tearing modes are present, an \(m = 2/n = 1\) at \(r/a = 0.76\) and an \(m = 3/n = 1\) at \(r/a = 0.95\). Due to the low aspect ratio of our machine, we obtain signals on Fourier analysing coils responding to poloidal mode numbers \(m = 1, 2, 3, 4\) and 5. These coils all give to within \(2\%\) the same Mirnov frequency of \(\approx 6kHz\). Since the toroidal mode number is \(n = 1\) and assuming \(\omega = \frac{n\omega_\psi}{r} + \frac{n\omega_\psi}{R}\) the simplest explanation is that the modes are rotating toroidally with \(v_\phi = R\omega_\psi\). The rotation direction is opposite to that of \(I_p\), while the apparent poloidal rotational frequency of the \(m = 2\) mode corresponds in magnitude and direction to the local electron diamagnetic drift frequency. Hard X-ray, Langmuir probe and \(H_\alpha\) signals also show the same frequency. Following the onset of sawtooth oscillations, soft X-ray \(m = 1\) fluctuations centred on the sawtooth inversion radius also show the same frequency as the Fourier coils.

There are four external coils on Tokoloshe, an \(\ell = 0\) (purely poloidal) winding and \(\ell = 1, 2\) and 3 stellarator type windings. Due to the low aspect ratio, currents in each of the four coils are able to lock the mode structure [3] but with strongly decreasing efficiency as the \(\ell\)-number decreases. During locking with any coil all the above mentioned signals slow down in phase (Fig. 1). Thus the plasma appears to rotate essentially as a solid body.

4. Results: Plots of \(\ln(1 - f/f_0)\) versus time for seven different shots are shown in Fig. 2. These shots cover a range from incomplete locking to a locked phase of \(\approx 7ms\). The linear regions of the plots indicate an increasing momentum confinement time from 0.4 to 0.8ms. The electron energy confinement time \(\tau_{\phi_e} = 1.6 \pm 0.3ms\) at \(t = 5ms\) so that \(\tau_\phi \approx \tau_{\phi_e}\) as found on NBI heated machines. The decrease of MHD activity at the end of the period studied is due to a narrowing of \(f(r)\) which leads to the onset of sawtoothing. The time at which this occurs is progressively delayed as the locked phase becomes longer [Fig. 2] so that the locking itself clearly changes the plasma properties. No significant difference in \(\tau_\phi\) is obtained from locking with the \(\ell = 2\) or \(\ell = 3\) coils though the locking currents are considerably smaller for the \(\ell = 3\) (Fig. 1).

The relatively undistorted (sine like) \(\hat{B}_\phi\) traces after rotation in Fig. 2 (cf Fig. 1) also indicate that stray fields are unimportant during the linear \(\ln(1 - f/f_0)\) versus time phase of the rotation. The accuracy of the present measurement is limited to \(\approx \pm 20\%\) by the fact that there are only a few Mirnov cycles (\(\approx 3\) to 5) in the available range of \(\Omega(0.3\Omega \leq \Omega \leq 0.9\Omega_0)\) i.e. \(\tau_\phi/T(Mirnov) \approx 3\) to 5.

5. Conclusions: Measurements of global momentum confinement times of ohmic tokamak plasmas have been made from the acceleration of tearing modes following their controlled slowing down. This method could be useful in probing the regime from ohmic
to weakly (unbalanced) NBI heated plasmas in larger machines. Since \( r_\phi / T \) (Mirnov) increases rapidly with machine size the measurements could be much more accurate than in the present work while a smaller perturbation of the base frequency \( \Omega_e \) could also be used. Clearly a fully toroidal helical coil could not readily be installed on an existing machine. However, a modular coil covering \( \leq 1/25 \) of the surface of the vacuum chamber should be sufficient to cause an appreciable decrease in \( u_\phi \) on a machine the size of e.g. ASDEX without excessive coil currents (\( \leq 10kA \)).

![Graphs showing SX, HX, Mirnov, LP, and H\(_\alpha\) signals](image)

Fig. 1. Soft X-ray (SX), Hard X-ray (HX), Mirnov (\( m = 2 \) and \( m = 3 \)), Langmuir probe (LP) and \( H_\alpha \) signals showing slowing down and locking of the rotation frequency due to the \( \ell = 1, 2 \) and 3 coils. (The SX signals are at the sawtooth inversion radius above (T) and below (B) the centre. The LP is biased at \(-20V\) and is positioned at \( r = 0.23m \)).
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Fig. 2 Measured values of $\ln(1 - f/f_0)$ versus time for seven shots showing incomplete locking as well as locked phases of up to 7ms duration (i.e. $> 5\tau_{Ee}$). Representative $B_\theta (m = 2)$ traces, with the same time scale, are shown above for three of the shots.
THE CHARACTERISTICS OF LOW-q DISCHARGES ON HT-6B TOKAMAK

Li Guoxiang, Li Linzhong, Xie Jikang, Guo Dequan, Qin Pinjian, Deng Chuanbao, Huang Rong, HT-6B Group
(Institute of Plasma Physics, Academia Sinica, Hefei, P.R.C.)

1. Introduction

HT-6B is a small air core tokamak with circular cross section and without conducting shell and divertor. Its aspect ratio is R/a = 45 cm/12.5 cm. The operation regime according to the original design was q(a) ≥ 3.0 (q(a) is the surface safety factor of plasma), and no low-q programm was included[1]. During the initial stage, HT-6B was operated of the following parameters: q(a) = 3.0—6.0, n_e = (0.5—2.3) x 10^{13} cm^{-3} (in this paper n_e is line averaged electron density) and plasma current I_p = 13—35 KA. One year ago, we made the study of the fine structure of discharge region on HT-6B, and five discharge regions of different characteristics have been found[2]. They are sawtooth region, MHD-oscillation region, transition region, energetic region and runaway region. During that research, the operation regime has been expanded to q(a) ≤ 3.0.

Recently, by decreasing the impurity level, carefully controlling the plasma current and density rise rates and enhancing equilibrium adjusting ability, HT-6B has been successfully operated in the 1.75 ≤ q(a) ≤ 3.0 low-q regime, with special emphasis on the understanding of the confinement property and the low-q disruption. Experiments show that the low-q discharges not only have the same fine structure of discharge region, but also have special characteristics.

2. Characteristics of Low-q Plasma

The typical plasma parameters of HT-6B operated in low-q are as follows: I_p = 30—50 KA, B_t = 0.4—0.6 T, n_e = (0.4—2.6) x 10^{13} cm^{-3}, < \beta > = (0.6—1.3) % and q(a) = 1.75—3.0, and the uncertainty of q(a) is lower than 10%.

2.1. Confinement Property When operated in lower q(a), the circular-cross-section tokamak without a conducting shell usually has poorer confinement property. On HT-6B, however, stable plasma of well confinement property can be obtained even though q(a) is lowered to 1.75. The comparision between the measured energy confinement time \tau_e and the experimental scaling[3]

\tau_e (ms) = 0.61 x 10^{-3} T_e^{1.08} (ev) n_e (10^{13} cm^{-3}) q(a)^{1.17} (#)

obtained from 1.75 ≤ q(a) ≤ 3.0 is given in Fig.1. From scaling (#), one can see that except that \tau_e decreases as q(a)
is lowered, the energy confinement does not become bad. The $\tau_e$ value derived from (%) is similar to that derived from Alcator, Mirnov and DIVA[4] scalings.

2.2. Sawtooth Behavior During low-q discharges, sawtooth activity becomes strong. Sawtooth inversion radius $r_s$ increases as $q(a)$ decreases (Fig.2). The whole plasma is modulated by sawtooth which can be seen even on plasma loop voltage (VL), Hx emission, diamagnetic signal, hard X-ray (HX) emitted from the limiter and Mirnov signals. The sawtooth magnitude on soft X-ray (SX) signals may reach to (20–30)% in low-q shots, while only (5–15)% in high q(a) shots. The remarkable sequence of strong sawtooth oscillations is that the plasma parameter profiles become broad which is responsible for the growth of some instabilities.

2.3. Broad Profiles "Fat" plasma parameter profiles is the principal characteristic of low-q HT-6B discharges. In a large central region, the electron temperature and density profiles $T_e(r), n_e(r)$ and SX emission intensity profile $I_{SX}(r)$ are flat. Fig.3 shows the current density profiles estimated from assuming $q(r_s)=1$ and $j(r)=j(0)[1-(r/a)^2]^n$. When $q(a)=1.79$, we have $n=0.99$, and such current profile is unstable to the ideal kink mode[5].

2.4. Low-q Disruption Three kinds of low-q disruptions, we call them major disruption, soft disruption and sawtooth-like disruption, have been observed[6]. When $q(a)\leq 2.0$, the disruption probability obviously increases.

3. Low-q Disruption of $q(a)\leq 2.0$ Shots

We specially pay attention to the $q(a) \leq 2.0$ low-q disruption since in plasma there is no $q=2$ rational surface which is the pre-condition of the growth of $m=2/n=1$ tearing mode related to most of $q(a)>2$ disruption. Typical low-q major disruption shot of $q(a)=1.8$ is shown in Fig.4. The disruption process is similar to that of the $q(a)>2$ disruption, but the instability related is different.

The growth of $m=2/n=1$ mode is observed on SX signals and magnetic fluctuation (MF) signals 1–2 ms before the disruption (Fig.4b). The $I_{SX}(r,t)$ profile (Fig.4c) shows that before disruption the central part is flat and a small broad peak appears on the profile near by sawtooth inversion radius $r_s$ (~ 5 cm). Such profile is the result of the strong sawtooth activity. The VUV OVI line measurements show that the total oxygen impurity does not increased, but the impurity distribution may change.

It seems that the strong sawtooth activity itself and the special plasma profile caused by it, as mentioned above, play considerable roles in low-q disruption. Fig.5 shows a $q(a)=1.91$ shot disrupted after some sawtooth collapses which is followed by fast growth of $m=2/n=1$ mode. Sawtooth is so strong that can be seen on the HX signal, and several positive spikes on VL also seems to be the sequence of the energetic electron loss caused by the sawtooth crashes. Usually, low-q disruption takes place just after the last sawtooth collapse and, sometimes (Fig.5), the $m=2/n=1$ mode successively increases
and does not oscillate again, until disruption occurs.

The growth time $\tau_g$ of the $m=2/n=1$ mode increases as the plasma density $n_e$ increases. When $n_e$ increases from $0.4 \times 10^{13} \text{cm}^{-3}$ to $1.6 \times 10^{13} \text{cm}^{-3}$, $\tau_g$ is enhanced from 50 $\mu$s to 400 $\mu$s. This behavior is very similar to that of the $m=2/n=1$ kink mode growth time ($\tau_k \sim \rho^{1/2}$, $\rho$ is the plasma mass density) and is different to that of the tearing mode growth time ($\tau_t \sim n_e^{-7/5} \eta^{-9/5}$, $\eta$ is plasma resistivity). Considering the above results and $q(a)<2.0$, we believe that the $m=2/n=1$ mode have ideal kink mode characteristic.

4. Summary

On HT-6B, low-$q$ plasma ($q(a) \leq 2.0$) of well confinement property has been obtained. The $q(a)<2.0$ low-$q$ disruption is the sequence of the strong sawtooth activity and the growth of the edge $m=2/n=1$ mode which seems to be an ideal kink mode. If we can effectively control the sawtooth oscillation and the plasma profile, it is possible to run tokamak with well confined plasma in lower $q(a)$ and higher $\beta$.
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Fig. 1 Measured $\tau_e$ and the scaling (#).

Fig. 2 Sawtooth inversion radius as a function of $q(a)$. 
Fig. 3 Current profiles. $q(a) = 1.8$ for $a, b, c, d$.

Fig. 4a Low-q disruption. (H.D. is horizontal displacement.)

Fig. 4b $m = 2/n = 1$ mode grows before low-q disruption.

Fig. 4c Soft X-ray intensity profile $I_{ex}(r, t)$.

Fig. 5 Low-q disruption and sawtooth activity.
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Abstract

An S-α diagram is used to characterize and catalog plasma current and pressure profiles modified by tools available to PBX-M. A class of MHD-quiescent plasmas, obtained by skin effect and pellet injection, has broad current and peaked pressure profiles, while a class of MHD-active plasmas, which often leads to a β collapse, has peaked current and broad pressure profiles. The two classes of plasmas trace distinct patterns in the S-α map. The β collapse and ELM events are discussed using the S-α formalism.

The PBX-M tokamak(1) has an array of tools to modify and measure the pressure and current profiles including strong external shaping (bean shape), skin effect (rapid Ip ramp), pellet injection and others. What are stability characteristics of profiles modified by each of these tools? Is it possible to avoid the β collapse? These are important current topics in the PBX-M project.

Three different operating regimes, produced by different profile modification tools, will be discussed. (1) The first regime, termed 'high βp', is produced by shaping alone, i.e., a moderate indentation (i ~ 0.15), ellipticity (κ ~ 1.9) and triangularity (δ ~ 0.5). This H-mode, steady Ip (~ 320kA) regime is characterized by a high poloidal β value (βp ~ 2), but also by active MHD (fishbones, sawteeth, continuous global modes and ELM's) and often a β collapse. (2) The second regime, termed 'high <βi>', is produced principally by the skin effect resulting from a rapid Ip ramp (Ip ~ 2.5MA/s) and by strong shaping, i.e., a large indentation (i ~ 0.28), ellipticity (κ ~ 2.2) and triangularity (δ ~ 0.60). This L-mode, high Ip (~ 570kA) regime is characterized by a high volume-averaged toroidal β value (βi ≤ 6.8%), Troyon-Sykes parameter (∂TS ≡ Ip/(amidB∮0) ~ 2MA/(mT)) and g-factor (g ≡ <βi>/βTS ~ 3A(‰T/MA)), and by a long MHD-quiescent period (~ 100ms) followed by a brief period (~ 30ms) of sawtooth precursor-like MHD activities prior to an unavoidable disruption. (3) The third regime is produced by modifying what would have been a typical high βp regime discharge by injecting a medium-sized pellet (D/L ~ 2/3mm). This L-mode, high density (n_e(0) ≤ 1.5 · 10^{20}/m^3) regime is characterized by a sustained (~ 100ms) peaked density profile, long MHD-quiescent period (~ 80ms) followed by a brief period (~ 20ms) of MHD activities before a (possibly avoidable)
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disruption, and by an energy confinement time ($\tau_E \sim 45\text{ms}$) comparable to that of H-mode discharges.

In this paper the pressure and current profiles are obtained from equilibrium analysis using the measured poloidal flux values, plasma and coil currents, and electron pressure profile as boundary conditions. The total computed pressure is assumed to be proportional to the measured electron pressure. Profile characteristics such as ‘peaked’ or ‘broad’, whether expressed qualitatively or in terms of the profile factor (peak-to-average ratio), refer to an integral moment of the profile function. It is, however, the dimensionless pressure and current gradients in relation to each other, which are relevant to stability considerations: speaking of a ‘peaked’ pressure profile, e.g., is meaningful only in the context of having a particular current profile. A diagram of the shear and pressure gradient parameters, which is commonly used to delineate ballooning mode stability boundaries, is instead used here to characterize and catalog pressure and current profiles of experimentally obtained equilibria. The shear parameter in this paper is $S \equiv (2\psi/q)(dq/d\psi)(d\psi/dv)$, where $\psi(v)$ is the volume within a flux surface given by the poloidal flux function, $\psi$, and the pressure gradient parameter is $\alpha \equiv (-2\mu_0)(dp/d\psi)(dv/d\psi)\sqrt{(v/(2\pi^2R))}$, where $R$ is the major radius of the geometrical center of the flux surface. The diagram, here referred to as the $S-\alpha$ map, can be used to describe relationship between the shear and pressure gradient and to make a qualitative assessment of their stability characteristics. The map is used for ‘pattern recognition’ to catalog features of discharges in different regimes. Knowledge of the manner in which each profile modification tool alters the pattern is useful in finding paths to high $\beta$ states without encountering a $\beta$ collapse.

In Fig. 1 two equilibria are shown in the $S-\alpha$ map formalism. Each curve is a
parametric representation of $S(\psi)$ and $\alpha(\psi)$ for an equilibrium as the parameter, $\psi$, is varied from its value on the magnetic axis ($x$ at the origin of the diagram) to the value at the plasma edge (either $a$ or $b$ on the vertical axis). Inbedded numerals mark locations of integer $q$ values. The last segment of each trajectory, representing changes between the last two flux surfaces, is omitted for the clarity of presentation. The curves A and B are typical for high $\beta_p$ and high ($\beta_i$) regimes, respectively. For localized modes such as ballooning mode, the stability is determined by the locations of these trajectories in relation to stability boundaries. For global modes such as kink mode, the stability depends on the trajectory pattern, in whole or in part, as well as on the wall locations. We will make qualitative observations on these instabilities from the knowledge of their generic characteristics instead of describing details of stability calculations. The generic shape of ballooning unstable zone of a flux surface is a ‘tongue shaped’ region in the diagram extending from the upper right-hand corner toward the origin. The generic shape (but not the size or location) of such a region is indicated by the curve C in Fig. 1. The tongue ‘recedes’ toward the upper right-hand corner for a series of flux surfaces increasingly farther away from the magnetic axis. Thus, the ‘first up, then to the right and finally a downward loop’ pattern of the trajectory A is not favorable in avoiding ballooning unstable zones, and also implies expending a limited ‘supply’ of shear at places where there is no significant pressure gradient. A downward loop of the curve A beyond the $q = 3$ surface means increasing pressure gradient as the shear diminishes and is likely to give unfavorable contributions to the kink stability. In fact, MHD-active, high $\beta_p$ plasmas in PBX-M are expected from a stability analysis to be external-kink unstable and to have some ballooning unstable interior surfaces. In contrast, the curve B in Fig. 1 is a ‘first to the right, and then up’ trajectory, and the pressure builds up significantly within the $q = 1$ surface without expending much shear. The trajectory pattern would be helpful in going under the ‘tongue’, although the trajectory’s end near the plasma edge could still run into ballooning unstable zones. Rapidly increasing shear near the edge, as the pressure gradient rises, should also be favorable for the kink stability. Calculations show that MHD-quiescent, high ($\beta_i$) discharges are indeed expected to be stable against ballooning mode, and either stable or marginally stable for $n = 1-3$ kink modes depending upon how the stabilizer plates are modeled.

In Fig. 2 a time sequence of equilibria (from three similar discharges) in the $\beta$ collapse process$^2$ is shown: curve A in the $\beta$ rise phase, B in the saturation and C at the beginning of the collapse phase. In this sequence $q_{edge}$ varies from 6.4 to 4.7 to 4.3 indicating diminishing total available shear as $\beta$ rises. The curve C shows a characteristic downward loop and a large pressure build-up, without an accompanying increase in the shear, in regions outside the $q = 2$ surface. Following this state $\beta$ begins to collapse in a series of large ELM events and other global ($n = 1-3$) MHD activities. In Fig. 3 a pair of equilibria (from two consecutive similar discharges) are shown at a moment, just before and after, an ELM event that caused a large ($\sim 10\%$) stored energy loss. A major effect of the ELM on the equilibrium appears in regions outside the $q = 3$ surface: it unravels the downward loop of the trajectory A and flips it upward into a region of higher shear and

$^2$discovered in PBX tokamak and reported at EPS (orally) and IAEA (written) meetings(2).
reduced pressure gradient. The resultant trajectory B resembles closely the saturation phase trajectory (curve B in Fig. 2). The stored energy often recovers partially until another ELM occurs. The downward loops appear to be unsustainable and destroyed by ELM’s to yield a more stable configuration. Trajectory changes depicted here may suggest that ELM’s have features more compatible to kink mode than ballooning mode. A measure of the total available shear, \(q_{edge}\), is unaffected in the ELM event discussed here and therefore the increase in the shear in outer regions would require a compensating decrease elsewhere in core regions.

Qualitative features of the trajectory shown in Fig. 4 representing a pellet fuelled discharge are similar to those of high \(\beta_i\) discharges, i.e., a ‘first to the right, and then up’ pattern, and a large build-up of the pressure within the \(q = 1\) surface. The maximum \(\alpha\) value encountered is, however, much smaller as a result of nearly linear \(p(\psi)\) function which does not produce a large gradient anywhere. Yet, MHD-quiescent pellet discharges have nearly the same central pressure and stored energy as high \(\beta_p\) discharges, and may represent a way to circumvent the \(\beta\) collapse.

We have shown, using the \(S-\alpha\) formalism, that a combination of peaked pressure and broad current profiles of transient skin effect discharges has MHD characteristics superior to a combination of broad pressure and peaked current profiles of steady high \(\beta_p\) discharges. The strengths of both regimes may be combined possibly by pellet injection and other profile modification tools, especially lower hybrid current drive.
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The combination of high power deuterium neutral beam injection and operation with high current double-null divertor discharges has enabled increasingly high values of both toroidal and normalized beta ($\beta_T$ and $\beta_N$ respectively) to be obtained in the DIII-D tokamak$^1$. The highest achieved values are $\beta_T = 9.3\%$ and $\beta_N = 5\%-m$-T/MA, obtained in different discharges. Here, $\beta_T = (\int PdV/V)/(B^2/2\mu_0)$ is the volume average beta and $\beta_N = \beta_T/(I/aB)$ where $a$ is the minor radius of the discharge, $B$ is the vacuum toroidal magnetic field at the geometric center of the discharge, $P$ is the plasma pressure, $V$ is the discharge volume, and $I$ is the plasma current. It is expected that when the beta reaches a threshold value an ideal instability will occur, either the low toroidal mode number ($n$) ideal kink mode or the high-$n$, ideal ballooning mode. If all other obstacles to achieving high values of beta are overcome, it is generally postulated that the insurmountable limit to beta will be the stability threshold of one of these modes. According to Troyon-Sykes scaling,$^2$,$^3$ this limit to $\beta_N$ is a constant ($C_\beta$) with a value which depends on the limiting ideal instability, plasma profiles, and wall stabilization. Previous tokamak experiments$^4$–$^7$ have found operational limits representing $C_\beta$ values from 2.8 to 3.5, associated with several types of instabilities. Experimental data is presented in this paper that demonstrates that over a wide range of plasma current, in DIII-D the value of $C_\beta$ is larger than 3.5. For values of $I/aB$ near 1.1, $C_\beta$ is demonstrated to be at least 5. Theoretical calculations using measured plasma parameters show that the ideal beta limit is set by the ballooning mode at a value of $\beta_N$ between 4 and 5, depending on the discharge shape and current.

In practice, the achievable value of beta in any given discharge is not necessarily determined by an ideal beta limit. There are a number of low and high beta phenomena that can limit the confinement time and thus limit the value of $\beta_N$ that can be obtained with the available heating power. Examples are given here. Discharges in which the value of beta is determined by one of these phenomena should not be interpreted as having reached an ideal beta limit.

The present operating regime for DIII-D is summarized in Fig. 1. Values of $\beta_T$ near 9.3\% have been obtained at the highest values of normalized current, $2.7 \leq I/aB \leq 3.25$. These discharges use the double-null divertor discharge shape heated by up to 20 MW of deuterium neutral beams. The highest value of $\beta_T$ obtained using the single-null shape is 7.4\% (the two shapes are compared in the inset of Fig. 1). Other notable parameter values are (in separate discharges) ion temperature up to 17 keV at $\beta_N = 2.8$ and $\beta_T > 5\%$ at the maximum available toroidal field of 2.1 T.

The data points at the highest values of $\beta_T$ at each value of $I/aB$ (shown as open circles in Fig. 1) show that the experimentally demonstrated value of the beta limit in DIII-D is at least 3.5 $I/aB$ over the range of current $0.5 \leq I/aB \leq 2.7$. Above this current the data sets a minimum value of the beta limit in the range 2.9 to 3.5 $I/aB$. The data can only reliably be used to determine a minimum value of the ideal beta limit because the value of $\beta_T$ in most discharges was limited by confinement, the total heating power, or instabilities other than
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the ideal kink or ballooning modes. The data with $I/aB \approx 1.1$ demonstrate that the ideal stability limit can be at least as high as $\beta_N = 5$.

In Fig. 2 is shown the time evolution of one of the discharges that reached $\beta_T = 9.3\%$, a high toroidal beta, high normalized current discharge. Figure 3 shows a lower current, high normalized beta discharge with a peak value of $\beta_N = 4.5$. As shown by the divertor $D_a$ signals, both are B-mode discharges with an initial quiescent period followed by a period of continuous edge-localized-modes (ELM). During the $D_a$ quiescent period, the value of $\beta_T$ increases continuously, reaching a peak value just before the occurrence of the first ELM. In these two cases, the highest values of beta are maintained for 40 to 150 ms, a time period that is short relative to the total length of the discharge but that is long compared to the time scales relevant to the study of ideal stability at high beta. The ideal mode growth time would be expected to be on the order of 10 to 100 poloidal Alfvén times (20 to 200 $\mu$s). A non-rotating mode stable in the presence of the conducting vacuum vessel wall but unstable without a wall would be expected to grow on the time scale of the resistive wall skin time, a few milliseconds.

These two discharges have been compared to the stability theory for ideal infinite- $n$ ballooning and low- $n$ kink modes. To do this the measured temperature and density profiles are used with magnetic data to obtain a self-consistent equilibrium that is used as input for stability codes. The ballooning stability calculation finds, at each flux surface, the maximum value of the radial pressure gradient that is ballooning mode stable. In considering stability to ideal kink modes, the analysis has concentrated on external modes, those with a perturbation which is strongly peaked near the edge of the plasma. This is done because $m/n = 1/1$ modes which are typical of an internal kink are not observed to provide an ideal limit to beta in DIII-D and because the present experimental observations of high beta kink-like modes in DIII-D have an external character. The role of the central safety factor $q_0$ (here taken as 1.05 for stability calculations) and of the fast ion population (here simply added to the thermal ion pressure) are uncertainties which will be the subject of future experiments and calculations.

Figure 4 shows that while the $\beta_T > 9\%$ discharge of Fig. 2 is stable to ballooning modes, the high $\beta_N$ discharge of Fig. 3 is at the theoretical ballooning mode beta limit. In the case of the higher current discharge [Fig. 4(a)], the regions near the axis and the edge of the discharge are close to the stability limit while in the region in the center of the figure, representing approximately 50% of the plasma volume, the experimental pressure gradient is below the marginally stable gradient. In this case the marginally stable value of $\beta_T$ is 12%, well above the experimental value of 9.3%. In the case of the high $\beta_N$ discharge [Fig. 4(b)], the experimental pressure gradient is very close to the marginal ballooning mode gradient at all radii. The marginally stable value of $\beta_T$ is 6.3% compared to the measured value of 5.9%. Within measurement uncertainty, this discharge is marginally stable to ideal ballooning modes.

Both discharges are calculated to be stable to external kink modes if the effect of a conducting wall at 1.5 $a$ is included to model the DIII-D vacuum vessel. The high $\beta_N$ discharge (Fig. 3) is only marginally stable if the conducting wall is not included. A test to determine whether a discharge is close to the kink mode stability limit can be made by checking the stability of equilibria with the same discharge shape and plasma current and similar pressure profile but with higher total pressure. In this manner it was found that neither of the discharges in Figs. 2 and 3 is close to the kink mode stability boundary. In both cases, equilibria with $\beta_N$ near 5.5 were found to be stable. This is consistent with the results of a numerical study of the kink mode stability boundary as a function of the shapes of the pressure and current profiles. In this study, for a typical DIII-D single-null divertor discharge shape with a conducting wall at 1.5 $a$, it was shown that with a sufficiently broad pressure profile and sufficiently peaked current profile, the kink mode beta limit could be as high as $\beta_N = 5.8$.

The data points shown as squares in Fig. 1 summarize the calculated stability limits for discharge shapes and profiles measured in several high $\beta_N$ discharges. In all of these cases, the
calculated kink mode limit is equal to or larger than the ballooning mode beta limit. These calculated stability limits for typical experimental conditions define a curve at $\beta_N \approx 4.5$ to 5 at the lower current and at $\beta_N \approx 4$ at the highest current. Since all DIII-D discharges are located at or below this stability boundary, the experimental data is consistent with these theoretical predictions.

DIII-D discharges are, for the most part, sufficiently below the predicted ideal beta limit that observation of ideal instabilities in high beta discharges would not be expected. There are only two cases of evidence for ideal modes. First, in discharges which are calculated to be near the ballooning stability limit, there have been observations of fluctuations with relatively high frequency ($f \approx 200$ kHz) and toroidal mode number ($n = 5$ to 8) which may indicate the presence of ballooning modes. Second, a small number of discharges with $\beta_N \approx 3$ disrupted at the time of a sawtooth crash after the rapid growth ($\approx 30$ $\mu$sec) of a non-rotating, $n = 1$ mode which appears to be an ideal, external kink. The ideal nature of the mode is indicated by the short growth time. The external nature is indicated by collapse of soft X-ray emission which occurs first at the plasma edge and by continued rotation of the plasma center after the non-rotating mode has grown to large amplitude. It is believed that these discharges are destabilized by transient pressure or current profiles that are created after a sawtooth crash on a time scale more rapid than heat diffusion times.

Phenomena that can make it more difficult to reach high values of $\beta_N$ but that do not provide a fundamental upper limit to the value of $\beta_T$ are distinguished by the ability to increase the value of beta even in their presence. In Fig. 1, the achieved values of $\beta_N$ for $I/aB > 2.7$ are below the value 3.5 which is typical of lower current operation. This partially reflects the failure of confinement to increase with plasma current that is observed when $\beta_T < 3$. This occurs even at low beta. Sawteeth and ELMs can affect energy confinement, as in the discharge of Fig. 2. The existence of stable equilibria at beta values higher than the steady level during continuous ELMs is demonstrated in the earlier, ELM-free phase of the discharge. Heating and confinement can also be adversely affected by $n = 1$ fishbone modes, and $m/n = 3/2$ and 2/1 resistive modes, all seen in Fig. 3.

In summary, the highest value of $\beta_T$ in DIII-D so far is 9.3% and the highest value of $\beta_N$ is 5, achieved in separate discharges. The discharges with the highest values of $\beta_N$ give experimental evidence that, at least in a limited range of current, the limit to $\beta_N$ must be at least as large as 5. These discharges are calculated to be near the theoretical stability limit which is predicted to be set by the ideal ballooning mode at a value of $\beta_N$ between 4 and 5. The experimental data agree with the calculated stability limit in that all data are at or below the limit and most discharges show little evidence of ideal ballooning or kink mode activity.
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Fig. 1. The database of DIII-D discharges graphed as volume average toroidal beta vs the normalized current. The squares are the calculated, theoretical beta limit for several discharges.

Fig. 2. Time evolution of a high current, high $\beta_T$ discharge. $B = 0.8 \text{T}, I/aB = 2.9$, $q_{95} = 2.5$.

Fig. 3. Time evolution of a discharge with high normalized beta. $B = 0.8 \text{T}$, $I = 0.7 \text{MA}, I/aB = 1.4$, $q_{95} = 4.5$.

Fig. 4. Radial pressure gradients from the experimental equilibrium fit (solid line) and the calculated ballooning mode stability limit (dashed line). (a) A discharge with peak $\beta_T = 9.3\%$ and (b) a discharge with peak $\beta_N = 4.3$. 
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Introduction

A common repetitive feature of H-mode plasmas is the so-called Edge Localized Mode (ELM), which is identified by a rapid increase in the \(D_\alpha\) emission, denoting an increase in edge recycling, and is associated with a loss of plasma energy and density. In this sense, the term ELM is a misnomer, as the energy loss can extend into the core of the plasma, and, in some cases, can be coupled to internal activity [1]. The mechanism causing ELMs is still not well understood. It was initially suggested that ELMs in DIII-D could be due to microtearing modes [2], but later stability analysis of detailed profiles near the plasma edge indicated that "giant" ELMs may be triggered by the ideal ballooning instability [3]. In this work, we will show the existence of a high frequency magnetic precursor to ELMs, and we will present the results of stability analyses that indicate the pressure-driven ideal kink to be a likely candidate for driving these oscillations and, therefore, perhaps the ELM itself.

Data

The objective of the PBX-M tokamak is to explore regimes of enhanced plasma stability and confinement. Stability control is effected through the use of a set of close-fitting passive stabilizer plates and through active profile control [4]. Data for this work come from low Troyon parameter \((I/aB\sim0.9\ \text{MA/m-T})\) \(D^+\) plasmas with \(I_p=330\ \text{kA}, B_T=1.3\ \text{T}, n_e=6\times10^{13}\ \text{cm}^{-3}\), elongation of 1.9, indentation=15\%, and 5 MW of \(D^0\) injected power. The magnetic data to be shown come from a poloidal array of 20 Mirnov coils whose distance from the plasma surface is as small as several cm. The data were obtained at a sampling rate of 0.5 MHz.

Figure 1 is an example of a 3 msec period containing a giant ELM in a discharge near the \(\beta\)-limit with \(\beta_{pol}=2.0\) and \(\langle \beta_T \rangle/(I/aB)=4\). Shown in the figure from the top are two chord integrated traces from the horizontally viewing soft X-ray system (one chord viewing near the...
top and the other viewing at r=a/2), raw signals from Mirnov coils situated on the outer midplane, top of the plasma, and on the inside major radius, and the Dα emission on the midplane. In this particular example, the ELM at 497.6 msec occurred during a period of continuous activity consisting of a 13 kHz m=3/n=1 and a 23 kHz m=3/n=2 component. Prior to the rapid rise in Dα that characterizes an ELM is a change in appearance of the Mirnov coil traces. The occurrence, at 497.25 msec, is the high frequency mode that will be shown in more detail. As is seen in the figure, the high frequency burst occurs prior to the drop in any of the SXR signals, also characteristic of ELMs, and thus it is taken to be an ELM precursor.

A 1 msec expanded view of the period that includes the ELM is shown in Fig. 2. The top trace in the figure is the raw Mirnov signal, the middle trace is the Dα signal, and the bottom trace is the Mirnov signal filtered from 200 to 240 kHz. The filtered trace clearly shows the high frequency mode amplitude growing on a time scale of 10 μsec. The burst persists for 350 μsec, and it disappears just prior to the rapid increase in the Dα signal. Spectral analysis of the poloidal and toroidal Mirnov coil arrays indicate the high frequency burst to be incoherent; thus, no poloidal or toroidal mode information could be extracted. One practical difficulty in this identification is the large uncertainty in phase due to the mode frequency being close to the Nyquist frequency (250 kHz) of the time trace. The high frequency precursor is not observed in any of the SXR signals, nor is it associated with any drop in neutron flux (usually associated with instabilities in the plasma core), indicating that the mode is most likely localized, or at the very least more prominent.

Fig. 1 Overview of ELM event

Fig. 2 Expanded time scale of ELM event
at the plasma edge.

To test whether the high frequency precursor is ballooning in character, we have examined the poloidal variation of the mode amplitude. Fig. 3 shows the mode amplitudes as a function of distance of closest approach to the plasma. Encircled in the figure are data from groups of coils on the inner and outer major radius sides. What is clear from the figure is that at comparable distances from the plasma, the inner major radius points exhibit higher amplitudes than those on the outer major radius side. Thus, we conclude that these high frequency ELM precursors are not outward ballooning in character.

**Stability Analysis**

In an attempt to determine the source for the high frequency precursor mode, and therefore perhaps the ELM itself, the stability of the edge plasma was studied using kinetic profile data obtained 1 msec prior to an ELM. The data used in the analysis consisted of $T_e$, $n_e$, $T_i$, $Z_{eff}$, and $P_{rad}$ profiles in addition to a measurement of $q(0) (=0.8)$ by the Motional Stark Effect diagnostic. The data were analyzed using the TRANSP transport code, and the resulting pressure profiles (including beam pressure calculated from a Monte-Carlo algorithm) and current profile (from a self-consistent solution of the Grad-Shafranov equation using the pressure profile and measured $q(0)$ value) were input into the PEST [5] ideal stability code. The data were also analyzed for stability with respect to microtearing modes. The results of these analyses indicated that the edge plasma was stable to microtearing and to ideal ballooning modes (for $n \leq 25$). For $n = 25$, a marginal condition with respect to ideal ballooning could be obtained within experimental error; however, it is believed that finite Larmor radius effects would stabilize these high-$n$ ballooning modes. This last result, coupled with the results shown in Fig. 3, make ballooning an unlikely candidate for our case.

The PEST calculations indicate, though, that the $n=1$ to 3 ideal kink modes are unstable with no conducting wall present. The $n=1$ mode would be stabilized by a closed, ideal-conducting shell at $r_{wall}/a=1.45$, which is the just inward of the actual position of the plates relative to the plasma in this high-$\beta_{pol}$ case. For a wall at $r_{wall}/a=1.55$, the calculations indicate that the $n=1$ mode consists of many $m$-components, which would make even toroidal mode identification difficult, with the mode amplitude greatest near the plasma edge. The amplitude on the inner major radius side is expected to be greater than that on the outer major radius side. The growth time of the mode is predicted to be on the time scale of the poloidal Alfvén time ($\mu$s), and is consistent with the observed growth times. Furthermore, stability analysis of profiles obtained 2 msec after and ELM indicate the plasma to be more stable to the pressure-driven ideal kink in that this mode is stabilized by a wall farther from the plasma (by a factor of 2) than in the pre-ELM case. Consequently, we suggest the pressure-driven ideal
kink to be a candidate for the high frequency ELM precursor mode, and perhaps the ELM itself.

Conclusions

In summary, we have presented a new observation of a high frequency precursor to an ELM event, and have suggested, based on stability calculations that a likely candidate for this mode, and thus for the ELM, is the pressure-driven ideal kink. This is not meant to dispute the claim by DIII-D that giant ELMs are triggered by ideal ballooning. The ELM, as we characterize it, is a rapid increase in the D_α emission and a loss of plasma energy and density. It is probable that any strong instability localized or prominent near the plasma edge can trigger these effects. It is therefore reasonable to conclude that either or both ballooning and kink modes are possible candidates for driving ELMs.

The PBX-M project is supported by the U.S. Dept. of Energy Contract No. DE-AC02-76-CH0-3073.

References

RESONANT MAGNETIC PERTURBATIONS AND DISRUPTION STUDIES ON COMPASS-C
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Introduction

One of the aims of the COMPASS programme is control of instabilities and disruptions. The first phase of the experiment is conducted with a thin circular vessel with relatively low aspect ratio \((R = 0.56\text{m}, a_{\text{in}} = 0.2\text{m}, I_p \leq 200\text{kA}, B_\phi \leq 1.7\text{T}, 0.7\text{mm/s/steel vessel})\), but with the full poloidal field shaping system, allowing, for example, formation of separatrix bounded plasmas with an inboard x-point. Outside the vessel a large number of saddle coils are installed for the production of resonant magnetic perturbations (RMPs), and a flexible high power ECRH system allows good control of the plasma heating profile. In this paper the effect of RMPs (with poloidal and toroidal mode numbers \(m, n\) dominantly 2,1; 3,2; 1,1; and 2,1+3,1) on sawteeth, MHD activity and disruptions is investigated. Initial results on sawtooth control with ECRH are presented.

Resonant Magnetic Perturbations

In order to perform controlled studies of applied helical fields, it is necessary that any error fields from the poloidal field coils be nulled. On COMPASS this was achieved by means of 16 high sensitivity pickup coil packages \((B_R, B_\phi, B_z)\) which allow measurement of low-\(n\) perturbations. The poloidal field coils can be shifted, tilted and their ellipticity adjusted \(\text{in situ}\) to minimise error fields, with the result that error fields below 0.5 Gauss for \(n = 1\) (\(\leq 5 \times 10^{-4}B_\phi\)) with respect to the toroidal magnetic field axis have been achieved. There are 10 toroidal conductors on each quadrant of COMPASS-C (Figure 1), which can be connected in almost any configuration, driven by three independent transistor amplifiers, giving \(\leq 1.2\text{kA}\) in each conductor (only quasi-static perturbations are described in this paper).

Perturbations with \(m, n = 2,1; 3,2\) and 1,1 were applied separately to sawtoothing discharges \((I_p = 100\text{kA}, B_\phi = 0.6 - 1.0\text{T}, n_e \leq 5 \times 10^{19}\text{m}^{-3})\) to study the effect on sawteeth and the discharge in general. The field levels were \(\sim 10\text{Gauss}\), corresponding to island widths of a few cm (neglecting plasma response) and for \(m, n = 1,1\) both resonant and non-resonant helicities were used. There is no substantial change in the sawtooth behaviour: the period, amplitude, precursor activity and heat pulse propagation are all essentially unchanged. Experiments on other devices \([1, 2, 3]\) which have shown some effect have usually used larger perturbations.
For the 3,2 fields, however, the evolution of $n_e$ is changed: $dn_e/dt$ is reduced with the RMP for the same gas feed programme.

Studies of the density limit have been performed with 1,1; 3,2 and 2,1 perturbations. Only the 2,1 field has a significant effect on the density limit at the levels used (cf CLEO where 3,2 fields were best [4]): an increase of up to $\sim 15\%$ for $q_{ph}(a) \approx 4.3$ (Figure 2). This is manifest as a delay in the disruption and increased rate of rise of $n_e$ for the same gas feed rate. There is no obvious change in the $H_\alpha$ or CII radiation from the plasma periphery (3 locations) as the RMP is applied. The $m = 2$ MHD activity is not much affected except just before the disruption (i.e. above the normal density limit), but it is to be noted that at this $q_{ph}$ disruptions are not stimulated at the maximum saddle current presently available, and $I_{m=2(stabilise)} \approx 0.5I_{m=2(disrupt)}$ usually (see below). Full mode-locking is not observed, but the distortions that characteristically precede locking are observed when the mode has evolved to large size and low frequency, just before disruption (Figure 2). The final mode growth and deceleration is enhanced with the RMP, when the free energy for the instability is probably larger since the density is higher.

Stabilisation of the 2,1 mode is observed, however, in the low density discharges studied, when there is a 2,1 mode at $\sim 15\mathrm{kHz}$ and $\sim 0.1\% B_\theta$. The amplitude decays into the noise for $I_{m=2} \gtrsim 500\mathrm{A}$ ($B_r(2,1) \sim 0.4\%B_\theta$ at $a_{lim}$) in a time that can be as small as $\sim 2\mathrm{ms}$ from the start of the RMP. The frequency falls by $\lesssim 2 - 3\mathrm{kHz}$ i.e. the mode appears to be stabilised rather than locked. This timescale is similar to that predicted with a $\Delta'$ code for poloidally symmetric flattening of $T_e(r)$ and hence $J_\phi(r)$ over a small region near $q = 2$. Velocity gradients near $q = 2$ caused by the mode-locking torque lead to an alternative stabilisation mechanism: the effect is stronger for small islands [5]. The difference from the high $n_e$ results where stabilisation is not seen may be due to these discharges being more unstable, i.e. requiring more flattening, or to reduced rotation-stabilisation for the larger modes observed.

Disruptions may be stimulated far from the normal operation boundaries if the saddle current is sufficiently high. The disruption occurs when the island almost touches the limiter, supporting the idea that full reconnection occurs just before disruption. In some cases the disruption occurs several ms after $I_{saddle}$ has reached its maximum value. Figure 3 shows a stimulated disruption when a 3,1 field is added to an existing 2,1 RMP (with $I_{m=2} \approx 0.9I_{m=2(disrupt)}$) in a $q_{ph} \approx 3$ low $n_e$ discharge. The disappearance of the sawtooth and reduction in central SXR emission suggests that the core confinement is indeed affected just before disruption. In this case, simple island width calculations are consistent with the disruption being related to interaction between the 2,1 and 3,1 islands. Note that the small ($\sim 10\%$) toroidal 2,1 sideband of the 3,1 saddle should be added in quadrature as the saddle is displaced 90° toroidally, so the notionally 3,1 RMP should not directly increase the 2,1 island width. These discharges are similar (or even the same) as those where stabilisation is observed. Applying rotation-modified reconnection theory [5] to this data implies that only partial reconnection occurs in the stabilisation process, and that full reconnection only occurs when $I_{saddle}$ exceeds a sharp threshold level.

For all types of disruptions in OH discharges examined to date on COMPASS-C, $I_p$, falls to zero in $\gtrsim 1\mathrm{ms}$, i.e. $dI_p/dt \lesssim 2 \times 10^8\mathrm{A/s}$.

**ECRH sawtooth stabilisation**

Various experiments have shown some effect of ECRH on sawteeth [6], but with different requirements on the ECR location. Initial experiments with ECRH ($P_{nj} \sim 150\mathrm{kW}$) have shown prompt removal of the sawtooth for the resonance located between $r_{q=2}$ and sawtooth inversion radius rather than at $r_{q=2}$. In these discharges on COMPASS-C there is no lengthening of
the sawtooth period before stabilisation (Figure 4) (the later reappearance of the sawtooth is believed to be due to changes in the power deposition profile as $n_e$ evolves in these discharges).

Conclusions

A wide variety of RMP experiments have been performed on COMPASS-C showing that (i) the OH density limit may be improved by up to $\sim 15\%$ using 2,1 perturbations, but that a 3,2 field has no such beneficial effect; (ii) stabilisation (not locking) of $m = 2$ modes is seen and rotation effects may be a possible mechanism without large islands being formed; (iii) the influence on the sawtooth of 1,1; 3,2; 2,1 fields is weak in experiments to date, suggesting that large magnetic islands are not be formed; (iv) stimulated disruptions may be produced either by a single (2,1) RMP, or by combining 3,1 and 2,1 RMPs, consistent with large driven islands in this case. The sawtooth can be influenced by ECRH, however, with prompt removal occurring when the heating resonance is somewhat outside the sawtooth inversion radius.
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Figure 2 Enhancement of Ohmic density limit by 2,1 helical perturbation.

$q_\phi(a) \simeq 4.3 \bar{n}_e(max) = 4.4 \times 10^{19}, 5.2 \times 10^{19}$ with RMP off and on respectively. The disruption precursors are expanded.
Figure 3 Disruption stimulated by applied $m, n = 2, 1 + 3, 1$ perturbations.

Figure 4 The influence of ECRH (lines #2,#3) on sawtooth activity as the resonance position is scanned. $I_p = 100\,\text{kA}$.
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1. INTRODUCTION.

Sawtooth stabilisation for more than two seconds (corresponding to the maximum heating pulse length) can be achieved in TEXTOR in deuterium discharges by means of neutral beam co-injection. The parameter domain where sawtooth-free operation prevails is larger with D0 than with H0 injection. The sawtooth period is found to be much more resistant to changes by counter beams. Although ICRH can stretch the sawtooth period, it never succeeds in full stabilisation. In combination with NI, however, ICRH is capable of extending the operational stabilised domain.

In this paper we present the experimental data, show that q stays below 1 in the sawtooth-free phase and interpret the results in terms of stabilisation of the resistive internal m = 1 mode by trapped energetic ions. The creation of trapped hot-ions populations strongly peaked inside the q = 1 surface is apparently essential for stabilisation. The differences between NI-co, Ni-cou and ICRH can be understood by the differences in power deposition profiles in TEXTOR.

2. EXPERIMENTAL RESULTS.

Neutral beam [1] co-injection proves to be very efficient in stabilising sawteeth in TEXTOR. The co- and cou-beam characteristics are D0 or H0 injection in deuterium plasmas at 50-55 kV injection voltage delivering 1.6 to 1.75 MW to the torus. Because of the excellent pumping capabilities of the boronized walls, operation at low density is possible, which turns out to be essential for sawtooth-free conditions.

Figure 1 shows the evolution of the central electron temperature T_e0 for a sequence of discharges in which identical D0 beams are injected at t = 0.8 s in discharges of varying density. In some discharges an additional ICRH pulse is applied of power and pulse shape also shown in Fig. 1. From (a) to (d) the line averaged density during the beam phase drops from $n_e = 3.0$ to 2.4, 1.7 and $1.4 \times 10^{13} \text{ cm}^{-3}$ resp. A progressive stretching of the sawtooth period $\tau_{st}$ is seen ending in complete sawtooth stabilisation at densities below $n_e = 1.55 \times 10^{13} \text{ cm}^{-3}$.

Figure 2 shows the evolution of $\tau_{st}$ as a function of $n_e$ for 5 different conditions: (i) H0 co-injection at $I_p = 340$ kA, (ii) D0 co-injection at $I_p = 340$ kA, (iii) D0 cou-injection at $I_p = 340$ kA, (iv) D0 injection at $I_p = 465$ kA, (v) D0 injection supplemented by 1.4 MW of ICRH at $I_p = 340$ kA. In all cases except for counter injection, $\tau_{st}$ strongly increases with decreasing $n_e$. One notes an isotope (favouring D0 to H0) and $I_p$ dependence. Whereas ICRH alone [2] provides some prolongation of $\tau_{st}$, its efficiency in this respect is much lower than that of NI. In combination with NI, however, ICRH is capable of extending the operational stabilised domain.
3. CENTRAL $q$-VALUES IN STABILISED SAWTEETH.

It is important to establish whether the sawtooth activity ceases as the result of the disappearance of the $q=1$ surface from the plasma [3], or whether at all times the central $q$ value stays below one [4]. The former situation could arise from a flattening of the current profile brought about by the extra current driven by the beam, whereas the latter asks for a mechanism affecting the $m=1$ activity which is usually held responsible for the sawtooth relaxation [5]. As no polarimetric data are available for the present shot series, we extract the pertinent information from the experimental data on the evolution of the inversion radius and simulations thereof by means of the TRANSP code. Neo-classical conductivity is assumed to prevail.

The closed symbols in Fig. 3 show the variation of the inversion radius (defined as the radius where the $T_e$ profiles, taken 1 ms before and 1 ms after the crash and derived from 9 channels of ECE emission, cross-over) versus the plasma density for cases (i) (triangles) and (ii) (circles) of Fig. 2. It is apparent that for both cases the inversion radius increases with decreasing $n_e$. These data then show that during the approach to stabilisation (which is effectively achieved for the lowest densities in the D0 case) the inversion radius $r_{in}$ is monotonically increasing. The open symbols in Fig. 3 represent simulations by means of TRANSP of the radius at which $q$ equals unity. Except for a constant offset of 2 to 3 cm, this radius is seen to track $r_{in}$ quite well. The same offset is also found in the ohmic discharges pertaining to this density range, and has been confirmed by polarimetric measurements in ohmic discharges [6].

Since TRANSP is capable of correctly predicting the evolution of the $q=1$ surface, one can also trust the computed values of $q(0)$. For the conditions of Fig. 3, $q(0)$ slowly changes from about 0.78 at $n_{e0} = 4 \times 10^{13}$ cm$^{-3}$ to 0.72 at $n_{e0} = 1.4 \times 10^{13}$ cm$^{-3}$, in agreement with the growth of the $q = 1$ surface. Sawtooth stabilisation is thus accomplished while $q(0)$ is significantly below unity.

4. COMPARISON WITH THEORIES ON STABILISATION.

A sawtooth cycle usually consists of two stages: a first one during which the current on axis rises on a resistive time scale, and a second, much shorter, phase which begins with the explosive growth of an island leading to reconnection. This large disparity in time scales recently has led to the proposal of a semi-emperical scaling for the sawtooth period [7], purely based on the phenomenology of the first phase. For TEXTOR parameters, this scaling reads $\tau_{st}$ [ms] $= 28 T_e^{1.5} Z_{eff}^{-1}$. The experimentally observed periods of the sawteeth only roughly match the scaling-law prediction of 35 ms at the highest densities. The maximum value predicted at low density amounts to about 55 ms, due to a partial compensation of the temperature increase by a rise in $Z_{eff}$ [8]. We therefore conclude that in the experiment at low density the period is prolonged by a strong reduction in the growth rate of the instability responsible for the sawtooth crash.

Several authors [9-11] have studied the influence of high-energy particle populations on the stability of global modes. In Ref. 11, hot trapped-ions are found to produce a major modification of the MHD theory of the resistive $m=1$ tearing mode, such that sawtooth stabilisation occurs when the trapped hot-ion poloidal beta $\beta_{ph}$ at the $q = 1$ radius ($r = r_0$) exceeds a critical value.

The decisive role of $\beta_{ph}$ appears to be borne out also in our experiments as can be seen from Fig. 4 where the sawtooth period is plotted versus $\beta_{ph}$ for the data points of Fig. 2, cases (i)-(iv). The definition of the trapped hot-ion $\beta_{ph}$ used here is that for isotropic hot-ion distributions [12].
\[ \beta_{ph} = - \varepsilon_0^{1/2} \left[ \frac{8\pi B_0^2(r_0)}{B_{ph}} \right] \int_0^1 dr \, r^{3/2} \frac{d(p_{\perp H})}{dr}, \]  
where \( p_{\perp H}(r) \) is the perpendicular component of the hot-ion pressure tensor and is obtained from TRANSP for the pure beam cases; \( r = r/ r_0 \), where \( r_0 \) is the experimental inversion radius. The beam injection angle in TEXTOR is such that the actual distribution is characterised by \( \beta_{ph} \approx 4 \beta_{ph} \). We presume that Equ. (1) is a valid first approximation for this relatively weak anisotropic distribution. Each data set exhibits a monotonic increase of \( \beta_{ph} \) with \( B_{ph} \), however at a different rate which presumably depends upon the proximity of the critical beta above which complete stabilisation is achieved. In Ref. 11 e.g., the critical beta is defined as

\[ \beta_{ph,c} = | \Lambda K (0) |^{-1} \left( \frac{\varepsilon_0}{\varepsilon_0} \right) \left[ \frac{\lambda_H + |\varepsilon_{\eta}| \omega_A / \omega_{di}}{\omega_{di}} \right]^{1/2}. \]  

and depends on the value at \( r_0 \) of the shear \( \varepsilon_0 \), the aspect ratio \( \varepsilon_0 \), the Alfven frequency \( \omega_A \), the diamagnetic frequency \( \omega_{di} \), the parallel resistivity (through \( \varepsilon_{\eta} \)) and the ideal MHD stability parameter \( \lambda_H \). The reader is referred to Ref. 11 for further notations. Given the fact that the thermal plasma components are essentially identical [8] in cases (i) and (ii), one expects the pertaining data set indeed to coincide. Changing either the current or the beam direction brings about significant changes in \( \beta_{ph,c} \) and should behave quite differently.

Work on more detailed comparisons with theory is in progress. Figure 4 appears, nevertheless, at this stage already to allow the following conclusions:

1. The sawtooth period reacts to the hot particles trapped inside the \( q = 1 \) radius.
2. D injection is more efficient because of stronger beam components.
3. The counterbeams produce much smaller \( \beta_{ph} \). Although significant beam components are produced their spatial distribution is very different from the counter case. This is partly due to the different evolution of the density (more peaked than \( \varepsilon_0 \)) and temperature profiles (broader than \( \varepsilon_0 \)), partly to the differences in the particle orbits. The pertaining \( \beta_{ph,c} \) also appears to be higher.

The pure ICRH or combined ICRH-NI operation can not yet be treated by our TRANSP code. Both theory and experiments [13] have shown the RF deposition profiles to be much broader than the co-beam ones. It is further found experimentally [8] that a strong interaction of the ICRH with the beam ions occurs which significantly enhances \( p_{\perp H} \) such that in this case a strong stabilising effect should result.
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FIG. 1 Temporal evolution of $T_{90}$ for densities decreasing from (a) to (d). When present, the additional ICRH pulse is also indicated.

FIG. 2 $\tau_{st}$ vs $n_0$ for 4 conditions with co-injection and one with counter.

FIG. 3 Variation with $n_0$ of experimental inversion radius (closed symbols) and computed $q=1$ radius (open symbols) for H (triangles) and D (circles) co-inject. at $I_p = 340$ kA.

FIG. 4 $\tau_{st}$ vs $\beta_{ph}$ for the conditions of Fig. 2.
Recent experiments in TFTR have achieved high $\beta_p$ plasma equilibria that exhibit a natural inboard poloidal field null. Values of $A = \beta_p + l_\parallel / 2 \geq 6$, and $\epsilon \beta_{p,dia} = 4 \epsilon / \mu_0 R_p R_p l_p^2 \geq 1.3$ were attained, surpassing an apparent limiting value of $\epsilon \beta_{p,dia} \leq 0.7$ previously observed in TFTR supershots. Here, $R_p$ is defined as the area averaged major radius. These plasmas were achieved up to and perhaps beyond the Troyon limit. While tokamak equilibria of this type have been produced transiently in experiments on the HBT tokamak and values of $\epsilon \beta_p \sim 1$ without an inboard null have been produced in HBT, DIII-D, and Versator II, these are the first experiments to demonstrate an inboard poloidal field null at high $\epsilon \beta_p$ sustained for many energy confinement times in a large, neutral beam heated device.

The discharges were formed with $B_t = 4.9$ T, $R_p = 2.45$ m (nominal), at low plasma current ($I_p = 280-500$ kA) corresponding to cylindrical safety factors between 22 and 12. Neutral beam heating usually began with co-injection only. Subsequently, counter-injected beams were added to provide balanced injection at 18-22 MW during the high $\epsilon \beta_p$ steady state. Line-averaged target densities were in the range $1-3 \times 10^{19}$ m$^{-3}$ and typically increased to $3-4.5 \times 10^{19}$ m$^{-3}$ during the auxiliary heating phase. Two plasma current time histories were employed prior to neutral beam injection: (i) constant current and (ii) current ramp down. In the constant current case shown in Fig. 1a, the ohmic target plasma was formed with $I_p = 300$ kA and held for 2 sec prior to neutral beam injection. In the current ramp-down case shown in Fig. 1b, an ohmic plasma was formed with 850 kA and held for about 1 sec. The plasma current was then decreased ($I_p$ ramped down) rapidly (2.5 MA/sec) to a value $I_p = 400$ kA and held constant. The highest values of $\epsilon \beta_p$ were obtained in the ramped down plasmas when neutral beam injection was initiated shortly before or at the time the lower value of current was achieved. In these discharges, the peak ion and electron temperatures were as high as 11 keV and 5 keV, respectively. In the constant $I_p$ discharges, the peak ion and electron temperatures were as high as 5.5 keV and 3 keV.

When the value of $A$ exceeded approximately 4.5 during the neutral beam phase, a poloidal field null was observed at the inner wall of the vacuum chamber, causing a transition from a discharge limited on the inside wall, to a naturally diverted discharge, as expected for equilibria with very high values of $\epsilon \beta_p$. The initially circular ohmic plasma assumed a highly oblate shape with $k \sim 0.7$ at the maximum values of $A$ achieved. Separatrix formation was confirmed by the direct measurement of $B_p$ on the inside wall (shown in Fig. 1), an abrupt
drop in the $H_{\alpha}$ intensity seen from the chord viewing the inside wall on the mid-plane (shown in Fig. 1) followed shortly thereafter by a drop in the $H_{\alpha}$ intensity seen from the chord viewing just above the mid-plane, a video camera with a tangential view of visible radiation from the plasma, and an MHD model fit to the equilibrium based on external and internal magnetic measurements. Diverted discharges were maintained for up to 0.3 sec, limited by the length of the neutral beam pulse used.

Figure 1. Data illustrating the time evolution of both a constant-$I_p$ discharge (a) and a discharge with a current ramp-down (b). From top to bottom, the signals are (i) the plasma current and neutral beam power, (ii) $\Lambda = \beta_p + l/2$ and $\beta_{p,dia}$, (iii) the midplane $H_{\alpha}$ detector, (iv) the surface voltage, and (v) the inboard vertical field monitor showing reversal as the plasma becomes limited by the separatrix.

Maximum values of $\Lambda$ and stored energy were achieved in the case of current ramp-down to 400 kA prior to neutral beam injection. In these cases, the energy confinement time is estimated to be about 50 msec. This can be compared with an L-mode value of about 15 msec for these parameters. Estimates of the peak stored energy in the thermal plasma and unthermalized beam ions is estimated to be as large as 1 MJ. No disruptions or large scale MHD activity were observed for the constant current discharges that achieved a value of $\Lambda = 5.5$. Soft x-ray measurements showed a very quiescent plasma interior, although some discharges had low-level fluctuations at the edge. However, while these constant $I_p$ discharges had values of $e\beta_p > 1.3$, the normalized toroidal beta, $\beta_N = \beta_p a B_T / 10^{-8} I_p$ was less than 3. In
current ramp down cases, MHD quiescent plasmas operated with $\beta_n$ as large as 3.9, but disruptions occurred when $\beta_n$ reached values near 4.5.

For large values of $\beta_n$, large levels of neoclassical bootstrap current$^6$ are expected if $v^*$ is less than 1. For equilibria with the largest values of $\Lambda$, the plasma was collisionless with central values of $v^*_{\text{max}} < v^*_{\text{e}}$ at 4.5. Approximately 0.3 V-sec of poloidal flux was removed from the plasma during the ohmic current ramp down from 850 kA to 400 kA. During the neutral beam heated phase, the surface voltage became strongly negative (as shown in Fig. 1b) and the plasma expelled about 0.4 V-sec of poloidal flux while the total plasma current remained approximately constant at 400 kA. For the 300 kA constant current discharges that had a smaller, but still significant loop voltage reversal, initial calculations indicate that roughly 25% of the total current is due to the bootstrap effect. Further analysis is needed to quantify all possible contributions to this negative surface voltage before an accurate value for the bootstrap current contribution can be determined. Although balanced co- and counter tangential injection was used, significant beam driven current is expected due to the effects of differential losses and orbit shifts.

A least-squares “best-fit” free-boundary equilibrium representative of the high $e\beta_p$ constant current discharges was reconstructed$^7$ using (i) magnetic field data measured by external flux loops and pickup coils, (ii) the measured values of the plasma and EF coil currents, and (iii) measurements of the internal profile of the poloidal field obtained with a diagnostic using the injection of lithium pellets.$^8$ Data from 14 similar shots were used to obtain the average and variance of the measurements. The reconstruction consisted of finding the plasma current in terms of polynomial expansions of the gradients of the pressure and toroidal flux that minimize the normalized sum of the squares of the errors between the data and reconstruction. This technique enables the estimation of the $q(\psi)$ and $p(\psi)$ profiles. The model assumes that the pressure was isotropic and that the measured errors were statistically independent. The resulting “best-fit” equilibrium is shown in Fig. 2. The magnetic axis

![Figure 2. An illustration of the least-squares “best-fit” free-boundary reconstruction of the average of 14 similar constant $I_p = 300$ kA discharges. From top to bottom, (a) the midplane poloidal field as measured from the Li pellet and as reconstructed, (b) the midplane thermal plasma pressure and the reconstructed pressure profile, and (c) the reconstructed poloidal flux, $\psi$, contours.](image-url)
measured by the Li pellet diagnostic agreed with that determined by a multi-chord soft x-ray diagnostic. The reconstructed pressure exceeds the thermal plasma pressure (computed from measurements assuming a carbon impurity with $Z_{\text{eff}} = 3.5$), and this difference probably represents the contribution of the unthermalized beam particles. Other equilibrium parameters for the constant $I_p = 300\text{kA}$ discharges are $\Lambda = 5.1 \pm 0.33$, $\epsilon \beta_p = 1.3 \pm 0.12$, $l_i = 1.2 \pm 0.19$, and $q(0) = 1.6 \pm 0.55$.

Ideal MHD ballooning stability analysis of the reconstructed, two-dimensional equilibria was performed for the constant current case of Fig. 2. The resulting stability diagram is shown in Fig. 3. Within the error bars of the reconstructed $p$ and $q$ profiles, it is found that the flux surfaces lie primarily in the first stable region. Although the edge flux surfaces are computed to lie in the unstable region, the uncertainty of the equilibrium profile fit near the edge prevents an accurate assessment of their stability. It should be noted that the ideal MHD stability calculation may be pessimistic, since it does not include stabilizing effects of finite Larmor radius that could be large in these relatively low current plasmas. Further equilibrium reconstruction and stability analysis of the constant $I_p$ and current ramp down cases with larger values of $\beta_p$ is in progress.
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**SOFT-X-RAY TOMOGRAPHY OF SAWTEETH AND M=1 MODES IN ASDEX**
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1. Introduction

High resolution tomographic analysis of sawtooth crashes in discharges with neutral beam injection (NBI) and with lower hybrid wave heating (LH) is performed. We find distinctly different temporal developments of precursor oscillations, implying the conclusion that not all crashes may be explainable by the same mechanism. Furthermore, with the injection of neutral beams in counter-direction (ctr-NBI) a compound-like relaxation process is found, which we believe to be due to the presence of two \(q=1\) surfaces.

Stationary \((m,n)=(1,1)\) modes and their impact on plasma heating in discharges with Lower Hybrid Current Drive (LHCD) are also investigated.

2. Soft-X-Ray cameras and the rotation tomography method

Our investigations of central plasma modes are mainly based on measurements of soft X-rays \((0.5\text{keV} < E < 20\text{keV})\) with 58 Si-diodes arranged in two pinhole cameras.

For the reconstruction of the local emissivity from the line integrated measurements the method of Cormack [1] is used. Because simulations showed that the poloidal resolution attainable with only two cameras is not sufficient to reconstruct details of the mode structure, we make use of the mode rotation on surfaces of constant magnetic flux whenever possible. This allows higher harmonics to be included in the analysis.

3. Sawteeth in NBI-heated plasmas

In this chapter we report on five qualitatively different sawtooth relaxations. An overview of the temporal evolution of SX-intensities during the crashes is given in Fig. 1, for discharge parameters see Table 1. It can already be suspected from the differences in pre- and/or postcursor oscillations that the evolution of flux surfaces may strongly differ from scenario to scenario. Fig. 2 shows two contour plots of SX-emissivity and cross sections through hot spot and island in the immediate crash phase of sawtooth A. The outward movement of the circular hot plasma core and the decrease in radiation amplitude are clearly visible. This topology is in agreement with models of resistive reconnection [2], whereas the short crash time \(\tau_{\text{crash}} \approx 200\mu\text{sec}\) cannot be explained within this frame [3]. The same result was found for TFTR [4,5].

In plasmas with Ctr-NBI often peaking of \(n_e\) [6] and accumulation of impurities is observed, resulting in a flattened current profile and stabilization of sawteeth. Crash B in Fig. 1 is an example of the last crash before stabilization. A common feature is the large \((1,1)\)-successor present for several 10 msec. The tomographic results in Fig. 3 show that the crash phase starts very similar to crash A. But the outward movement (see \(t=1.25\text{ms}\)) during reconnection is not completed, instead shrinking of the island and a motion of the hot spot back into the core (see \(t=10.0\text{ms}\)) is observed. The attributed process of shrinking of \(r_{\text{q=1}}\) at a rate of \(\dot{r}_{\text{q=1}} \approx 0.5\text{cm/msec}\) is seen to last for about 10 msec. Then lowlevel \((1,1)\)-activity may be present for up to 130 msec, which is about 3 sawtooth repetition times. So in these cases sawtooth stabilization does not seem to be due to a vanishing of the \(q=1\)-surface, but just to changes in the current profile with \(q(0) < 1\). The same may be true for the stabilization of the
<table>
<thead>
<tr>
<th>Sawtooth</th>
<th>Heating</th>
<th>P [MW]</th>
<th>$n_e \times 10^{19} m^{-2}$</th>
<th>$q_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Co-NBI</td>
<td>2.2</td>
<td>3.6</td>
<td>3.2</td>
</tr>
<tr>
<td>B</td>
<td>Ctr-NBI (before accumulation)</td>
<td>1.2</td>
<td>4.3</td>
<td>2.5</td>
</tr>
<tr>
<td>C</td>
<td>Ctr-NBI (after accumulation)</td>
<td>1.2</td>
<td>4.3</td>
<td>2.5</td>
</tr>
<tr>
<td>D</td>
<td>Ctr-NBI</td>
<td>0.5</td>
<td>1.4</td>
<td>3.3</td>
</tr>
</tbody>
</table>

**Table 1** Plasma parameters for the sawtoothing discharges A-E

$m=1$: No fast decrease in $r_{q=1}$ is seen, instead the mode vanishes on all channels simultaneously, thus implying that either a $q=1$-surface remains present or the $q$-profile inside $q=1$ is so flat, that the time necessary to raise $q(0)$ above unity by current diffusion is in the order of a few $m=1$ rotation cycles ($\approx$ msec).

![Fig. 1 Soft X-ray signals measured with nearcentral chords during sawtoothing discharges A-E (see Tab 1). The left hand column of plots displays signals for the time intervals given on the outer left, the right hand column shows the same signals with better time resolution around the immediate crash phase. The crashes are marked by arrows and dotted lines.](image)

In the same discharge after a sawtooth-free period of about 200 msec a few $T_a$- and SX-crashes may occur again. Crashes in this phase of the discharge show an increased inversion radius, very low precursor activity and a comparatively long crash time of $\tau_{\text{crash}} \approx 1$ msec. Fig. 4 compares the SX-profiles before and after such a crash (C) against the corresponding profiles of an ordinary crash. It is clearly seen that there is only a slight drop in the range $19 cm < r < 5 cm$, whereas the central value increases by a few percent.

While the results for crash C might be interpreted as a hint to the existence of two $q=1$-surfaces at $r = 5 cm$ and $r = 19 cm$, we believe to have better experimental support for the occurrence of such $q$-profiles for discharge D in Fig. 1. It exhibits compound-like sawteeth [7], but in contrast to such seen in other devices [8], this one shows up in beam heated plasmas and exhibits precursor oscillations different from the common $(1,1)$ precursors. Mode analysis using the data of the two SX-cameras and of a further diode toroidally displaced by 90° yields that there might be two $(1,1)$-modes present. Tomography supports this structure (Fig. 5).

In Fig. 6 the distances of the centres of the two hot areas to the magnetic axis are shown.
During precursor development of Crash D, two hotspots are seen opposite each other.

Fig. 2 Development of emissivity profile during crash A

Fig. 3 Development of emissivity profile during and after crash B

Fig. 4 Profile change during crashes A and C. Note the very unusual behavior of crash C.

Fig. 5 Contours of constant emissivity during precursor development of Crash D. Two hot spots are seen opposite each other.

Fig. 6 Distance of the two regions of max. emissivity from magnetic axis for discharge D.

Fig. 7 Distance of low-emissivity region from magnetic axis for crash E. Crash occurs at t=1.390sec.

Fig. 8 Decrease in m=1 amplitude and increase in energy content.
The centre of the big inner hot spot is seen to move away from the axis, whereas the centre of the smaller outer one moves towards the axis, so that the distance between the two modes increases. The fast crash may be triggered by a certain critical value [7], but its estimation is beyond the resolution of the measurement. The values plotted in Fig. 6 may actually not be a suitable measure of the exact location of $r_{q=1}$, because for this determination the radius of vanishing mode activity might be better suited than the radius of maximum mode activity.

4. Sawteeth in LH-heated plasmas

Sawtooth E in Fig. 1 is a typical example of an internal disruption in low-density ($n_e = 1.4 \times 10^{19} \text{m}^{-3}$) LHCD-discharges. The striking feature of inverted signals in central channels is not just due to a line integration effect or the excitation of certain strong impurity lines, but holds also for the local profile and is not yet understood. The $T_e$-crash exhibits normal behaviour. Here we want to concentrate on the development of the island as seen from the complicated precursor activity in Fig. 1. Tomography of this phase shows the shrinking of an area of low emissivity, which is the exact opposite to the situation in ordinary crashes. This observation is confirmed by $T_e$-measurements. Simultaneously the buildup of a strong gradient at the border of the low-emissivity-area is seen. In Fig. 7 the location of this area is plotted as a monitor for island development: From the rather small slope it can be seen that this kind of crash is introduced by changes in mode activity taking place in the 10msec range, whereas for ordinary crashes (e. g. crash A) timescales of 100usec are commonly seen. A further distinct difference lies in the crash mechanism itself: in the A case the island development and the crash take place on the same time scale, whereas in the LH case the very fast $T_e$-crash starts at the end of the slow island development.

5. Stationary (1,1) modes during Lower Hybrid Current Drive (LHCD)

With LHCD at a power level of $P_{LH} > 0.4MW$ sawteeth are stabilized due to a flattening of the current profile [9]. SX data shows a shrinking of the $q = 1$-surface (typically: $\Delta r_{q=1} = 2cm$) and (1,1)-modes grow to a stationary level, until for $P_{LH} > 0.75MW$ no central modes are seen.

Fig. 8 illustrates the impact of (1,1)-activity on central confinement: When at $t=1.99sec$ the mode amplitude decreases, a rise in electron energy content is seen. Closer investigation shows that the decrease of the line integrated amplitude is accompanied by a further decrease in $q=1$-radius.
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**Introduction**

The understanding of the density limit and its parametric dependence is an important prerequisite to determine the operational range of the next step tokamaks presently being designed. The maximum attainable densities on ASDEX and many other tokamaks were found to be strongly dependent on the plasma impurity level. Boronization of the ASDEX vessel resulted in a significant improvement of the plasma purity, especially the oxygen content during a discharge was reduced by about a factor of 5 with $Z_{\text{eff}}$ reaching values of 1 - 1.5 at higher densities. Under these well defined conditions the density limit of ASDEX divertor discharges has been investigated over an extended range of $q_a$ for ohmic heating and with additional heating by neutral injection (NI). Special emphasis was put on the documentation of the plasma radiation and the development of the divertor plasma parameters when approaching the density limit.

**Experimental Parameters**

The density limit in ASDEX is determined in specially dedicated density limit shots where, after a short density plateau, $\bar{n}_e$ is slowly ramped up by feedback controlled gas puffing under otherwise stationary conditions until the plasma disrupts. It has been verified that discharges can be operated at constant densities slightly below ($1\times10^{12}$ cm$^{-3}$) the value of the density limit determined as described above. Under boronized wall conditions and for D$^+$-plasmas $q_a$ was varied over the range 5.9 $\leq q_a \leq$ 1.9 (the cylindrical definition of $q_a$ is used throughout this paper) by simultaneously changing $I_p$ and $B_t$ (230 kA $\leq I_p \leq$ 460 kA; 2.8 T $\leq B_t \leq$ 1.8 T) in a series of ohmic discharges and a series of additionally heated discharges with a fixed neutral beam power ($P_{\text{NI}} = 1.15$ MW, H$^+$-beams, co-injection) applied during the phase of density rise. Less extended $q_a$-scans were done for ohmic H$^+$- and He$^{++}$-plasmas. Comparisons with results just before boronization are available for D$^+$- (OH and NI) and He$^{++}$-discharges (OH).

**Density Limit Results**

Results obtained from the $q_a$-scan in D$^+$-plasmas are shown in Fig. 1 where the density limit is presented in form of the Hugill diagram. The overall behaviour agrees with earlier results from ASDEX under clean plasma conditions /1/ (e.g. Ti-evaporation in the divertor region, old divertor configuration): In ohmic discharges the Murakami parameter $\bar{n}_e R_e / B_t$ increases linearly with $1/q_a$ for $q_a > 2.5$ and a minimum is seen around $q_a = 2.1$. This minimum was observed also in $I_p$- and $B_t$-scans and, therefore, is an effect of $q_a$. Neutral beam heating results in an increase of the maximum attainable density at all $q_a$ values as is always observed on ASDEX. The minimum around $q_a = 2.1$ is maintained though less pronounced. The linear $1/q_a$-dependence with NI in Fig. 1, however, may be due to the specific choice of $I_p$ and $B_t$ during the $q_a$-scan, since earlier measurements /2/ have shown that with additional heating the density limit not only depends on $q_a$ but also on $B_t$ (or $I_p$); the Murakami parameter is generally not a good scaling parameter for the ASDEX density limit with NI.

Independent of the plasma heating method the occurrence of martes is observed for $q_a > 3$ prior to the disruption. They can last for up to 1 s and 0.4 s in OH and NI heated plasmas, respectively. During the marf the plasma edge density at the outer midplane as determined by a Li-beam stays roughly constant whereas the central density still rises. The maximum $\bar{n}_e$-values used in Fig. 1 are determined omitting
the contribution from the marfe. A profile peaking during marfing is also observed for $T_e$ (from Thomson scattering) and for the current density (from $B_e I / 2 - \beta_p$). A more detailed description of marfes in ASDEX is given in ref. [2].

The improvement in the maximum attainable density of $D^+$-plasmas due to boronization is shown in Fig. 2 (OH-plasmas). In the linear range ($q_a > 2.5$) $\rho_e R_o / B$, is increased by a factor of around 1.5; for Ni heating the improvement factor due to boronization is around 1.35. At lower $q_a$ values, however, the shape of the density limit curve is drastically changed. The minimum at $q_a = 2.1$ is not seen for the less clean plasmas. This is also true for Ni heated $D^+$-plasmas without boronization.

Fig. 2 further shows that the density limit under boronized conditions is roughly independent of the discharge gas ($H^+, D^+, He^{*+}$) for all $q_a$ values. In He++-plasmas, where the density limit without boronization significantly exceeds the one of $D^+$-plasmas the improvement due to boronization is rather small. Here the minimum at low $q_a$ is already present before boronization presumably due to a reduced low-Z impurity content in He++-plasmas.

**Radiation at the Density Limit**

It has been reported from other tokamaks (e.g. ref. [3]) that the density limit is reached when the main plasma radiation power equals the input power. Such a behaviour is not found on ASDEX. Fig. 3 shows the total power radiated from the main plasma ($P_{rad}$) measured during the $q_a$-scans ($D^+$-plasmas, OH and Ni, boronized walls) as function of the plasma density just prior to the disruption or to the onset of a marfe, respectively (t = Disr). For ohmic discharges measurements taken during the $\rho_e$ plateau phase far away from the density limit are included (t = Plat). $P_{rad}$ in OH plasmas corresponds to $0.3 \pm 0.1$ $P_{OH}$ with the pre-disruptive values slightly above the ones far from the density limit. For Ni heating the situation is very similar: 30-40% of the total input power is radiated from the main plasma. $P_{rad}$ plus the radiation measured in the two divertors amounts to 60-70% of the input power for all ohmic and Ni heated shots and is roughly independent of the time within the discharge. This indicates that still a considerable fraction of power is deposited onto the target plates.

The determination of the main plasma radiation during the occurrence of marfes is difficult due to the poloidal asymmetry of this phenomena but during this phase divertor radiation is still detectable at roughly half the level just prior to the onset of the marfe indicating the existence of a finite power flow into the divertor even during the marfing phase. This is confirmed by probe measurements as will be discussed below. When comparing $P_{rad}$ in ohmic discharges under boronized/non-boronized conditions one finds that boronization reduces plasma radiation by roughly a factor of 2 when plotted against $\rho_e$ at the density limit. Even under these less clean conditions $P_{rad}$ at the density limit is therefore significantly below the input power.

**Development of Divertor Parameters**

From earlier investigations of the density limit in discharges with peaked density profiles on ASDEX it was concluded that the density limit is a limit to the edge density of the plasma /4/. This may be correlated to the energy balance in the divertor plasma /5, 6/. This section, therefore, deals with the development of divertor parameters, when approaching the density limit. Further informations concerning the plasma edge and scrape-off layer are given in another contribution to this conference /7/.

During the ohmic $q_a$-scan in $D^+$-plasmas Langmuir probe measurements of the divertor temperature and density were performed at a fixed probe position close to the maximum of the $n_{e,div}$ and $T_{e,div}$ profiles. During the plasma density ramp-up $n_{e,div}$ rises and $T_{e,div}$ drops. The onset of a marfe is clearly indicated by a sudden reduction in $n_{e,div}$ by about a factor of 2 with only a small increase in $T_{e,div}$. If no marfe occurs the divertor temperature continuously decreases towards values of 4-5 eV whereas the density starts to saturate some 100 ms before the disruption. At the given power flow into the divertor obviously no further increase of the divertor density is possible. For $q_a < 2.5$ the disruption occurs
during the constant rise of $n_{e,div}$ and at $T_{e,div}$ significantly above 5 eV. Data beyond the minimum at $q_a = 2.1$ are not available.

C III radiation from the divertor plasma is a further signal indicating the divertor temperature. For $q_a > 2.5$ this signal drops from a constant value during the $\bar{n}_e$-plateau phase to rather low values when approaching the density limit. For lower $q_a$-values the C III divertor intensity is much higher already during the $\bar{n}_e$-plateau with only a small reduction during the density rise. When $q_a$ is below 2.1, i.e. beyond the minimum in the density limit, the C III intensity decreases again and rather small values are attained at the density limit disruption. This behaviour is linked to the power flow into the same divertor region since the flux of sputtered Cu from the target plate measured by Cu I radiation at the same position is strongly correlated with the C III intensity. Neither the Cu concentration nor the C III line radiation of the main plasma nor the total plasma radiation or $Z_{eff}$ show any correlation with the high divertor radiation.

In order to interpret these observations it is important to know that for $q_a$ below 3 rather strong toroidal asymmetries are seen in the ASDEX divertor loading. Cooling water calorimetry of the different divertor sections reveal differences in excess of a factor of 2. This observation could tentatively be related to the presence of a local $m=2$ disturbance which could cause a toroidally asymmetric efflux of the power into different divertor sections when the $q = 2$ surface comes close to the separatrix. The C III and Cu I radiation measurements were performed in a sector which according to the water calorimetry is close to the maximum loading.

If the energy balance in the divertor plasma determines the attainable plasma edge density and therefore the density limit the existence of the minimum in the density limit curve at $q_a = 2.1$ could be tentatively explained by the observed toroidal asymmetry. In divertor regions with minimum power loading the energy balance may be locally violated at a rather low plasma density preventing a further increase of $\bar{n}_e$ and causing the plasma to disrupt.

Conclusions

Boronization of the ASDEX vessel leads to a significant improvement of the density limit. Additional heating by NI further increases this limit at all $q_a$-values. Plasma radiation under these conditions is, up to the maximum densities, only a small fraction of the input power and, therefore, does not cause the plasma disruption. Lower radiation, of course, increases the power flow into the divertor and may therefore be responsible for the higher density limit. A more detailed investigation of the power dependence of the density limit is planned for the near future. At higher $q_a$-values the plasma disruption occurs when the divertor temperature reaches values around 5 eV at high divertor densities. The characteristic minimum in the density limit at $q_a$ around 2.1 may be connected with the observed toroidal asymmetries in divertor loading: the maximum attainable density could be determined by the divertor regions with minimum power influx. The operation of future tokamaks at high plasma densities and overall low divertor temperatures in the low $q_a$-regime, therefore, calls for the achievement of a high toroidal symmetry.
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Fig. 1
Hugill plot of density limit, OH and NI (1.15 MW), boronized walls

Fig. 2
Hugill plot for OH-discharges in various gases, boronized and non-boronized walls

Fig. 3
Radiated power in OH and NI heated plasmas at the density limit or the onset of Marfes (t-Disr) and in the \( \bar{\text{ne}} \)-plateau (t-Plat), boronized walls.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>OH, t-Plat</td>
</tr>
<tr>
<td>o</td>
<td>OH, t-Disr</td>
</tr>
<tr>
<td>+</td>
<td>NI, t-Disr</td>
</tr>
<tr>
<td>-</td>
<td>D2; non bor.</td>
</tr>
<tr>
<td>o</td>
<td>D2; bor.</td>
</tr>
<tr>
<td>▲</td>
<td>H2; bor.</td>
</tr>
<tr>
<td>▲</td>
<td>He; non bor.</td>
</tr>
<tr>
<td>▲</td>
<td>He; bor.</td>
</tr>
</tbody>
</table>

\[ \frac{1}{q-a} \text{ (cyl.)} = \frac{\bar{\text{ne}} \cdot \text{Ro}/Bt \times 10^{19} \text{ m}^{-3} \text{ m} \cdot \text{T}} \]
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Introduction

Recent high–β discharges in JET [1] have reached values of β up to the Troyon limit [2] \((\beta_{Troyon} = 2.8I/(MA)/B(T)a(m))\). These high–β values were reached in double null X-point configurations during the H-mode. To reduce the total heating power needed to obtain these high β's, a low toroidal field \((B_T \sim 1.2–1.5T)\) was used. The experimental features are described in more detail in Ref [1]. In this paper we discuss the theoretical ideal and resistive MHD stability properties of these discharges, and comparisons with observed mode structures.

Equilibrium Reconstruction

The equilibria needed for the stability studies are calculated with the IDENT–C code [3] which fits the magnetic measurements and the experimental pressure profile. The pressure profile shape is generally taken from the LIDAR electron pressure measurements and normalised to match the diamagnetic β. This is a good approximation as the electron and ion pressure profiles shapes are generally quite similar in these high–β discharges. It does however mean that the contribution to β from fast particles is included.

For the ideal low-n and ballooning mode calculations the HBT [4], ERATO [5], and BALLOON [6] codes were used, the results being in good agreement. For low-n fixed boundary calculations the resistive MHD code FAR was used [7].

Ballooning Stability

Most high–β discharges develop from a broad pressure profile at low β to a triangular pressure profile shape for \(\beta \sim \beta_{Troyon}\) (see Fig 1). The pressure profile here is measured by the LIDAR at a time just before a large sawtooth, corresponding to the maximum β in the shot \((\beta \sim 0.88\beta_{Troyon}, I_p=2.1MA, B_T=1.2T)\). The ballooning stability boundary is calculated by increasing the pressure gradient in small steps (keeping the \(q\)–profile fixed) until the ballooning limit is reached. This results in marginal stability to ballooning modes, across the entire plasma. In Fig 2 we show the resulting profiles of normalised pressure gradient \((\alpha = 4q^2/\sqrt{\psi}/(\epsilon B^2_d dp/d\psi)\) versus the square root of the normalised
flux, for both the experimental and marginally stable equilibrium. Comparison of the two, shows the plasma to be marginally stable over more than 50% of the minor radius. Near the magnetic axis the experimental pressure gradient exceeds the ballooning limit. For this case the marginally stable equilibrium has \( \beta = 6.3\% \) (which is \( 4.0I/aB \), the normal limit for ballooning modes).

In a discharge where a pellet is injected coincident with the start of neutral beam heating (14MW), an even larger central pressure gradient occurs. In this case the maximum gradient in the centre seems to exceed the ballooning limit by about a factor of two although experimentally no large degradation in confinement is observed until a large \( n = 1 \) mode causes a \( \beta \)-collapse (see next section). Within the ideal MHD model a hollow \( q \)-profile with negative shear \( (q_0 \sim 1.1, q_{\min} \sim 0.9) \) at the position of large pressure gradients can stabilise the ballooning instability, for this pellet case. The hollow current density profile needed for this \( q \)-profile, could be produced by the contribution of the bootstrap current.

In a discharge at higher current, \( I_p = 3\text{MA}, \) (and higher startup density) the pressure profile remains broad, with large pressure gradients near the edge, up to a disruption caused by the influx of carbon impurities. The highest \( \beta \) obtained in this case is 0.7\( \beta_{\text{Trapezoid}} \). These pressure profiles are similar to the broad pressure in the early phases of the discharges mentioned above. The experimental and marginally stable profile of the pressure gradient (\( a \)) for this case is shown in Fig 3 (the marginal profile has \( \beta \sim 3.4I/aB \)). The largest gradients near the edge are close to the ballooning limit, but this is only a region of \( \sim 15\text{cm} \).

**Low–\( n \) Stability**

The low–\( n \) activity divides into that seen during \( \beta \)-saturation (fishbones, ELM’s and sawteeth) and that seen during the \( \beta \)-collapse (large \( n =1, 2 \) or 3 activity) [1]. For equilibria reconstructed to fit the \( \beta \)-saturation shots, with \( q_0 < 1 \), we find that the peaked pressure profiles cause the \( n = 1 \) internal kink to be strongly unstable. This \( n = 1 \) instability is probably linked to the fishbone/sawtooth activity, but trapped particle effects must be included before a quantitative comparison can be made.

In the majority of cases in which \( \beta \)-collapses there is large \( n = 2 \) activity present, however first we discuss a discharge in which a very large \( n = 1 \) mode (\( \bar{B}_\theta > 25\text{G} \)) seems to limit the \( \beta \). This case is the peaked pressure profile pellet case discussed in the ballooning section above. The pellet causes a reduction in \( l_i \) of \( \sim 0.2 \) and the polarimetry indicates an increase of \( \sim 0.2 \) in \( q_0 \). Subsequent to the pellet injection, as the \( \beta \) rises to 0.8\( \beta_{\text{Trapezoid}} \), a large \( n = 1 \) mode grows to \( \bar{B}_\theta \sim 25\text{G} \) (by which time it is locked) and a collapse in \( \beta \) follows. This very large \( n = 1 \) mode is visible on the soft X-ray (SXR) array; a tomographic reconstruction shows a distortion to the core and island–like structures near \( q = 2 \) (Fig 4a). We have constructed an equilibrium for use in studying the stability of this case by matching the boundary shape, \( q_0 \) and \( \beta_p \), determined from the magnetics, and have also matched the LIDAR pressure profile and the location of \( q = 2 \) and 3 surfaces (from SXR’s). This leaves the form of the central–\( q \)
to be determined. We have tried a flat central-\(q\) (with \(q_0 \sim 1.0\)), a parabolic central-\(q\) with \((q_0 \sim 0.9)\) and a non-monotone \(q\). From the \(n = 1\) eigenfunctions for each class of \(q\)-profile, calculated with the linear FAR code, we have reconstructed the flux surface distortions. We find only the flat central-\(q\), with \(q_0 \sim 1.1\), gives a good match to the relative phase and amplitude between the core and \(q = 2\) distortions in Fig 4(a); the theory result for \(q_0 = 1.1\) (flat \(q\)) is shown in Fig 4(b). This case is close to the marginal threshold for the \(n = 1\) mode; raising \(q_0\) slightly leads to stability.

For the \(n = 2\) activity, which generally seems to cause the \(\beta\)-collapse, we have also constructed equilibria by the same technique and considered a range of central \(q\)-profiles. For a parabolic central-\(q\) with \(q_0 \sim 0.9\) the \(n = 1\) growth rate exceeds that of the the \(n = 2\) mode. However for a flatter central-\(q\), with \(q_0 > 0.96\), we find an \(n = 2\) ‘infernal’ type mode [8] which exceeds the \(n = 1\) mode growth rate. This \(n = 2\) infernal mode has strongly coupled \(m = 2, 3\) and 4 components and reconstructions of the line integrated SXR’s give a reasonable match to the phase inversions observed experimentally.

**Summary**

The ballooning studies typically show the plasma pressure to be marginal over the central \(\sim 50\%\) of the plasma when \(\beta \sim \beta_{\text{Troyon}}\), and in many cases the core region is unstable. For a pellet shot, in which an \(n = 1\) mode is strongly unstable, stability calculations show that the SXR tomographic results are reproduced best by a flat central-\(q\) with \(q_0 \sim 1.1\). For \(n = 2\) modes which usually cause the \(\beta\)-collapse and seem often to be initiated by a sawtooth [1], flat \(q\)-profiles (with \(q_0 \sim 0.96\)) seem to give the best agreement with SXR’s.

**Acknowledgement**

We are grateful to the JET diagnostic and operating teams for the use of their data, and in particular to the LIDAR group for the pressure profile data.

**References**

Fig 1 Pressure profile before (solid line, shot 20272) and after (broken line, shot 20274) a β clipping event [1].

Fig 2 Experimental pressure gradient compared with marginal profile for case shown in Fig 1.

Fig 3 Experimental pressure gradient compared with marginal profile for a broad pressure profile shot (shot 19970).

Fig 4 (a) SXR emission contours in the mid-plane during a large $n = 1$ mode; (b) Flux surfaces from an $n = 1$ resistive MHD simulation for this case.
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Introduction

During a disruption, the plasma energy and the electrical current are lost rapidly. The energy decay time is shorter than the current decay time. In JET the time scale for the energy loss of the plasma amounts to about 1 - 2 ms /1/. In TEXTOR the current decay time was measured to be about 10 - 20 ms and the energy decay time determined by ECE to be about 1 ms or slightly shorter /2/. Even shorter than this event is the time scale for the heat quench time measured by heating of the limiter or the wall components. The energy release there can lead to a dangerous overheating and damage of the different materials. Here a technique is described which allows the measurement of this heating over a large area in TEXTOR.

The Experimental Setup

For the observation of the heat flux distribution to the wall, it is desirable to detect the thermal radiation from a large portion of the plasma facing components with high spatial and temporal resolution. The spatial resolution is necessary to discriminate between a very localized heating and a widely distributed one. The high temporal resolution is important because the time scale of the heating burst only is about one-hundred micro-seconds. The simultaneous realization of both requirements leads to an unrealistic amount of diagnostic hardware and memory. An instrument that nevertheless can meet many of these requirements is an IR-scanner. The IR-scanner is widely used for thermography. It operates in the following way: the incoming IR-light is deflected horizontally and vertically by a set of two mirrors and is imaged to an IR-diode (here HgCdTe optimized for radiation of a wavelength of 3 - 6 μm ). This instrument produces a TV-picture fulfilling the typical TV standards. We have one camera in NTSC standard and second one in CCIR. In contrast to the CCD cameras the time resolution of the scanner is not limited by the time to complete consecutive frames, each of which has a length of 16.6 ms in the US standard and 20 ms in the European one. The time resolution is very much higher because the diode records the different spatial points consecutively in time. The smallest time interval which is convenient for our analysis is the time duration of one TV line which amounts to about 64 μs for both standards.

In TEXTOR two synchronized IR-scanners are used. One scanner is directed to one of the eight ALT-II toroidal belt limiter blades and sees about two thirds of it, i.e. about 1 m in the toroidal direction; poloidally it covers more than the blade width of 28 cm
so that parts of the wall are also visible. The second scanner is oriented towards the inner bumper limiter looking at an area of about 60 cm in diameter.

Results

**Typical heat loads at ALT-II**

A typical picture measured with camera 1 during a disruption is shown in fig. 1. This discharge was a high current discharge \( I_p = 460 \text{ kA} \) in which 1.2 MW of neutral beam power was switched on at \( t = 800 \text{ ms} \). At \( t = 862.6 \text{ ms} \) a minor disruption occurred. In this disruption the electrical current was not quenched but the electron temperature in the plasma dropped from about 1450 eV to 1050 eV within roughly a millisecond. The figure is recorded during the time span when the disruption occurred. The top half of the thermographic picture looks rather normal: As already mentioned, the bright part is a section of an ALT-II blade and in the left corner a part of a neighboring blade comes into the line of sight. The temperature distribution along the blade in toroidal direction is rather homogeneous with the exception of the end tiles which receive twice the heat flux as the rest of the blade /3,4/. In the middle of the blade a sudden disturbance in the blade temperature appears and going further down, the blade surface at first is strongly and later moderately heated as compared to the top part. Watching the picture more closely one finds a series of more or less strong disturbances which are indicated by bars at the right edge of the picture.

For a consistent analysis of the photograph we have to make use of the fact that the different local points correspond to different time points as discussed above. The top half of the frame therefore represents the time before the disruption. The disruption itself is a very sudden event. It is structured in time and in this case it consists of six individual sub-events which have different intensities. The thermal quench time of each sub-event is less than or equal to 64 \( \mu \text{s} \) corresponding to one TV line. The time duration of the whole disruption agrees fairly well with the decay time of the electron temperature. After the last sub-event the surface temperature decreases within a few milliseconds. During this time the heat wave propagates from the surface into the bulk of the material. The observed time scale is plausible because the surface was exposed to very short heat pulses only.

When first seeing the thermographic pictures of a disruption one may be led to another interpretation than presented here, namely that the heat is deposited only very locally on the limiter blades. The heat would be distributed in a narrow, sharply limited band with a long extension in toroidal direction. When observing different disruptions one finds that the band is not fixed poloidally but covers the blade with the same probability. This strict toroidal orientation of the thermal quench seems very unlikely. The strongest argument against the highly localized structure of the thermal quench, however, comes from a the series of consecutive frames: the frames preceding the disruption normally show a smooth increase of the surface temperature due to the incoming power flux. The frame with the disruption has a clear separation above and below the disruption as already stated, and the frame following the disruption shows again a rather uniform temperature distribution but with a higher temperature than before the disruption. This also means that the cooler area of the blade, which is always above the disruptive pattern, has received heat during the disruption. Therefore the thermal quench is not restricted to a small fraction of the limiter; the heat is distributed rather evenly over at least one blade, possibly it covers the whole toroidal limiter ALT-II. As far as one can judge from the statistical observations of the disruptions one can assume that the relative heat distribution over a blade - i.e. slight
nonuniformities due to the magnetic ripple effect or the higher heat load at the end tile
/4/  is similar in normal discharges and during a disruption. The statement about the
relative heat distribution is of course very important for the construction of protective
elements in future fusion reactors. To confirm this point it will be necessary to perform
simultaneous measurements at different blades.

Simultaneous Observations of ALT-II and the Inner Bumper Limiter
To obtain information about the correlation of the thermal quench at the outer
and at the inner limiters, two IR-scanners are used, one looking at an ALT-II blade
and the other at the inner bumper limiter. The observations at the bumper limiter are
as expected: during the disruptions those parts of the limiter are preferentially heated
which normally also see the highest heat flux. The uniformity of the heat transfer,
however, is very much poorer than at ALT-II because the flatness of the graphite tiles
allows a heating of the edges only. The thermal quench time at the inner bumper
limiter is similar to that at ALT-II namely 100 µs or less.

The energy transfer strength at both limiters is not correlated during the
disruptions. Under comparable discharge conditions sometimes the outer limiter
receives most of the thermal load and in other cases the inner one. If the energy
quench of a disruption is detected at both limiters, it is first seen at the outer one and
later at the inner one. We have observed a discharge where the plasma first hits the
outer limiter weakly, then 30 ms later the inner limiter and another 15 ms later the outer
one again. The highest temperature rise of this disruption occurred at the end. During
our observations this disruption was the only one in which the plasma not only ended
at the limiters but also hit the bottom of the vessel. As compared to the heating of the
ALT-II limiters the heated spot at the wall was very localized and the spot temperature
was higher than normally observed at the limiters. The reason for the strong
localization is most likely that the walls are not as smooth as a limiter surface which is
designed for a good heat acceptance and distribution.

Conclusions and Summary
The observations with the IR-scanners show that the energy from the plasma
boundary is transferred to the wall components in a series of short sub-events. The
time duration of these individual events is on the order of a hundred microseconds or
less. If the energy quench is deposited on a smooth limiter surface then the energy is
distributed over a large area, possibly over the whole limiter. Our observations of the
heat quench are not complete enough to construct a firm model of the plasma - wall
contact during the disruption. At the moment we tend to the assumption that the
plasma looses its axisymmetry and rotates like a snake in the vessel. The areas of
contact with the wall are then heated and one can observe the heating several times
as long as the plasma winds in the vessel. Another interpretation is that the plasma
'breathes' i.e. it is shifted axisymmetrically several times to the outer vessel. For a
detailed understanding, more measurements are necessary.
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Fig. 1: Photograph of an IR-scanner image of half a blade of the toroidal pump limiter ALT-II. A disruption occurred during the recording of this frame. The image elements not only represent different spatial points but are also sequential in time. Therefore the disruption manifests itself as a narrow local disturbance.
ENHANCED TURBULENCE DURING THE ENERGY QUENCH OF DISRUPTIONS
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Introduction

One of the real mysteries connected to major disruptions in tokamaks is the sudden disappearance of a major part of the plasma kinetic energy during the energy quench phase. In JET [1], the energy quench phase seems to be divided in a relatively slow phase of typically 1 to 2 ms during which the kinetic energy is redistributed over the cross-section in a toroidally asymmetric ($n=1$) fashion, followed by a very fast total decay of kinetic energy in less than 100 µs. This last decay means an enhancement above the normal loss rate with a factor $10^4$.

The first phase of the energy quench has been explained in the past [2] by the interaction and overlap of tearing mode islands: $(n=1, m=2), (n=2, m=3)$ and $(n=1, m=1)$. The timescale for this $\tau = (\tau_{\phi A}^2 \tau_{\eta}^3)^{1/5}$, in which $\tau_{\phi A}$ is resistive current penetration time and $\tau_{\eta}$ the poloidal Alfvén time, gives indeed few ms for large devices as JET. The second phase is unexplained. Suggestions have been made that it could be caused by a massive increase in turbulent heat conduction or by a massive influx of impurities, leading to a radiation loss rate of gigawatts. However, if the latter were true, one would expect a more or less homogeneous heat deposition over the wall, whilst thermographic measurements indicate an inhomogeneous heatload, localized at the same spot where the plasma is normally in contact with the first wall (e.g. limiter, divertor plates, etc.). This suggests a conductive/convective heatloss mechanism.

Collective scattering in the TORTUR tokamak

The TORTUR tokamak ($R = 0.46$ m; $a = 0.08$ m; $B = 2.9$ T, $I_p = 40$ kA; $n_e < 10^{20}$ m$^{-3}$ and $V\Omega = 4 - 5$ V) is rather small for the study of the energy quench. The above mentioned timescale for the first phase of the quench gives 25 µs for TORTUR, i.e. is comparable with the duration of the second phase. A clear distinction between the phases is not really possible. Nevertheless, the observations with a 2 mm collective scattering apparatus are interesting because they reveal an increase in electron thermal diffusivity with 2 orders of magnitude during the quench phase of minor disruptions.

Observations with a 2 mm collective scattering set-up have been performed in a wide frequency range from 1 kHz to 100 MHz, for various values of the wave number in the region 400 - 4000 m$^{-1}$. Scattering volumes have been located in the equatorial plane for various values of the radius, and with k of the density fluctuations oriented in or outwards.
Experimental results.

A number of phenomena associated with minor disruptions in a \( q(a) = 5 \) discharge have been observed. The first in the time sequence is a sudden spike on the signals of the magnetic pick-up coils e.g. at 20.4 ms in Fig. 1a. Just before the quench \( n = 1 \) and \( m = 2 \). Electron density fluctuations strongly increase in the MHz region about one tenth of a millisecond later. This can be seen from the time behaviour of the averaged scattering signals in the frequency bands 0.7 - 3 MHz and 5 - 50 MHz, see Figs 2b and c, resp. The increase of the averaged signal in the 0.7 - 3 MHz band starts somewhat before the increase of the signal in the 5 - 50 MHz band. The density fluctuations in the 0.7 - 3 MHz band relax to the usual level on a timescale longer than their excitation. The duration of the burst of electron density fluctuations is usually about 100 \( \mu s \). The plasma column shifts inwards (Fig. 2d) and upwards (Fig. 2e) near the ending of the burst of the density fluctuations. Simultaneously, spikes on the plasma current (Fig. 2f) and the loop voltage (Fig. 2g) can be seen. The plasma relaxes to a state similar to the old one on a timescale long compared with the quench phase. The temperature profile broadens during the quench whilst the maximum temperature in the plasma centre decreases. This is shown in Figs 2h and i. In the plasma centre the electron temperature decreases about 100 eV per 0.1 ms starting with the change in MHD activity (Fig. 2h). At about half radius the temperature increases (Fig. 2i).
The time of appearance and the magnitude of the density fluctuations does not depend on radius for \( r/a \leq 6/8 \). However, density fluctuations appear with a delay, are weaker and show a slower relaxation to normal level fluctuations for \( r/a > 6/8 \). This may indicate that an intensive mixing exist in the plasma interior, while, at \( r/a > 6/8 \), phenomena follow passively the central events.

Changes of a frequency spectrum during a minor disruption can be seen in Fig. 2. The Fourier transforms have been calculated for a time period of 0.1 ms. Two spectra have been obtained just before and during the current spike, curve b and a, respectively. The fluctuation level in the MHz region can be seen to increase by more than an order of magnitude during a minor disruption. Lower frequencies seem to be much less affected. The magnitude of the enhancement of the MHz region is weakly dependent on radius. The enhancement is larger and it extends to higher frequency regions at \( r/a \leq 6/8 \) when compared with observations performed at \( r/a \geq 6/8 \).

The growth rate of unstable modes increases with the increase of the width of the frequency spectrum. The ratio of the growth rate during a minor disruption and during standard plasma conditions can be estimated by \( \gamma_{DR}/\gamma \approx 10 \) at the plasma interior and by \( \gamma_{DR}/\gamma \approx 2 \) close to the plasma edge. Apparently the effect of minor disruptions is more pronounced in the plasma interior.

Similar changes in the frequency spectrum during a disruption in TFR were reported by Andreoletti et al. [1].

Poloidal k-spectra have been calculated from the scattered power averaged over 4 ms, see Fig. 3, curve a. It should be noticed that this time interval is much longer than the duration of a minor disruption. The obtained k-spectra are

Fig. 3. The observed k-spectra for a plasma with (a) and without (b) minor disruptions, for \( r/a = 0 \). \( S(k) \) is normalized by the square of the electron density averaged over the scattering volume.
different from those obtained for non-disruptive discharge conditions (curve b) in the following points: 1) no maximum is found and 2) the exponent describing the decay of the spectral density, $S(k)$, is large (-4.5) compared with the value for a non-disruptive plasma (-3.5). This implies that the averaged experimental $k$-value, $\langle k \rangle$, which amounts $1400 \text{ m}^{-1}$ for the non-disruptive plasma state, is considerably reduced when disruptions occur. An exact value cannot be calculated, but certainly $\langle k \rangle / \langle k \rangle_{\text{DR}} \geq 3$.

Electron thermal transport

Models for the electron thermal conductivity based on $E \times B$ transport during drift wave turbulence are employing variants of the mixing-length scaling formula [4]

$$\chi_e \sim \frac{\gamma_{\text{max}}}{\langle k_i \rangle^2}$$

(1)

$\gamma_{\text{max}}$ is the maximum value of the growth rate of the unstable mode considered. Numerical values for $\gamma_{\text{max}}$ and $\langle k_i \rangle$ have been deduced from the experimental data. The experimentally observed thermal diffusivity, which amounts $0.6 \text{ m}^2/\text{s}$, can be retained from the experimental values for $\gamma_{\text{max}}$ and $\langle k_i \rangle$ with $\gamma_{\text{max}} = 0.5 \Delta \omega$ and $\langle k_i \rangle = 1400 \text{ m}^{-1}$ for normal discharges. The value of $(\gamma_{\text{max}}/\langle k_i \rangle^2)_{\text{DR}}$ is at least two orders of magnitude larger. A corresponding increase in heat diffusivity fits well with a temperature redistribution in less than 100 $\mu$s compared with the normal confinement time of 3 ms.

Conclusions:

1) During the energy quench phase of minor disruptions enhanced levels of density fluctuations have been observed.
2) Both growth rate and wavelength of these fluctuations increase to such a level, that a corresponding diffusivity would increase with two orders of magnitude. This is in good agreement with the observed temperature redistribution.
3) The frequency of MHz indicates that the energy quench is caused by enhanced turbulence, and not by an explosive growth of a low mode number MHD mode.
4) Further exploration at larger devices is recommendable.
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HIGH DENSITY MODE IN "TUMAN-3" TOKAMAK
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In the experiments on simultaneous magnetic compression and second current ramp up in the "TUMAN-3" [1] the regime with extraordinary high density was found (High Density Mode). The HDM was characterised with improved confinement properties.

Regimes with high density are of interest due to the importance of the density limit studies [2,3]. It is also interesting to check validity of the "alcator" type scalings \( \tau_E \propto n_e \). In [4,5] the significant role of the boundary plasma properties in the density restriction was mentioned. Magnetic compression [6] and fast current ramping [7] allowed to change current density at the periphery and consequently to modify plasma properties in this region.

In the described experimental run the additional gas puffing with simultaneous minor radius magnetic compression and second current ramping was used. Fig.1 shows time evolution of the different plasma parameters in the experiment. Toroidal field was increased two fold during 3.5 ms and then decreased with the time constant 55 ms. Plasma current after the second ramp was 1.4 times higher than the initial one. Current increase time was equal to 4. ms. In the bottom part of Fig.1 dashed line represents the model function of the feedback density control system and solid one corresponds to the density behaviour in the experiment. The density was increased from \( 1.4 \times 10^{13} \text{cm}^{-3} \) in the ohmic stage up to highest value \( 5.2 \times 10^{13} \text{cm}^{-3} \) in the HDM during 15 ms. Plasma parameters in the HDM and in the initial OH are listed in the Table and presented
Fig. 1. Plasma current, loop voltage, toroidal field, $D_\alpha$ emission and density in the ohmic input ratio (a), $Z_{\text{eff}}$ (b) and $\tau_E$ (c) dependences on ramp and magnetic compression. Average density in OH and HDM.

In Fig. 2 it could be mentioned that attained density was about two times OH limit and corresponded to 0.85 Greenwald limit [2].

In the HDM an increase of radiation losses was observed. In Fig. 2a the ratio of the radiation power to the ohmic input...
is shown in the usual OH regimes with $n_e = (0.4 - 1.6) \times 10^{13} \text{ cm}^{-3}$ and in the HDM with $n_e = (2.5 - 5.2) \times 10^{13} \text{ cm}^{-3}$. This ratio increased with a density but nevertheless it was far from 100%. The maximum value of $P_{\text{RAD}}/P_{\text{OH}}$ was 0.5. Plasma effective charge didn’t decrease with the density. The value of $Z_{\text{eff}}$ in the HDM was about 2 and this was close to the ohmic one, Fig.2b. In the OH stage the particle confinement time $\tau_p$ was measured using periodic modulation of the neutral influx and was equal to 2.5 ms. An estimation of $\tau_p$ value in the HDM was made from the global particle balance equation with the source term derived from $D_{\alpha}$ emission. Particle confinement time was equal to 15 ms, which corresponded to the time needed for the density to achieve second flattop.

Nonmonotonic evolution of the SXR emission was found in the HDM. As is shown in Fig.3 $J_{\text{SXR}}$ rised up to 44 ms and then fell down. Approximately at the same time density increase rate decreased. Our data couldn’t clear up what is the reason for the observed restriction of $W(0)$ (energy content at the centre). Perhaps the cause was the peripheral instability or dramatic increase of sawtooth oscillation amplitude due to the approach of $j(0)$ or $\beta(0)$ to a critical value. The deduced from SXR signals $T_e(0)$ drop was confirmed by TS measurements. During 5 ms (from 45 to 50 ms) $T_e$ profile become essentially broader but the whole energy content didn’t change significantly. At 45 ms $W = 1.13$ kJ and at 50 ms $W = 1.09$ kJ.
Since the HDM discovering allowed to extend $\tilde{n}_e$ operational range then it seems to be interesting to compare energy confinement in this new regime with extrapolation of the ordinary OH scaling. Circles on the Fig.2c display $\tau_E$ in some OH shots with $q^{cy}$ (a) close to that one in the HDM. The dashed line is an extrapolation of the linear dependence of $\tau_E(\tilde{n}_e)$ in the high density region. This extrapolation is close to Neo-Alcator scaling prediction. The corresponding to the HDM stars lie near or slightly higher than the mentioned line. Taking into account the energy content derivative one can find that experimental $\tau_E$ exceeds OH scaling by a factor of 1.2-2.0. This proves an absence of the energy confinement time saturation at high density (saturation of this kind was observed in the experiments on ASDEX [8] and TFTR [9]) and indicates some improvement of $\tau_E$ in comparison with OH scaling.

Improvement of the particle and energy confinement in the HDM indicated appearance of H-mode without permanent additional heating. Ohmic H-mode phenomena were observed in the DIII-D experiments [10] and also in our experiments [11]. It should be mentioned that in "TUMAN-3" experiments H-mode were observed in the limiter configuration whereas in DIII-D divertor was used.
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NONLINEAR VERTICAL DISPLACEMENT INSTABILITY OF ELONGATED PLASMA IN TOKAMAK AND ITS STABILIZATION
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Abstract Nonlinear vertical displacement instability (nonlinear VDI) for highly elongated plasma with a finite cross-section in tokamak is investigated by solving the equation of plasma motion and Kirchhoff equations of the surrounding conductors. The results show that there are two components of VDI, namely a fast oscillation with a period of few microseconds and a slow shift with a characteristic time comparable to the resistive time of the conductors. The critical elongation for VDI can be explained as that beyond which the fast oscillation can not be suppressed by the passive inductions in the conductors. The active controlling system usually can play almost no role in the elevation of the critical elongation. As an alternative approach, the dynamic stabilization of VDI proposed is shown to be feasible. Its simplicity and wide range of working frequencies indicate that it would be a potentially promising stabilizing method.

I. INTRODUCTION

One of the key problems of the elongated plasma is VDI caused by a negative decay index of the equilibrium field \( B_z \) applied, defined as

\[
n = - \frac{R}{B_z} \frac{\partial B_z}{\partial R}
\]

where \( R \) is the coordinate in the major radial direction. For present tokamak experiments, VDI is stabilized by both the passive induction in the surrounding conductors (SCs) and the active feedback system. In case of small displacement VDI and its stabilization can be treated linearly. But for highly elongated case, a finite displacement of plasma leads to that the nonlinear coupling among the various conductors including plasma itself should be taken into account, which is studied in this paper. Since the emphasis is put on how to stabilize VDI in a tokamak, we start from the equation of plasma motion as well as Kirchhoff
In sec.II the basic equations are introduced for nonlinear VDI. After the feedback results are shown in sec.III, the dynamic stabilization is studied in sec.IV. Conclusions are given in sec.V.

II. BASIC CONSIDERATION

The vertical motion of plasma can be described by the equation

\[ m \frac{d^2 Z}{dt^2} = - 2 \pi R_p I_p B_R \]

where \( Z \) is the displacement; \( m, I_p \) and \( R_p \) the mass, current and the major radius of the plasma torus; \( M, S \) and \( A \) in (3) stand for the equilibrium, the passive-produced and the active-produced fields respectively.

In tokamaks (Fig.1) all of the toroidal currents are coupled with each other, which is governed by Kirchhoff equation

\[ \sum_{\beta \neq \alpha} \frac{d}{dt} M_{k\beta}^{(\alpha)} + \frac{d}{dt} J_{k\beta}^{(\alpha)} + R_{k\beta}^{(\alpha)} J_{k\beta}^{(\alpha)} + \sum_{k} \frac{d}{dt} M_{k\beta}^{(\alpha)} I_p = V_{k\beta}^{(\alpha)} \]

where \( R, L, J, V \) and \( M \) are the resistance, inductance, current, the applied voltage of the \( j \)-th coil, the mutual inductance between \( k \)-th and \( j \)-th coils, respectively. The subscript means plasma. \( V \) in (5) is for active feedback, with a reference position \( Z(0) \) and a gain factor. We take a finite cross-section of plasma into account and assume that the displacement is rigid. In our case, both \( B \)'s and \( M \)'s are functions of \( Z(t) \) and the problem becomes nonlinear. A fourth-order Runge-Kutta method is used for the numerical solution.

III. FEEDBACK STABILIZATION AND CRITICAL ELONGATION

First the passive stabili-
zation is considered only by setting g in (5) to be zero. Figs. 2-3 show Z as a function of t. It is seen that VDI can be decomposed into two components, namely a fast oscillation (Fig. 3a) with a period of several microseconds and a decaying amplitude (Fig. 2), and a slow shift (Fig. 3b) with a characteristic time of about several to tens milliseconds depending on the resistive time of SCs. The locus in Fig. 3b-3c can be understood as the traces of the oscillating center in Fig. 3a. In a stable case, both fast and slow components of Z(t) are decaying with time. If the elongation exceeds a certain value, then the amplitude of the fast oscillation is growing and VDI can't be stabilized no matter how the value of the gain factor g is set, as shown in Fig. 4. We believe that this is the reason for the existence of the critical elongation. The closer spacing of the passive conductors w.r.t. plasma can elevate the critical elongation as in Fig. 4c.

IV. DYNAMIC STABILIZATION

If we think such a case as stable that the plasma displacement is slowly varying in time but within a certain region, then instead of the feedback control system we apply an a.c. (e.g. cosine) voltage on the active coils by setting
\[ V^{(A)} = A R^{(A)} I_p \cos(\omega t) \]
and substitute it into eq.(4). The frequency in (6) is taken to be close to the inverse of the resistive time of SCs. The result shows that for given frequencies a certain range of the amplitude A in (6) can be found to make plasma moving periodically around an equilibrium position, as shown in Fig. 5, and hence to make VDI stabilized. Physically it can be
understood as a process of forced oscillation, namely, the periodic horizontal field produced by the a.c. voltage makes plasma torus move up and down within a certain range. This indicates the feasibility of the dynamic stabilization of VDI and it is obvious that the dynamic stabilizing scheme can make the active controlling system very simple.

It is found in our calculation that the amplitude of the applied a.c. voltage strongly depends upon the frequency. Fig. 6 gives the maximum displacement $Z_{\text{max}}$ and the maximum power $P_{\text{max}}$ required as functions of $\omega$ for a given elongation. It is seen that the dynamic stabilization can work in a wide range of frequencies, even very low. The lower the frequency is, the smaller $Z_{\text{max}}$ is and, perhaps more importantly, the less maximum power requirement is.

V. CONCLUSIONS

1. VDI is composed of a fast oscillation and a slow shift the characteristic times of which are about several microseconds and several to tens milliseconds respectively.

2. The critical elongation can be explained as that beyond which the passive induction can no longer suppress the fast oscillation of VDI. Thus a strong coupling between SCs and plasma is needed to stabilize VDI for highly elongated plasma.

3. Dynamic stabilization is shown to be effective. Its physical feasibility, the technical simplicity, the interesting frequency effect and a low power requirement, make this scheme to be a potentially attractive way in stabilizing VDI.

This work is supported in part by The National Science Foundation of China.
VERTICAL INSTABILITIES IN JET

P. Noll, T. Bonicelli, M. Garribba
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Introduction

The vertical position of the JET plasma is actively stabilised by an externally applied radial magnetic field. Without feedback the vertical position is unstable due to the destabilising effect of the iron magnetic circuit and due to the quadrupolar magnetic field required to obtain the desired elongation $b/a = 1.4...1.9$ of the plasma cross section. If the stabilisation fails the plasma moves vertically and disrupts causing large vertical and asymmetric radial forces at the vessel which are of concern when operating at high current.

A sudden technical failure of the stabilisation system has been regarded as the most serious fault case and must be considered as possible even though faults of this kind did not occur in JET. The expected effects of a complete stabilisation failure have been studied by deliberately disabling the feedback during the pulse [1,2].

All vertical instabilities observed during normal operation can be ascribed to the existence of a limited stabilisation range and to the effects of large amplitude perturbations leading to saturation and degradation of the stabilisation system.

In the following the electromagnetic aspects of vertical instabilities in JET are examined and the implications for the planned operation with a divertor coil inside the vessel are outlined.

Stabilisation range

The stabilisation of elongated Tokamak plasmas has been widely studied, for example in [3,4,5]. The degree of elongation which can be achieved inside a metallic vessel and with externally applied stabilising fields depends on the plasma/wall gap and on the response time of the stabilisation amplifier. Without stabilisation the instability growth time is roughly proportional to the radial field penetration time $T_v$ of the vessel and it decreases with increasing gap width. For stabilisation the response time $T_a$ of the radial field amplifier must be smaller than the growth time. At some critical gap width an MHD limit is reached where no stabilisation is possible by external means.

In JET quiescent plasmas can be stabilised up to an elongation ratio of about 1.9 (corresponding to a growth time down to about 3 ms). The feedback gain must be set within a window which decreases with increasing elongation. The amplifier response time is $T_a \approx 2$ ms for small amplitudes, but it increases at larger amplitudes. The stabilisation performance degrades therefore if large plasma perturbations are present.
Observations

A frequent cause of vertical instability is a saturation of the amplifier resulting from disruptive plasma behaviour. This is not serious if the instability starts after the beginning of the current quench. However, the saturation and the onset of instability take often place before the current quench, in which case the instability can escalate at high current leading to large vertical forces at the vessel.

An example is the disruption of a 4MA double null magnetic limiter plasma shown in fig.1. Shortly after the energy quench at 12.63 s the feedback control signal (not shown) asks for the maximum possible amplifier voltage (about 4kV). The response is insufficient and the plasma becomes unstable. The vertical displacement \( \delta z_p \) reaches about 1m while the current is still large. The original configuration is up/down symmetric. It is therefore apparent that the disruption caused an up/down asymmetric perturbation which exceeded the capability of the stabilising system. The perturbation must have occurred suddenly as can be inferred from the initial plasma displacement of about 3cm within 1ms. From simplified circuit and plasma force balance equations one can interpret this displacement and the associated differential loop voltage \( \delta V \approx 150 \text{ V} \) as resulting from a sudden vertical force \( F_z \approx -25 \text{ MN} \) acting on the plasma. The same model indicates that a force of this magnitude drives the amplifier into saturation and causes a vertical instability without possibility of recovery, as observed.

![Fig.1 Vertical instability of a 4MA double null plasma (pulse 20802)](image)

The example shown represents the most severe case of a vertical instability observed so far. In most other disruptions of double null plasmas the instability escalated far less dramatically.

There is no significant difference of the disruption and instability behaviour of up/down symmetric plasmas (double null or limiter plasmas) and up/down asymmetric plasmas (single null).

Some vertical instabilities were caused by perturbations which can not be clearly identified. They occurred usually shortly after the removal of neutral beam heating. The instability and the subsequent disruption might have been prevented by a more powerful stabilisation system. In few
cases plasmas became unstable without stimulation during the ramp-up of the destabilising shaping field, starting with growing oscillations as is characteristic when the linear stabilisation range is exceeded.

An important general observation is that the vertical displacement $\delta Z_p$ of the plasma reaches some maximum and decreases thereafter. This is not expected from simulations but may be understood in terms of poloidal plasma currents which are branching into the wall.

**Forces**

During the vertical instability the destabilising force $F_d$ at the plasma must be balanced by stabilising forces. The accountable stabilising forces are $-F_r$ due to the radial field coil current and $-F_v$ due to vessel toroidal currents. One finds that $F_v$ is ignorable around the time when the product $I_p \delta Z_p$ reaches a maximum, and that $F_d - \ F_r > 0$. The plasma force balance is only possible by postulating an additional repelling force $F_{add} = F_d - F_r$ between the plasma and the vessel. There is evidence from toroidal field measurements inside the vessel that this force arises from poloidal currents circulating in the plasma and the vessel [2].

The maximum vertical force at the vessel is approximately $F_{vess}$ $F_d - F_r$. It has been evaluated for a number of instability tests and can be reasonably described by $F_{vess} \approx F^*D$, where $F$ is in the range $0.25$ to $0.35$ MN/(MA-m) depending on the relative magnitude of the shaping field, and $D = \text{maximum of } I_p \delta Z_p$. $D$ is not predictable, but from a series of vertical disruptions it is found that the equivalent displacement $D/I_{po}^2$ ($I_{po} = \text{current before the instability}$) did not exceed $1.07$ m. This permits some forecast for operation at higher currents. The vertical force at the vessel supports is measured routinely with strain gauges. One finds $F_{supp}/F_{vess} \approx 0.6$ (i.e. +1), probably mainly due to vessel elasticity and inertial effects.

**Implications for a divertor operation**

The single null plasma of the planned operation with a divertor coil inside the vessel is more unstable than present magnetic limiter plasmas. This requires an enhancement of the stabilisation system. A simplified system analysis indicates that use must be made of the passive stabilising capability of the divertor coil. Simulations with the PROTEUS code give an instability growth time of about $2.2$ ms. Therefore a fast radial field amplifier (four quadrant inverter) is foreseen with response time <$0.5$ms. The power rating will be doubled to $P = 25$ MVA in order to permit a better recovery from perturbations. The fig.2 shows a simulation of the response upon an assumed pulse force $F_z = 0.12$ MN applied at a 6MA divertor plasma. The plasma displacement is 4cm and the peak power is $10kV \times 1.5kA = 15$ MVA. When fully exploited and optimised it may be possible to obtain recovery from an assumed force of $0.2$ MN which is comparable with the apparent perturbation estimated for the disruption of pulse 20802 shown in fig.1.

Simulations of disruptions and vertical instabilities indicate that the force at vessel supports can reach $6MN$ which is acceptable. The Fig.3
Fig. 2 Simulated response of the stabilisation system upon a force perturbation at a 6MA divertor plasma.

Fig. 3 Simulated vertical instability of a 6MA divertor plasma. The current quench is assumed to start with 18 ms delay.

illustrates a downward vertical instability. Poloidal circulating currents are disregarded. This may explain why the simulation shows a monotonous plasma movement contrary to observations in present experiments.

Conclusions
Highly elongated magnetic limiter plasmas have been produced. But the vertical stabilisation has a small margin and larger perturbations such as disruptions can cause saturation and a vertical instability, unexpectedly also in up/down symmetric plasmas. A faster and more powerful amplifier is foreseen for the planned operation with an internal divertor coil. It is expected to improve the robustness of the stabilisation and to reduce the frequency of vertical disruptions.
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SCALING OF POLOIDAL CURRENTS DURING RAPID VERTICAL DISPLACEMENT EVENTS
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Abstract:
Currents in the tenuous plasma periphery have been measured in DIII-D\textsuperscript{1,6}, and their existence had been postulated in JET\textsuperscript{2,4}, during rapid vertical displacements of the plasma. Since the currents close through the first wall elements, it is necessary either to take into account the electromagnetic forces they produce on the attachments of these components or to insulate the plasma facing components to interrupt the currents. In this paper, we invoke the conservation of toroidal flux to extrapolate these currents to reactor-size tokamaks. The poloidal loop voltage produced by the flux change is so large that insulating gaps between poloidal segments would be short-circuited by plasma.

Introduction:
In order to increase the plasma current at constant safety factor, elongation in reactor-size tokamaks will be high, of the order of two. Such plasmas are unstable vertically, so that their vertical position must be controlled by a rapid feedback system. If this control fails for any reason, the plasma is rapidly displaced vertically, and strikes the bottom (or top) of the containment structure. The vertical displacement is braked by eddy currents induced in the surrounding structures. An electromotive force is produced on the plasma by its motion in the toroidal field. This emf can cause currents to flow in the periphery of the plasma. If the plasma facing components are conductors, which is generally the case, the currents can close through the plasma facing components, thereby exerting localized forces. This paper scales the currents induced in the plasma periphery and closing poloidally through the plasma facing components from present experiments to reactor-sized plasmas under simplifying assumptions discussed in the next section.

Model:
As a model, we take a toroidal plasma moving strictly vertically (i.e. at constant major radius) with a prescribed vertical velocity. During the motion, the shape of the surfaces is assumed not to change. (This corresponds to a plasma moving in a vertical field without curvature, so that in this approach, there is actually no destabilizing force on the plasma. The model is therefore not self-consistent.) As the plasma moves, it touches a horizontal limiting surface, which is assumed to be axisymmetric and which scrapes off the outer layer of plasma. However, there remains a tenuous plasma, the "halo", on the magnetic surfaces intersecting the horizontal limiting surface\textsuperscript{6}. This scrape-off layer, a reasonably good conductor, is electrically connected, via the sheath, to the limiting surface. If this surface is also a conductor, we have a circuit whose enclosed area, and therefore enclosed toroidal flux, is decreasing. This induces an electromotive force in the poloidal direction, which can drive a
current through the circuit.

Defining \( C(b) \) as the circumference of the surface with vertical half-axis \( b \) and assuming constant toroidal field as the plasma moves, we write for the poloidal emf \( V_{\text{pol}} \):

\[
V_{\text{pol}} = \frac{d}{dt} \left( B_{\text{tor}} \cdot dA = B_{\text{tor}} \cdot C \cdot v_{\text{vert}} \cdot f(K, \delta) \right)
\]

where \( A \) is the cross-sectional area and \( v_{\text{vert}} = \frac{db}{dt} \) is the speed of vertical motion. The function \( f \) of elongation \( K \) and triangularity \( \delta \) is a slowly varying geometrical factor in the range of \( .65 \) to \( .9 \). The emf is applied to a circuit loop containing, in series, the sheath for ion collection, the resistance of the tenuous plasma, the sheath for electron collection, and the resistance of the conducting path in the plasma facing components.

\[
V_{\text{pol}} = V_{\text{sh}} + I_{\text{pol}} \cdot R_{\text{pf}} + I_{\text{par}} \cdot R_{\text{par}}
\]

\[
R_{\text{par}} = \frac{L_{\text{par}}}{(A_{\text{perp}} \cdot \sigma)} = \frac{(C/\sin\beta)}{(A_{\text{bdy}} \cdot \sin\beta \cdot \sigma)}
\]

where: \( I_{\text{pol}} \) - poloidal current in the limiting horizontal conductor, \( R_{\text{pf}} \) - resistance of this conductor, \( I_{\text{par}} \) - current parallel to the magnetic field in the tenuous plasma, emanating from the limiting conductor (note: total parallel current flowing across a vertical cross-section is \( I_{\text{par}} \cdot q \)), \( R_{\text{par}} \) - resistance of the current path in the plasma (parallel to \( B \)), \( \sigma \) - parallel conductivity, \( A_{\text{bdy}} \) - sheath area, equal to sheath thickness \( t_{\text{sh}} \) times \( 2 \cdot \pi \cdot R \), \( \beta \) - angle between field line and toroidal direction; for small \( \beta \), and small inverse aspect ratio, \( \sin\beta \sim \tan\beta \sim C/(2 \cdot \pi \cdot R \cdot q) \).

Note that, from continuity the poloidal current in the limiting horizontal conductor equals the current in the plasma periphery, i.e. \( I_{\text{pol}} = I_{\text{par}} \) so that

\[
I_{\text{pol}} = \frac{(V_{\text{pol}} - V_{\text{sheath}})/(R_{\text{par}} + R_{\text{pf}})}{\\} = (V_{\text{pol}} - V_{\text{sheath}})/(R_{\text{par}} + R_{\text{pf}})
\]

If \( V_{\text{sheath}} \) and \( R_{\text{pf}} \) are small compared to \( V_{\text{pol}} \) and \( R_{\text{par}} \) respectively, this simplifies to the expression:

\[
I_{\text{pol}} = f(K, \delta) \cdot (2 \cdot \pi \cdot R)^{-1} \cdot B_{\text{tor}} \cdot v_{\text{vert}} \cdot t_{\text{sh}} \cdot \sigma \cdot (C^2/q^2)
\]

Characteristics of plasma periphery from experiments

The unknown quantities in the expression for \( I_{\text{pol}} \) are the conditions of the plasma periphery, \( t_{\text{sh}} \) and \( \sigma \). However, these are not expected to vary widely. We can substitute the experimental values of \( B_{\text{tor}} \), \( I_{\text{pol}} \), \( v_{\text{vert}} \), \( C \), and \( q \) from DIII-D and JET into formula (1) to obtain the product of \( t_{\text{sh}} \cdot \sigma \) for those experiments.
In JET, the estimate from fig. 5, ref. 4, for shot 15100 at ~50.05 s is: $I_{pol} \sim 500$ kA, $v_{vert} \sim 24$ m/s. With $B_{tor} = 1.8$ T, $R = 2.96$ m, and taking $f = 0.75$, this gives:

$$t_{sh} \cdot \alpha \sim 2.9 \times 10^5 \cdot \frac{(q^2/C^2)}{\text{ohm}^{-1} \text{m}^{-2}}$$

The ratio of $(q/C)$ is estimated from fig. 3, ref. 3, where $q = 2.32$. We estimate $C$ to be 10 m and assume that the ratio does not change over the next 20 ms, so that

$$t_{sh} \cdot \alpha \sim 1.5 \times 10^4 \text{ ohm}^{-1} \text{m}^{-2}$$

for this JET shot.

For DIII-D, the estimate is obtained from fig. 12 of ref. 6. At 2684 ms $I_{pol} \sim 150$ kA, $v_{vert} \sim 75$ m/s, $B_{tor} = 2$ T, $R = 1.67$ m. The plasma is not strongly elongated so $f \sim 1$. This gives:

$$t_{sh} \cdot \alpha \sim 1.05 \times 10^4 \cdot \frac{(q^2/C^2)}{\text{ohm}^{-1} \text{m}^{-2}}$$

To estimate the ratio of $(q/C)$ for this shot at this time, we use the measured total toroidal current in the plasma $I_m = 0.9$ MA from fig. 13, ref. 6. For these values of poloidal and measured currents, the contribution ($- q \cdot I_{par}$) of $I_{pol} (= I_{par})$ to the measured toroidal current is significant. A typical value of $q$ is obtained (for $a = 0.5$ m) by taking the enclosed current at a typical point in the plasma periphery, $I_{typ} = I_m - q_{typ} \cdot I_{pol}$. This gives $q_{typ} = 3$, so that $(q^2/C^2) \sim 1$. Therefore, the estimate becomes:

$$t_{sh} \cdot \alpha \sim 1 \times 10^4 \text{ ohm}^{-1} \text{m}^{-2}$$

for this DIII-D shot.

In spite of the approximations and extrapolations, the values obtained are within a factor of two for the two experiments.

**Extrapolation to reactor-like machines**

For extrapolation to reactor-like machines the value obtained in the preceding section is substituted in equation (1). With $t_{sh} \cdot \alpha = 1.5 \times 10^4$, $R = 6$ m, $C = 21$ m, $B_{tor} = 4.85$ T, $f = 0.75$:

$$I_{pol} \sim 0.6 \cdot v_{vert} \cdot q^2 \text{ MA}, \quad V_{pol} \sim 0.08 \cdot v_{vert} \text{ KV}$$

Evaluating for $v_{vert} = 50$ m/s, $q = 3$, gives:

$$I_{pol} = 3.5 \text{ MA, } \quad V_{pol} = 4 \text{ kV, } \quad R_{par} \sim 1 \text{ mohm}$$

**Voltages between components**

In this model, the poloidal voltage is developed by the reduction of enclosed toroidal flux, and is essentially independent of parameters other than the average toroidal field and the time-rate of change of plasma area. Voltage division, however, depends on the characteristics of the circuit. In the preceding section a reasonable speed of displacement of the plasma is shown to produce a poloidal voltage of several kilovolts. For such conditions, and for plasma temperatures typical of the plasma periphery (e.g. 20-30 eV) the sheath voltage will be small compared to the total poloidal emf (justifying a posteriori the neglect of $V_{sheath}$ in the above calculation). The poloidal emf will then be shared between plasma and plasma-facing components in inverse proportion to the resistances $R_{par}$ and $R_{pf}$. We have shown that the plasma resistance $R_{par}$ is several milliohms. For the normal case of
conductors (even poor conductors) limiting the plasma, the plasma therefore represents the largest resistance and accounts for the major part of the voltage drop. As a consequence, the toroidal distribution of current would not be expected to be strongly affected by local variations in sheath and boundary conditions.

If the plasma-facing components were insulated, the total poloidal emf developed would remain the same as long as the speed of displacement remains the same. The voltage developed, however, would be concentrated at the insulating gaps. Since emfs of several kilovolts can be developed, the insulating gaps would be short-circuited by the plasma, leading to similar poloidal currents.

In the limiting case in which no current flows to the wall (insulating plasma-facing component tile material), a current could be driven across the magnetic lines of force by the emf in the region where the plasma touches. From MHD considerations, this would be accompanied by a pressure gradient towards the wall, as has been considered in ref. 3 to explain JET observations.

Discussion and Conclusion

For an accurate description, a predictive model is required, which includes MHD effects, sheath resistance, a good description of the plasma halo, and accurate modelling of the passive structures (eddy currents). Such a model is being developed for DIII-D.

The scaling presented here can clearly not replace such a model. It assumes purely vertical motion of the plasma without change in shape, which cannot be true in the experiments. The only driving term for the poloidal current considered here results from the reduction of enclosed toroidal flux due to the plasma motion. Depending on the experimental situation, other driving terms, such as the toroidal voltage produced by the plasma current quench (ref. 7) could be of the same order. The vertical speed resulting from the forces due to the poloidal current treated here and other forces such as those arising from eddy currents in passive structures is treated as a known input. In a given experimental situation, however, this force may be a major determining component of the motion. Whenever the velocity is actually measured, it can be inserted into the formula, and, as we have shown, reasonable agreement is found between two experimental situations.

The extrapolation to reactor-size machines gives values of currents in the plasma periphery of several megamperes and poloidal emfs of several kilovolts for vertical speeds in the range of those observed in present-day experiments. Before a complete model is available, these quantities could be predicted more accurately by calculating the plasma motion when vertical position control is disabled, including the effect of passive structures, but ignoring the force resulting from the effect of currents in the periphery. The poloidal currents can then be obtained by a treatment similar to that in this paper, and the resulting force taken into account iteratively.
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In this paper we discuss the limitation to elongation observed in D-shaped plasmas in the DIII-D tokamak. We find that as the triangularity is increased and $\delta$ is decreased that the $m=0$ mode takes on an increasingly non-rigid character. Our analysis shows two aspects of the behavior; first, an increasing variation of the $m/n = 1/0$ component across flux surfaces and second, an increase in the relative amplitude of a $m/n = 3/0$ component which couples to the $m/n = 1/0$ component and further destabilizes the mode.

In previous work1 we have reported on a study of vertical control and the implementation of those results on DIII-D. In that study we used a single filament, with properties consistent with the radial force balance, to represent the plasma and employed an eigenmode description of the passive shell in order to allow time-ordering of the problem. The most important result of this study was that the active control coil must be positioned in the poloidal plane so as to minimize its interaction with the stabilizing shell currents. As a consequence of plasma toroidicity, these currents flow primarily in the outboard regions of the shell. Thus, control coils on the inboard side of the shell, near the midplane, are required. With such a spatial arrangement we can have radial fields from the active coil penetrating the shell on a time scale faster than the decay of the stabilizing shell currents. In accordance with these model calculations the control system for the DIII-D tokamak has been modified resulting in operation to within a few percent of the ideal MHD limit for axisymmetric stability. In this work we refer to the ideal MHD limit as that of the plasma-shell system. As discussed in Ref. 1, the ideal limit can actually be reduced by a poor choice of the active control coils, however that is not the case for work discussed here.

In Ref. 2 we reported on detailed measurements of the plasma response to that control system and concluded that the model of Ref. 1 is quite accurate and adequate to prescribe the control function. We have also reported in Ref. 2 that the modifications to the control system have enabled us to reach elongation, $\kappa$, up to 2.5 transiently and $\kappa > 2.45$ for more than 0.5 second. Also, behavior characteristic of the destabilization of the plasma-shell system by use of control coils on the outboard side of the plasma was experimentally observed. With this improved vertical control, operation of double null divertors with elongations of 2.15 have become routine. Behavior at higher elongations is quite sensitive to the plasma shape and the width of the current profile.

The reader may notice small differences in the stability margins quoted here as compared to those in previous work. The primary reason for differences of several percent is that in previous work we had used the contour of the graphite tiles to define the stabilizing shell. In fact, the conducting shell (vacuum vessel wall) is approximately 5 cm. behind the graphite surface and we have now made this correction. Also, we have refined our calculation of $n_e$.

**EXPERIMENTAL RESULTS**

We wish to focus on two particular discharges, #60809 and #63422. The equilibrium parameters for these plasmas are given in Figs. 1 and 2. The equilibria are calculated several milliseconds before the vertical instability which results in disruption. The distinction of interest is that the former has a higher $\delta$ and a lower triangularity, $\delta$, than the latter. The motivation for choosing these plasmas is centered about the quantity $n/n_e$. The decay index $n$ is defined as

$$ n = -\frac{R}{B_z} \frac{\partial B_z}{\partial R} = \frac{R = R_e}{x = x_e}, $$

where $R_e, x_e$ is the centroid of the plasma current. The critical index, $n_c$, is

$$ n_c = \frac{2 M_{fp}^2 R_0}{\mu_0 \Gamma L_n}, \quad \Gamma = \frac{L_{ext}}{\mu_0 R_0} \frac{\beta_i}{2} + \frac{1}{2}, $$

* Work sponsored by the U.S. Department of Energy under Contract Nos. DE-AC03-89ER51114 and DE-AC05-84OR21400.
† Fusion Energy Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, U.S.A.
L_{ext}/(\mu_0 R_0) \approx \ln ((8 R_c/\bar{a}) - 2), \bar{a} is the poloidal contour length over 2\pi, and \xi_i = [\mathcal{F}_S \mathcal{F}^2 S B^2 \mathcal{F}]/[\mathcal{F}^2 S B^2 \mathcal{F}^2]. In Ref. 1 \eta/\omega_c = -1 was identified as a good approximation for the ideal rigid-body stability limit.

For shot #60809 a value of \eta/\omega_c = -1.04 was calculated prior to disruption, whereas for #63422 we could only achieve \eta/\omega_c = -0.81. A multi-filament rigid-body analysis\(^8\) gives similar results, namely values of \eta/\omega_c of 0.91 and 0.73 for #60809 and #63422 respectively. This turns out to be typical of the observed behavior, i.e. as \xi_i is decreased and \bar{a} is increased the achievable value of \eta/\omega_c also decreases. This behavior is illustrated in Fig. 3 where we plot the achievable \eta/\omega_c vs. \xi_i. In column near each data point are \kappa, \bar{a}, and Q \equiv (\mathcal{F} f' f)_{\omega=0.96 f_0/R_0/(\epsilon_0)}, which has been reported\(^4\) as a measure of the departure from rigid-body behavior. In that work Solovev equilibria are used and Q is purely a shape parameter, whereas here Q contains effects of the current profile. A correlation in departure from \eta/\omega_c \sim 1 is seen with both \xi_i and with Q. Q shows a local sensitivity to the current profile parameterization which is why we chose to plot the data using \xi_i, a better-known quantity, as the ordinate. In Ref. 4 departure from rigid-body behavior is seen at \eta < 0 and is bounded by \eta > -5, thus we consider the agreement to be quite good.

**STABILITY ANALYSIS**

In the stability analysis of these plasmas with GATO\(^6\) we use the real wall shape of DIII-D, not a wall conformal to the plasma. This wall has an expansion parameter, which expands the wall in minor radius without changing its shape in the poloidal plane. If, starting with the experimental equilibrium, we find that an expansion parameter must be increased from unity to 1.03 in order to find an instability we shall refer to this as operation at 97% of the ideal limit. For case #60809 the result of this analysis is that we are at 97% of the ideal limit, in good agreement with the rigid-body result of 104%.

For case #63422 the result is 98% of the ideal limit, even though we have only achieved 81% of the rigid-body (\eta/\omega_c = -1) limit. We will now pursue this discrepancy in a bit more detail. In Fig. 4 we plot the perturbed shape as calculated in GATO and normalized in amplitude so that the perturbed shape of the 95% flux surface just touches the limiting surface of the vessel. The dotted lines are the unperturbed equilibrium. Our control system regulates the vertical position of the current centroid, thus it is of interest to look at this perturbation with the shift in the magnetic axis removed. It can be seen in Fig. 4 that if this axis shift is removed most of the perturbation still remains.

This equilibrium was calculated 2564 ms into the shot. The outer boundary of the plasma at 2566 ms is shown as the broad dashed line in Fig. 4. We see excellent agreement between the calculated and measured deformation of the equilibrium. It is characteristic of vertical disruptions in these D-shaped plasmas that the top of the plasma is moving radially inwards and the bottom radially outwards as the plasma is moving vertically upwards.

As an aid to understanding the perturbation we have spectrally decomposed the results of the GATO calculation. By far the largest component is m = 1, as shown in Fig. 5. The second largest term is m = 3, whereas the m = 2 and m = 4 components are negligibly small except at the very edge where the presence of the divertor increases the breadth of the poloidal spectrum. It should be noted that even the m = 1 mode has a distinctly non-rigid character in the outer region of the plasma. By way of comparison, we show in Fig. 6 the spectral decomposition of case #60809. Here all the components other than m = 1 and m = 3 are negligibly small. Because of the higher \xi_i the m = 1 amplitude peaks in the central region of the plasma. The m = 3 amplitude is about 19% of the m = 1 as opposed to 33% for #63422. These effects combine to account for the much better agreement with the rigid-shift model.

**CONCLUSIONS**

We find excellent agreement between the experimentally observed vertical stability limits and ideal MHD stability calculations. Detailed calculation of the perturbed plasma shape done with GATO are in good agreement with experimental observation. The observed behavior is not unexpected. The possibility of an m/n = 3/0 mode was found in the analysis of a square plasma.\(^6\) Departure from a rigid-body stability criterion has been predicted for D-shaped plasmas with high triangularity.\(^4\) Such non-rigid effects have been observed in the PBX tokamak for bean-shaped plasmas.\(^7\)

We find \eta/\omega_c an excellent characterization of the rigid-body stability limit and Q is in qualitative agreement with the observed departure from rigid-body behavior. As can be seen in Fig. 3, axisymmetric instability is seen over a wide range of elongation. It should be noted that reducing triangularity does not allow higher elongation since the additional quadrupole field required would then simply move the MHD and rigid-body limits closer together. For current profiles typical of DIII-D H-mode plasmas the non-rigid effects have limited our maximum elongation to \kappa \approx 2.5.

Over a wide range of plasma conditions we are able to operate to within a few percent of the ideal MHD axisymmetric stability limit. The loss of control is quite abrupt, for instance, we may operate under conditions where \kappa = 2.33 is accomplished without difficulty but \kappa = 2.4 is impossible. Small changes in \xi_i become critical in such operation.
It remains unclear as to whether this represents the maximum achievable elongation. Of course, some gain is likely from further broadening of the current profile, but these results indicate that further gains will be modest. It is plausible that one could provide further stabilization of the nonrigid component of the motion with other poloidal coils. Because of the shielding effects of the vessel this could only be accomplished with derivative gain. The reference signal would need to be a measure of the difference between the surface motion and that of the axis. Thus the reference signal would be the derivative of a difference signal which involved many magnetic probes. The control function would need to be done without degradation of the axial control. This idea does not violate the above results since the stability calculations only use the passive shell. However, it remains to be seen whether such control is practically realizable. Note that it is only the completeness of the closely-coupled poloidal coil set of DIII-D which allows consideration of such a control scheme.


FIG. 1. Shot No. 60809, equilibrium just prior to disruption as calculated from the experimental data. The parameters are $I_p = 1.0 \text{ MA}, B_t = 2.0 \text{ T}, R = 1.89, a = 0.59 \text{ m}, \delta_0 = 5.7, \beta_p = 0.41, \eta = 1.48, \kappa = 2.17, \text{ and } \delta = 0.37$. The coils used for vertical control are shaded.

FIG. 2. Shot No. 63422, equilibrium just prior to disruption as calculated from the experimental data. The parameters are $I_p = 1.1 \text{ MA}, B_t = 0.8 \text{ T}, R = 1.89, a = 0.54 \text{ m}, \delta_0 = 2.7, \beta_p = 0.47, \eta = 0.93, \kappa = 2.41, \text{ and } \delta = 0.85$. The coils used for vertical control are shaded.
FIG. 3. $n/n_c$ achieved just before disruption vs. $\xi$. Listed at each datum is $\kappa$, $\beta$, and $Q$.

FIG. 4. The perturbation in the equilibrium of case #63422. The dots are the unperturbed equilibrium and the solid lines are the perturbation calculated by GATO with a wall expansion parameter of 1.017. The broad dashed line is the experimentally determined plasma boundary 2 ms later in time.

FIG. 5. The poloidal decomposition of the calculated perturbation for case #63422 normalized to the amplitude of the $m = 1$ component.

FIG. 6. The poloidal decomposition of the calculated perturbation for case #60809 normalized to the amplitude of the $m = 1$ component.
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